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Abstract

Missing values challenge data analysis because many supervised and unsu-
pervised learning methods cannot be applied directly to incomplete data.
Matrix completion based on low-rank assumptions are very powerful solu-
tion for dealing with missing values. However, existing methods do not con-
sider the case of informative missing values which are widely encountered in
practice. This paper proposes matrix completion methods to recover Miss-
ing Not At Random (MNAR) data. Our first contribution is to suggest a
model-based estimation strategy by modelling the missing mechanism dis-
tribution. An EM algorithm is then implemented, involving a Fast Iterative
Soft-Thresholding Algorithm (FISTA). Our second contribution is to sug-
gest a computationally efficient surrogate estimation by implicitly taking
into account the joint distribution of the data and the missing mechanism:
the data matrix is concatenated with the mask coding for the missing val-
ues; a low-rank structure for exponential family is assumed on this new
matrix, in order to encode links between variables and missing mechanisms.
The methodology that has the great advantage of handling different missing
value mechanisms is robust to model specification errors.

The performances of our methods are assessed on the real data collected from
a trauma registry (TraumaBase®) containing clinical information about over
twenty thousand severely traumatized patients in France. The aim is then to
predict if the doctors should administrate tranexomic acid to patients with
traumatic brain injury, that would limit excessive bleeding.

Keywords: Informative missing values, denoising, matrix completion,
accelerated proximal gradient method, EM algorithm, nuclear norm
penalty.
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1. Introduction

The problem of missing data is ubiquitous in the practice of data analysis.
Main approaches for handling missing data include imputation methods and
the use of Expectation-Maximization (EM) algorithm [8] which allows to get
the maximum likelihood estimators in various incomplete-data problems [24].
The theoretical guarantees of these methods ensuring the correct prediction
of missing values or the correct estimation of some parameters of interest
are only valid if some assumptions are made on how the data came to be
missing. Rubin [34] introduced three types of missing-data mechanisms: (i)
the restrictive assumptions of missing completely at random (MCAR) data,
(ii) the missing at random (MAR) data, where the missing data may only
depend on the observable variables, and (iii) the more general assumption
of missing not at random (MNAR) data, i.e. when the unavailability of the
data depends on the values of other variables and its own value. A classic
example of MNAR data, which is the focus of the paper, is surveys where
rich people would be less willing to disclose their income or where people
would be less incline to answer sensitive questions on their addictive use.
Another example would be the diagnosis of Alzheimer’s disease, which can
be made using a score obtained by the patient on a specific test. However,
when a patient has the disease, he or she has difficulty answering questions
and is more likely to abandon the test before it ends.

Missing non at random data. When data are MCAR or MAR, valid infer-
ences can be obtained by ignoring the missing-data mechanism [24]. The
MNAR data lead to selection bias, as the observed data are not represen-
tative of the population. In this setting, the missing-data mechanism must
be taken into account, by considering the joint distribution of complete data
matrix and the missing-data pattern. There are mainly two approaches to
model the joint distribution using different factorizations:

1. selection models [15], which seem preferred as it models the distribution
of the data, say Y, and the incidence of missing data as a function of
Y which is rather intuitive;

2. pattern-mixture models [23], which key issue is that it requires to spe-
cify the distribution of each missing-data pattern separately.

Most of the time, in these parametric approaches, the EM algorithm is per-
formed to estimate the parameters of interest, such as the parameters of



generalized linear models in [16] and the missing-data mechanism distribu-
tion is usually specified by logistic regression models [16, 37, 30|, in the case
of selection models. In addition, the MNAR mechanism often is chosen self-
masked ¢.e. the lack of a variable depends only on the variable itself and
only simple models have been considered with cases where just the output
variable or one or two variables are subject to missingness [27, 16]. Note
that recent works based on graph-based approaches |28, 29] show that in
some specific setting of MNAR values, it is possible to estimate parameters
for simple models, such as the mean and variance in linear models, without
specifying the missing value mechanism.

Low-rank models with missing values. In this paper, we focus on estimation
and imputation in low-rank models with MNAR data. The low-rank model
has become very popular in recent years [21] and it plays a key role in many
scientific and engineering tasks, including denoising [9], collaborative filtering
[42], genome-wide studies [22, 32|, and functional magnetic resonance imag-
ing [7]. It is also a very powerful solution for dealing with missing values
[18, 20]. Indeed, the low-rank assumption can be considered as an accurate
approximation for many matrices as detailed in [39]. For instance, the low-
rank approximation makes sense when either, one can consider that a limited
number of individual profiles exist or, dependencies between variables can
be established.

Let us consider a data matrix Y € R™*P which is a noisy realisation of a
low-rank matrix © € R™*P with rank r < min{n, p}:

O has a low rank r,

Y:@—l—e,where{ e ~ N(0,021). (1)

In the following, o is assumed to be known. Suppose that only partial
observations are accessible. We note the mask Q € {0,1}"*?P with

0. — { 0 if y;; is missing,
71 1 otherwise.

where y is a realisation of Y. The main objective is then to estimate the
parameter matrix © from the incomplete data, which can be seen on the one
hand as a denoising task by estimating the parameters from the observed
incomplete noisy data, and on the other hand as a prediction task by im-
puting missing values with values given by the estimated parameter matrix.
A classical approach to estimate © with MAR or MCAR missing values are
based on convex relaxations of the rank, i.e. the nuclear norm and consists
in solving the following penalized weighted least-squares problem:



© € argming||(Y — ©) © Q|| + A6, (2)

where ||.||7 and |||/« respectively denote the Frobenius norm and the nuclear
norm and ® is the Hadamard product. The main algorithm available to
solve (2) consists in a proximal gradient method, leading to iterative soft-
thresholding algorithm (ISTA) of the singular value decomposition (SVD)
[26, 3] in the case of a regularization via the nuclear norm (note that this
strategy is equivalent to perform an EM algorithm with a nuclear norm
penalization in the M-step, see Appendix B.2). Given any initialization (for
instance the missing values can be initialized to the mean of the non-missing
entries), a soft-thresholding SVD is computed on the completed matrix and
the predicted values of the missing entries are updated using the values given
by the new estimation. The two steps of estimation and imputation are
iterated until empirical stabilization of the prediction. There has been a lot
of work on denoising and matrix completion with low-rank models, whether
algorithmic, methodological or theoretical contributions |6, 5|. However, to
the best of our knowledge most of the existing methods do not consider the
case of MNAR data.

Contributions. In order to perform low-rank estimation with MNAR data,
our first contribution, detailed in Section 3.1, is to suggest a model-based
estimation strategy by maximizing the joint distribution of the data and
the missing values mechanism using an EM algorithm. More specifically,
a Monte Carlo approximation is performed coupled with the Sampling Im-
portance Resampling (SIR) algorithm. Note yet that introducing such a
model for MNAR data does not prevent from handling Missing Completely
At Random (MCAR) or Missing At Random (MAR) data as well. Indeed,
our model can only impact variables of type MNAR, while the low-rank
assumption will be enough to deal with other types of missing variables.
This approach, although theoretically sound and well defined, has two draw-
backs: its computational time and the need to specify an explicit model for
the mechanism, so to have a strong prior knowledge about the shape of the
missing-data distribution.

Our second contribution (Section 3.2) is to suggest an efficient surrogate es-
timation by implicitly modelling the joint distribution. To do so, we suggest
to concatenate the data matrix and the missing-data mask, i.e. the indicator
matrix coding for the missing values, and to assume a low-rank structure on
this new matrix in order to take into account the relationship between the
variables and the mechanism. This strategy has the great advantage that
it can be performed using classical methods used in the MCAR and MAR



settings and that it does not require to specify a model for the mechanism.
This approach can be seen as connected to the following works. [11]| presents
a method to handle missing data in a latent-class model where the missing
covariates X are linked to the missing-data pattern M by a latent variable
1. In an example, they suggests treating M as additional items alongside X,
in order to make statistical inferences. Moreover, in the context of decision
trees used for classification, [38] suggests an approach known as missing val-
ues attribute where at each split, all the missing values can go on the right
or on the left. This can be seen as cutting according to the missing value
pattern so it is equivalent as implicitly adding M with the covariates X.
Finally, from the optimization point of view, we also suggest (Section 3.3)
to use an accelerated proximal gradient algorithm, also called Fast Iterative
Soft-Thresholding Algorithm (FISTA) [2] which is an accelerated version of
the classical iterative SVD algorithm in the case of a penalization with the
nuclear norm.

The rest of the article is organized as follows. First, although the missing-
data mechanism framework is widely used, there are points of ambiguity in
the classical definitions, especially considering whether the statements hold
for any value (from any sample) or for the realised value (from a specific
sample) [36, 31|. Therefore, Section 2 is dedicated to specify a general and
clear framework of the missing-data mechanisms in order to remove ambigui-
ties and introduce the MNAR mechanism being considered. In Section 3, we
present both proposals to address the MNAR data issue: by explicitly mod-
elling the missing mechanism or by implicitly taking it into account. Section
4 is devoted to a simulation study on synthetic data. In Section 5, we apply
the model-based method to the TraumaBase® dataset in order to to assist
doctors in making decisions about the administration of an active substance,
called the tranexomic acid, to patients with traumatic brain injury. Finally,
a discussion on the results and perspectives is proposed on Section 6.

2. The missing-data mechanism: notations and definitions

In the sequel, we write the complete data matrix Y € R™*P of quantitative
variables, whose distribution is parameterized by ©. The missing-data pat-
tern is denoted by M € {0,1}™*P and ¢ is the parameter of the conditional
distribution of M given Y. We assume the distinctness of the parameters,
i.e. the joint parameter space of (0, ¢) is the product of the parameter space
of © and the one of ¢. We start by writing the most popular definitions of
[24] for the missing-data mechanism. By writing, Y = (Yobs, Yinis), where



Yobs and Yinis denote the observed components and the missing ones of Y
respectively, they define:

p(M|Y;9) =p(M;¢), VY,¢ (MCAR)
p(M‘Y; ¢) = p(M’Yobs; ¢)7 VYmis, ¢ (MAR)
p(M|Y;¢) = p(M|[Yobs, Yimis; @), V¢ (MNAR)

Note that all matrices may be regarded as vectors of size n X p (see Exam-
ple 2.1). There are mainly two ambiguities: (i) it is unclear whether the
equations hold for any realisation (y, m) of (Y, M), although it is widely un-
derstood as such and (ii) Yops and Yy are actually functions of M, which
is extremely confusing and explain why other attempts for definitions and
notations are necessary. [36] propose two definitions of the MAR mechanism,
for which they differentiate if (i) the statements hold for any values (from
any sample), the everywhere case (EC) (ii) or for the realised values (from a
specific sample), the realised case (RC). They also introduce a specific nota-
tion for the observed values of Y, clearly written as a function o of Y and M:
o(Y,M). By writing § and m the realised values of Y and M for a specific
sample, it leads to:

Yy, y", m such that o(y,m) = o(y*, m)
p(M =m|Y =y;¢) = p(M =m|Y =y*¢), (EC)

Yy, y* such that o(y,m) = o(y*,m) = o(y, m)
p(M =m|Y =y;¢) = p(M =m|Y =y*;¢), (RC)

We can illustrate these concepts with the following example:

Example 2.1. Let y = (le 130> , that can be regarded as a vector vec(y) =

(1 3 4 10). Ifvec(y)=(1 3 4 NA) isobserved, thenio=(1 1 1 0)
and o(j,m) = (1 3 4). The data are realised MAR if
p(M = (1,1, LO)]Y =y;9)
vya y*7 O(yam) = O(y*am) = (17374)

0

p(M - (lvla 1a0)|Y - (17374>a);¢)
:p(M = (1717170)|Y = (1>3>4a b);¢)7va7b



By extending the framework of [36], the MNAR mechanism can be defined
in the everywhere case and with the two following assumptions:

e the missing-data indicators are independent given the data,

e the MNAR mechanism is said to be self-masked, which assures that
the distribution of a missing-data indicator M;; given the data Y is a
function of Y;; only.

In the specific case of low-rank models, these both assumptions allow to have
the independence by unit and to make the computations easier.

Definition 2.1. The missing data are generated by the self-masked every-
where MNAR mechanism if:

n p

p(M =QY =y;¢) = [[ [ p(Qslviss 0), VY, ¢

i=1j=1

3. Proposition

Our propositions for low-rank estimation with MNAR data require the fol-
lowing comments on the classical algorithms to solve (2). First, as in re-
gression analysis there is an equivalence between minimizing least-squares
and maximizing the likelihood under Gaussian noise assumption. Here as
specified in Equation (1), the entries (Yj;);;’s are assumed to be independent
and normally distributed, for all i € [1,n],j € [1,p]:

p(Yij; ©ij) = (27702)1/26(_5<w> ) (3)

It implies that we can show (in Appendix B.2) that the classical proximal
gradient methods to solve the penalized weighted least-squares criterion (2),
such as iterative thresholding SVD, can be seen as a genuine EM algorithm,
maximizing the observed penalized likelihood. Second, as detailed in Sec-
tion 3.3, (2) can be solved using a fast iterative soft-thresholding algorithm
(FISTA) [2].

3.1. Modelling the mechanism

Considering the framework of selection models [15], the first proposition
consists in handling MNAR values in the low-rank model (1), by specifying
a distribution for the missing-data pattern M. Here, the missing data models



M;; given the data Y;; are assumed to be independent and distributed by a
logistic model, Vi € [1 n),Vj € [1,p]:

p(Qjlyiss 8) = [(1+ e~ 01 Wi —25)) =11 (1=42s;)
1—(1+ €_¢1j(yij_¢2j))_1]9ij7 (4)
where ¢; = (415, ¢25) denotes the parameter vector for conditional distribu-
tion of M;; given Y;; for all 4.

Then, the joint distribution of the data and mechanism can be specified.
Due to independence (see Definition (2.1)):

p(y,$%0,9) = p(y; ©)p(Qy; ¢)

n p
Hp ylja w|y1],¢j)

1j5=1

7

This leads to the joint negative log-likelihood:

n p
£(97¢;y79):_zz l]7¢j y1]7sz)

with £((©i5, 0); vij, Qi) = log(p((yij, Qij); Oij, ¢5)), Vi,j. In practice, the
parameters vector ¢ is unknown but Vlewed as a nuisance parameter, since
our main interest is the estimation of ©. To find an estimator @, we aim at
maximizing the following penalized joint negative log-likelihood:

(6, 9) € argming 4£(0, ¢;y, Q) + A||O].. (5)

It can be achieved using a Monte-Carlo Expectation Maximization (MCEM)
algorithm, whose two steps, iteratively proceeded, are given below:

e E-step: the expectation (taking the distribution of the missing data
given the observed data and the missing-data pattern) of the complete
data likelihood is computed:

Q0,60 6")
= Ey, ( ¢’ Y, )Dfob& M; O = é(t)7 ¢ — ¢)(t) (6)

ml%

e M-step: the parameters O+ and ¢(*1) are determined as follows:

é)(t+1)7 (lg(H_l) € argming , Q(o, ¢|@(t)’ Qg(t)) + A||O||%- (7)

8



The E-step may be rewritten as follows:

n p
0 D R

i=1 j=1

where
C1 = log(p(yij» Qij; ©ij, ¢5))
Cy = / log(p(yijaQij?@ij7¢j))p(yij’Qij;(;)E;)’gggt))dyij

Note that the E-step is written as a sum of the E-steps for each (i, j)-th
elements. If the (7, 7)-th element is observed, we do not integrate and it
leads to the first term; the second term corresponds to the missing elements.
By the lack of a closed form for @, it is approximated by using a Monte
Carlo approximation, denoted as Q, Vi € [1,n],Vj € [1,p]:

0i(0,¢161, ¢,y =

Zlog v} 045)) + log(p(Qij vl 65)),

ko Yij if Qij = 1, . k . . - (t) “.(t)
where v;; = { szg otherwise, with 2 the realisation of Z (i Qs G) i ®; ).

Note that Q is separable in the variables © and ¢, so that the maximization
for the M-step may be independently performed for © and ¢:

n p N
1
e+ ¢ argmln ZZ Z log(p(v U,@ ) + A9« (8)

EIJ

=1 j=1
n P 1 Ny

J+D) ¢ argmin DD 2 los(p(ujluiy; ). 9)
i=1j=1""°% k=1

Classical algorithms can be used: (accelerated) proximal gradient method to
solve (8) and the Newton-Raphson algorithm to solve (9).

Moreover, for all ¢ € {1,...,n} and j € {1,...,p} such that y;; is missing,
we suggest the use of the sampling importance resampling (SIR) algorithm
[10] to simulate the variable z . The detail is given in Appendix C.1 and we
take as a proposal dlstrlbutlon a Gaussian distribution.



3.2. Adding the mask

We now propose to directly include the information of the mask while con-
sidering the criterion (2), without explicitly modelling the mechanism, so
that the new optimisation problem is written as follows:

A 1
O € argming ; [[2 O Y[Q] - [Q[1] © [OI]7 + O] (10)

where 1 € R™P denotes the matrix such that all its elements are equal to
1, and [X7|X3] denotes the column-concatenation of matrices X; and Xo.
To solve (10), we could use again classical algorithms such as the (acceler-
ated) iterative (SVD) soft-thresholding algorithm (Section 3.3). However,
this approach does not take into account that the mask is made of binary
variables and suggests that the concatenated matrix [Y ® £, Q] is Gaussian.
Consequently, a better approach is to take into account the mask binary
type by using the low-rank model but extended to the exponential family.
There is a vast literature on how to deal with mixed matrices (containing
categorical, real and discrete variables) in the low-rank model, see for exam-
ple [40, 25, 4]. [33] suggested such a method, by using a data-fitting term
based on heterogeneous exponential family quasi-likelihood with a nuclear
norm penalization:

n P
© € argming » Y Qi; (Yij045 + g;(045)) + MO, (11)
i=1 j=1

where g; is a link function chosen according to the type of the variable j.
In our case, it allows to model the joint distribution of the concatenated
matrix [Y © Q, Q] of size n x 2p as follows : (i) the data are assumed to be
Gaussian, i.e. for all j € [1,p], gj(x) = x2202 (i) the missing-data pattern
can be modelled by the Bernoulli distribution with success probability 1/(1+
exp(—0;5)), ie. for all j € [p+ 1,2p], gj(x) = log(1 + exp(x)). To solve
(11), a Penalized Iteratively Reweighted Least Squares algorithm called mimi
(see [33, page 12]) is used. The advantage of such a strategy is to better
incorporate the mask as binary features but this comes at a price of a more
involved algorithm in comparison to (10).

8.8. FISTA algorithm

To solve (2), (8) and (10) we suggest to use the FISTA algorithm, introduced
by [2], detailed in Appendix A, which corresponds to an accelerated version

10



of the proximal gradient method. The acceleration is performed via momen-
tum. The key advantage is that it converges to a minimizer at the rate of
O(1/K?) (K is the number of iterations) in the case of L-smooth functions.
This algorithm is of interest compared to the the non-accelerated proxi-
mal gradient method, that is shown in Appendix B.1 to be implemented in
softImpute-SVD in the R package softImpute (see [12]): it is known to con-
verge only to the rate O(1/K) |2, Theorem 3.1]. To be more precise, another
algorithm has been suggested that uses alternating least-squares [13| and de-
parts from the previous one by solving a non-convex problem: it relies on
the maximum margin matrix factorization approach (combined with a final
SVD thresholding). Therefore, although appealing numerically, the algo-
rithm known as softImpute-ALS is proven to converge only to a stationary
point.

4. Simulations

The parameter © is generated as a low-rank matrix of size n x p with a fixed
rank 7 < min(n, p). The results are presented for N simulations, for each of
them: (i) a noisy version Y of O is considered,

Y =0+,

where € is a Gaussian noise matrix with i.i.d. centered entries of variance o2,

(ii) MNAR missing values are introduced using a logistic regression, resulting
in a mask 2 and (iii) only knowing Y ® Q, we apply different methods to
denoise and impute Y:

(a) Explicit method (Model): in order to take into account the missing
mechanism modelling, we apply the MCEM algorithm to solve (5),
as detailed in Section 3.1; note that either FISTA or softImpute are
performed in the M-step.

(b) Implicit method (Mask): the missing mechanism is implicitly inte-
grated by concatenating the mask to the data, as detailed in Sec-
tion 3.2. When the binary type of the mask is neglected, FISTA or
softImpute are used to solve (10). When taking into account the
binary type of the mask, solving (11) is done by mimi.

(¢) MAR methods: they consist in classical methods for low-rank matrix
completion, proved to be efficient under the MCAR or MAR assump-
tion, and that aim at minimizing (2). The missing values mechanism
is then ignored. They encompass FISTA and softImpute.

11



We also include in (b) and (c) the regularised iterative PCA algorithm [41, 18]
which uses another penalty than the nuclear norm one. We also compare all
the methods to the naive imputation by the mean (the estimation of © is
obtained by replacing all values by the mean of the column). We performed
an extended simulation study and other more heuristic methods have been
tested, such as the FAMD and MFA algorithms dedicated to mixed data
or blocks of variables [1] but they are not included in the article to make
the plots more readable as the results were never convincing. The results
presented are representative of all the results obtained.

The results are presented for different matrix dimensions and ranks, mech-
anisms of missing values (MAR and MNAR), and percentages of missing
data. The code to reproduce all the simulations is available on github
https://github.com/AudeSportisse/stat.

Measuring the performance. To measure the methods performance, two types
of normalized mean square errors (MSE) are considered:

El|©-vea-ol] /E Iveoa-ok (12

e[le-of;] /liere). m

that are respectively the prediction error, corresponding to the error commit-
ted when we impute values, and the total error, encompassing the prediction
and the estimation error.

Some practical details on the algorithms are provided in the following para-
graphs.

EM algorithm. The stopping criterion used in the EM algorithm is the fol-
lowing:
16® — Q=D&
1I0¢=1|[F +6

where § = 1073 and 7 = 1072, In addition, the E-step is performed with
Ng = 1000 Monte Carlo iterations. The key issue of this method is the
run-time complexity largely due to this Monte Carlo approximation.

— )

1Once the stopping criterion is met, T' = 10 extra iterations are performed to assure
the convergence stability.

12
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Tuning the algorithms hyperparameters. When considering (2), (10) and
(7), the regularisation parameter A is chosen among some fixed grid G =
{A\1,..., Ax} to minimize either the prediction or the total errors. In the
regularised iterative PCA algorithm, the hyper-parameter is the number of
components to perform PCA, which can be found using cross-validation crite-
ria. In the simulations, the noise level is assumed to be known. To overcome
this hypothesis, one can use standard estimators of the noise level such as
the ones of [9] and [18].

4.1. Univariate missing data

Let us consider a simple case with n = 100 and p = 4, the rank of the
parameter matrix is 7 = 1 and 02 = 0.8. Assume that only one variable has
missing entries. The missing values are introduced by using the self-masked
MNAR mechanism. The missingness probabilities are then given as follows:

1

Vi€ [1:n],p(Qi1 = 0|yin; @) = SR ey (14)

The parameters of the logistic regression are chosen to mimic a cutoff effect,
see Figure 1. Indeed, extrapolating imputed values can be challenging and
classical methods are expected to introduce a large prediction bias. Given
the previous parameters choice, the percentage of missing values is 50% in
expectation for the missing variable, corresponding to 12.5% missing values
in the whole matrix. In Figure 2, the three methods (a), (b) and (c) are
compared in such a setting, using boxplots on MSE errors for N = 50 simu-
lations. In this MNAR setting, the proposed model-based method (a), in red
in Figure 2, aiming at minimizing (5) -specially designed for such a setting-
gives better results globally for the total error with a significant improve-
ment on the prediction of missing values (either when FISTA or softImpute
is used in the M-step of the MCEM algorithm).

In addition, the implicit methods (b), in green in Figure 2, working on the
concatenation of the mask and the data, either based on a binomial modeling
of the mechanism (mimi, solving (11)), or neglecting the binary feature of
the mask (FISTA and softImpute, solving (10)), do not lead to improved
performance compared to the MAR method (c¢) (FISTA and softImpute)
in terms of prediction or estimation errors. On the contrary, the implicit
method (b) working on the concatenation of the mask and the data, based
now on the regularized iterative PCA improves both estimation and predic-
tion errors compared to the regular PCA algorithm used in the MAR method
(c). However the obtained prediction error does not compete with perfor-
mance of regular MAR completion algorithms (FISTA and softImpute).

13
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Figure 1: Introduction of MNAR missing values using a logistic regression (14), with
¢1 = 3 and ¢2 = 0. One can see that the the highest values of y;1 are missing, mimicking
a cutoff effect.

Note also that the results of both SVD algorithms, softImpute and FISTA,
are similar in terms of estimation and prediction error, but FISTA has the
advantage to improve the numerical convergence to a minimizer.

In conclusion on the univariate case, (i) modelling the missing mechanism
outperforms any other method, particularly in terms of prediction error; (ii)
implicit methods (b) have limited interest, except to improve the regular
PCA algorithm.

4.2. Bivariate missing data

We consider now a higher dimensional case: n = 100 and p = 50 and the
rank of the parameter matrix is 7 = 4. The noise level is 02 = 0.8, as in
Section (4.1). The missing values are introduced on two variables by using
the following MNAR mechanism, for all i € [1,n] and j € [1,2],

1
1+ e—b15(yi;—25)

p(Q45 = Olyiz; ¢) =

¢1j:3,¢2j:0ifj:1,
where o
{ $1j=2,¢95 = 1if j =2,

This parameters choice leads to 50% missing values in Y7 and 20% in Y,
mimicking a cutoff effect again. In Figure 3, the methods (a), (b) and (c)
are compared in such a setting, using boxplots on MSE errors for N = 50
simulations.

The model-based method (a), designed for the MNAR setting, give signifi-
cant better results than any other method in terms of prediction error. The
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Figure 2: Univariate missing data: total error (left) and prediction error (right) for the
methods (a) in red, (b) in green and (c) in blue.

mask-adding methods (b) lead to no significant improvement compared to
classical MAR methods, either by solving (10) using FISTA, softImpute, or
solving (11) via mimi. One can note that the PCA algorithm still benefits
from the concatenation with the mask in terms of prediction error, but to a
lesser extent than in the univariate case.

Overall, the poor performance of the mask-adding methods (b) can be ex-
plained by the dimensionality issue and the small weight of the added mask
variables. Indeed, in this higher dimensional case with bivariate missing
variables, only two informative binary variables corresponding to the mask
are really concatenated to a 50-column matrix.

Note that in terms of total error, the advantages of model-based methods
(a) are no longer visible, which can be explained by the very low percentage
of missing data (1.5%) (see Section 4.3 in which more missing values are
considered).

4.3. Multivariate missing data

We consider now a multivariate missing data case for the following dimen-
sional setting: n = 100, p = 20 and r = 4. The missing values are in-
troduced on ten variables by using the following MNAR mechanism, for all
i,j € [1,n] x [1,10],

1
1 + e~ 1 (yij—d2) "

p(Qij = 0lyij; @)
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Figure 3: Bivariate missing data: total error (left) and prediction error (right) for the
methods (a) in red, (b) in green and (c) in blue.

Note that the parameters of the missingness mechanism are the same for each
element, this can be easily extended to a more general case. The parameters
choice leads to 25% missing values in the whole matrix. The results are
presented in Figure 4 for N = 50 simulations and different noise levels,
02 =0.2,0.5 or 0.8.

First, one can note that the model-based method (a) provides the best result
both in estimation and prediction error regardless the noise level (and what-
ever FISTA or softImpute used in the MCEM). Of course, this performance
improvement comes at the price of a computational cost due to the Monte
Carlo approximations needed in the MCEM algorithm.

Regarding the implicit methods (b), the mask-adding techniques handling
the concatenation of the data and the mask matrix as Gaussian (FISTA and
softImpute) miss to improve both estimation and prediction errors com-
pared to their MAR version. However, the variant mimi modelling the mask
with a binomial distribution always largely outperforms MAR methods (c)
in terms of prediction (while the improvement in terms of estimation error
is only visible at a low noise level). Therefore, the mask-adding approach
can implicitly capture the MNAR missing mechanism, when the mask is re-
ally considered as a matrix of binary variables. This comes at the price of
a more involved algorithm mimi able to take into account mixed variables,
but that remains far less computationally expensive than the model-based
approach. Indeed, for an estimation/prediction of one parameter matrix ©,
the process time for a computer with a processor Intel Core i5 of 2,3 GHz is
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0.0549 seconds for the MAR method with softImpute, 3.215 seconds for the
implicit method with mimi and 13.069 minutes for the model-based method
with softImpute when 50% of the variables are missing.

As a side comment, in this high-dimensional setting, one can note that
the PCA algorithm still benefits from adding the mask, which is a variant
of method (b), compared to the regular PCA method, both in estimation
and prediction error. However the mask-adding PCA algorithm only com-
pete the mask-adding methods based on iterative SVD thresholding (FISTA,
softImpute) at a low noise level.

4.4. Sensitivity to model misspecifications

Deuwviation in the missing-data mechanism setting. Here, the missing values
are introduced by using the MAR mechanism. It allows to test the stability
of model-based methods, designed for the MNAR setting, to a deviation in
the missing mechanism. The missingness probabilities are given as follows
in such a setting:

1
- 1+ e P1(yia—¢2)’

Vi € [1,n],p(Qi1 = Olyiz; ¢) (15)
meaning that the probability to have a missing value in Y7 depends on the
value of Y5.

First, let us consider the setting of Section 4.1, i.e. n =100, p =4, r = 1.
In Figure 5, we observe that the model-based method (a) improves both
the estimation and the prediction, which is not expected in a MAR setting.
However, this can be explained because of the rank is one which implies
that there are only small differences between MNAR and MAR (the second
variable’s value is directly linked to the missing one’s value). Consequently,
modelling a MNAR mechanism is enough to retrieve information on such a
MAR missing mechanism.

To avoid this case, we consider the setting of Section 4.2, i.e. n = 100, p = 50,
r = 4, with a MAR missing mechanism as described by (15), however, the
second variable involved is chosen to be decorrelated from the missing one
(which is possible given the rank is 4). In such a case, there is no equivalence
between the missing values that are simulated to be MAR and the mechanism
we model as MNAR. Figure 6 shows that the model-based approach does
not lead to any improvement compared to regular methods used for MAR
methods; but more importantly, it does not degrade the results either which
highlights the robustness of the approach with respect to deviations from
the model.
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Figure 4: Multivariate MNAR missing data: total error (left) and prediction error (right)
for the methods (a) in red, (b) in green and (c). Three noise settings are considered: on top
strong signal (¢ = 0.2), middle noisy data (¢° = 0.5), bottom very noisy data (o> = 0.8).
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Figure 5: Comparison of methods performance when the missing data are of type MAR
(for N = 50 simulations) with a rank one: total error (left) and prediction error (right)
for different methods and algorithms.
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Figure 6: Comparison of methods performance when the missing data are of type MAR,
(for N = 50 simulations) with a rank four (the MAR mechanism depends on a decorrelated
variable to the missing one): total error (left) and prediction error (right) for different
methods and algorithms.
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Figure 7: Univariate MNAR missing data parametrized with a probit model for N =
50 simulations: total error (left) and prediction error (right) for different methods and
algorithms. Note that the methods modeling the missing mechanisms use the logistic
model.

Dewviation in the logistic regression setting. We now want to test the ro-
bustness of our model-based method (a) to a misspecification of the logistic
model, given by (4). To do so, missing values are introduced by a MNAR
missing-data mechanism based on the following probit model, the missing-
ness probabilities are then:

Vie[l,n],  p(Q =0lyi; o) = F(yi),

where F' is the quantile function the standard Gaussian cumulative distribu-
tion function. Consider the setting of Section 4.1, 1i.e. n =100, p=4,r = 1.
In Figure 7, we observe that the model-based methods (a) globally improves
the results for both errors (13) and (12). Very similar results to the ones of
Section 4.1 are obtained, meaning that the model-based method (a) behaves
well to a deviation of the logistic regression modelling.

5. Application to clinical data

5.1. Motiwvation

Our work is motivated by a public health application with APHP TraumaBase®?
Group (Assistance Publique - Hopitaux de Paris) on the management of trau-

http://www.traumabase.eu/
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matized patients. Major trauma, i.e. injuries that endanger a person’s life or
functional integrity, have been qualified as a worldwide public health chal-
lenge and a major source of mortality (first cause in the age group 16-45) in
the world by the WHO [14]. Hemorrhagic shock and traumatic brain injury
have been identified as the lead causes of death. Effective and timely man-
agement of trauma is crucial to improve outcomes, as delays or errors entail
high risks for the patient.

5.2. Data description

A subset of the trauma registry containing the clinical measurements of 3168
patients with brain trauma injury is first selected.

Our aim is to predict from pre-hospital measurements whether or not the
tranexomic acid® should be administrated on arrival at the hospital. In the
dataset, the variable Tranexomic.acid is the decision made by the doctors,
which is considered as ground truth. This variable is equal to 1 if the doctors
have decided to administrate tranexomic acid, 0 otherwise.

Nine quantitative variables containing missing values are selected by doctors.
In Figure 8, one can see the percentage of missing values in each variable,
varying from 1.5 to 30%, leading to 11% is the whole dataset. After discus-
sion with doctors, almost all variables can be considered to have informative
missingness. For example, when the patient’s condition is too critical and
therefore his heart rate (variable HR.ph) is either high or low, the heart rate
may not be measured, as doctors prefer to provide emergency care. The
heart rate itself can then be qualified of self-masked MNAR, and the other
variables, either of MNAR or MAR. Both percentage and nature of missing
data demonstrate the importance of taking appropriate account of missing
data. More information on the data can be found in Appendix D.

In the following, two questions are addressed. Firstly, we compare the valid-
ity of the imputation methods in terms of prediction of the tranexomic acid
administration based on the different imputed data. Secondly, we test the
methods in terms of their imputation performance.

5.8. Prediction of administration of the tranexomic acid

We consider a two-step procedure:

e Step 1: imputation of the explanatory variables. As a preprocessing
step, we impute missing data in the explanatory variables, beforehand

3the tranexomic acid is an antifibrinolyic agent which reduces blood loss.
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Figure 8: Percentage of missing values in each variable.

proceeding to the classification training. Imputation is performed us-
ing the model-based method (a), the implicit methods (b) or the MAR
methods (c). All these methods are compared to the naive imputation
by the mean.

e Step 2: classification task which consists in predicting the administra-
tion or not of the tranexomic acid. Therefore, we are looking for the
prediction function f such that

Z =~ f(YP),

where Z € {0,1}" is equal to 1 (resp. 0) if the tranexomic acid is (resp.
not) administered, and Y™P € R"*P represents the nine imputed ex-
planatory variables discussed above. Based on these new-filled design
matrices formed in Step 1, the classification is always done using either
random forests or logistic regression.

Since not administering tranexomic acid by mistake can be vital, for
the training and testing errors, we use a dissymetrized loss function
where the cost of false negatives is much more than of false positives
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as follows

. 1
I(2,2) = - Zwol{zi:ui:o} +wily;—02=1} (16)
=1

where wg and w; are the weights for the cost of false negative and false
positive respectively, s.t. wp +wi; = 1 and wg = 5wy .

The dataset is divided into training and test sets (random selection of 80 —
20%) and the prediction quality on the test set is compared according to
different indicators such as the accuracy, the sensitivity, etc.

Table 1 compares results when random forests are used as a prediction
method. In this setting, mean imputation gives among the best results on all
the metrics which is in agreement with recent results on its consistency when
used with a powerful learner, see Josse et al. [19]. Nevertheless, the model-
based method (a) is very competitive. The proposed implicit methods result
in the best performances in terms of the sensitivity which is particularly
relevant for the application.

Table 2 compares results when the prediction is performed with logistic re-
gression. For almost all criteria, and especially on sensitivity the model-
based method (a) leads to the best performances. The standard deviations
are also smaller with the model based approach in comparison with the im-
plicit methods.

Therefore, the model-based method performs well regardless of the prediction
method used.

5.4. Imputation performances

As the methods are initially designed for imputation, we perform simula-
tions on the real dataset. In order to be able to measure the quality of the
imputation, some additional MNAR, values are introduced in the variable
Shock.indez.ph, which is a variable with MNAR missing values (according
to doctors) that contains initially 7% of missing values. The missing values
are introduced by using the self-masked mechanism described in (14). The
choice of parameters in the logistic regression leads to 35% missing values.
In the model-based method (a), the variables are scaled before each EM it-
eration to give the same weight to each variable. Besides, the noise level
o2 is estimated using the residual sum of squares divided by the number of
observations minus the number of estimated parameters as suggested in 18],

02 — 1Y = >0 w3
np—nr—rp+r2’
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Model | Mask MAR

soft mimi  soft | soft PCA | mean
error | 12.5 16.0 158 | 14.8 13.6 | 13.0
sd 3.3 2.8 4.9 5.0 3.2 2.1
AUC | 85.4 83.9 84.6 | 84.6 85.5 | 85.2
sd 1.6 1.7 1.8 2.0 1.4 2.2
acc 79.5 778 776 | 78.6 79.9 | 80.7
sd 5.0 3.2 5.0 5.2 3.4 3.1
pre 47.5 45.0 451 | 46.5 452 | 48.7
sd 6.7 4.2 8.2 8.3 5.9 5.0
sen 76.5 78.1 78.2 | 77.4 724 |76.0
sd 6.1 3.4 5.7 5.4 3.2 4.5
spe 80.2 77T 774 1789 80.8 | 81.7
sd 7.2 4.4 7.2 7.3 4.6 4.6

Table 1: By using random forest for the classification. Comparison of the mean
of different prediction criteria over ten simulations (values are multiplied by 100). Error
corresponds to the validation error with the loss described in (16). AUC is the area under
ROC; the accuracy (acc) is the number of true positive plus true negative divided by
the total number of observations; the sensitivity (sen) is defined as the true positive rate;
specificity (spe) as the true negative rate; the precision (pre) is the number of true positive
over all positive predictions. The lines sd correspond to standard deviations. The three

best results are in bold.
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Model | Mask MAR

soft mimi  soft | soft PCA | mean
error | 13.5 13.3 155|155 13.8 | 13.7
sd 2.4 4.5 39 |39 33 2.1
AUC | 82.6 787 819|819 821 | 82.0
sd 2.4 2.3 24 |24 25 2.4
acc 80.1 793 776|776 79.6 | 79.8
sd 3.7 6.9 6.1 [6.1 5.1 3.3
pre 47.7 46.2 47.0 | 46.0 45.1 | 46.9
sd 4.1 7.9 6.4 |5 5.2 3.2
sen 74.8 67.0 73.7|73.8 73.7 |73.9
sd 5.1 4.4 76 | 7.7 6.5 5.5
spe 81.3 82.0 784 |8l.1 81.0 | 784
sd 3.7 3.6 6.1 |62 5.1 3.3

Table 2: By using logistic regression for the classification. Comparison of the
mean of different prediction criteria over ten simulations (values are multiplied by 100).
Error corresponds to the validation error with the loss described in (16). AUC is the area
under ROC; the accuracy (acc) is the number of true positive plus true negative divided
by the total number of observations; the sensitivity (sen) is defined as the true positive
rate; specificity (spe) as the true negative rate; the precision (pre) is the number of true
positive over all positive predictions. The lines sd correspond to standard deviations. The

two best results are in bold.
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Figure 9: Comparison of the imputation error (for ten simulations).

where u;, v; and d; are the singular vectors and the singular values from
the singular value decomposition of Y. We let r denote the rank of Y,
estimated here using cross-validation [17]. In Figure 9, the three methods
(a), (b) and (c) are compared using boxplots of the prediction error over
ten simulations. The proposed method (a), designed for the MNAR setting,
gives significantly smaller prediction error than other methods. Besides, the
other proposed methods (b), taking the mask into account, also improve
prediction errors compared to the classical MAR methods (c).

6. Discussion

In this article two methods have been suggested for handling self-masked
MNAR data in the low-rank context: explicit modeling of the mechanism or
implicit consideration by adding the mask. The first method is clearly the
most successful in terms of prediction or estimation errors. Moreover, it is
robust to model misspecifications. However, one should note that, on the
one hand it can be computationally expensive, and then hardly scalable in
the high-dimensional multivariate missing setting and on the other hand, it
is a parametric approach. Therefore, the implicit method handling both the
data and the mask matrices, when taking into account the binary distribution
of the latter, may be regarded as the right alternative. Both methods can
handle MNAR and MAR data simultaneously.

As a take-home message, one should keep in mind that (i) if there are a few
missing variables, the model-based method is extremely relevant; and (ii)
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when many variables can be missing, the implicit method, that models the
mask using a binomial distribution, has empirically proven to provide better
imputation.

Note that the logistic regression assumption may seem restrictive but the
proposed approach could be easily adapted to other distributions such as
the probit one.

We pointed out that when the rank is one, there are few differences between
MAR and MNAR, which implies that MNAR missing values could be han-
dled without specifiying a model. This is in line with the work of [29] in
regression using graphical models and it would be interesting to extend their
work to low-rank models.

As directions of future research, one could also extend this work to data
matrices containing mixed variables (quantitative and categorical variables)
with MNAR data, so that the logistic regression model should include the
case of categorical explanatory and output variables.

In addition, in this paper, we focus on single imputation techniques where
a unique value is predicted for each missing value. Consequently, it can not
reflect the variance of prediction. It would be very interesting to derive con-
fidence intervals for the predicted value, for instance by considering multiple
imputation methods [35].
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Appendices

A. The FISTA algorithm

We first present the proximal gradient method. The following optimisation
problem is considered:

O € argming h1(0) + hy(0),

where hq is a convex function, hy a differentiable and convex function and
L the gradient Lipschitz of hs.
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Algorithm 1 Proximal gradient method

Step 0: é(O)Athe null matrices. R )
Step t 4 1: O+ = prox/\(l/L)hl(@(t) — (1/L)Vhy(6®))

The main trick of the FISTA algorithm is to add a momentum term to the
proximal gradient method, in order to yield smoother trajectory towards the
convergence point. In addition, the proximal operator is performed on a
specific linear combination of the previous two iterates, rather than on the
previous iterate only.

Algorithm 2 FISTA (accelerated proximal gradient method)

Step 0: ko = 0.1, 6 and =g the null matrices.
Step t + 1:

©U+Y = proxy /py, (2 — (1/L)Vha(Zr))
2

RS VARE

Syyp = O L me=L (D) _ §(1)

Rk+1

In our specific model, to solve (2), hi(©) = ||O]|« and ha(O) = [|Q© (O —
Y)||%. Let us precise that:

Ohy(©)
90

= Vo,;h2(0) = Q4 (0;5 — Yi;) .

Therefore,
Vha(©) =Q o (0-Y)

and L is equal to 1.

B. softImpute

We start by describing softImpute.

Algorithm 3 softImpute

Step 0: (:)(O)Athe null matrix. R
Step ¢+ 1: O = prox, | (QOY +(1-Q)©6W)

The proximal operator of the nuclear norm of a matrix X consists in a soft-
thresholding of its singular values: we perform the SVD of X and we obtain
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the matrices U, V and D. Then
proxy|., (X) = UD,V.
D) is the diagonal matrix such that for all 7,
Dy i = max((o; — A),0)
, where the (0;;)’s are the singular values of X.

B.1. Equivalence between softImpute and the proximal gradient method

By using the same functions h; and ho as above, one has:

O = prox, 11y, (01 — (1/L)Vha(01))
= proxy |, (IR o Yo (1R ))

so that softImpute and the proximal gradient method are similar.

B.2. Equivalence between the EM algorithm and iterative SVD in the MAR
case

We prove here that in the MAR setting, softImpute is similar to the EM
algorithm. Let us recall that in the MAR setting the model of the joint
distribution is not needed but only the one of the data distribution, so that
the E-step is written as follows:

Q(O16") = Ey,,. [1og(p(©;9))[Yors;© = 6]

o ZZE[(% >|@A”(t>

=1 j=1

)

by using (3) and the independance of Y;;, Vi, j). Then, by splitting into the observed and
the missing elements,

Q016" « Z Z [(%_”)2@%(”]

i=1j, Q;j
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Therefore,

Q016" « Z Z E[yw 20415 + 0216,
i=1j, Q;;
” Yij — @w>
1=1j, 92”: (
Q(e16") x Z > (02 +6,"" —20,"e,; + @Z?j)
=17, Q;;=0
2
_ Yij — ZJ)
;] QZ—I (

which implies Q(0]0®) x [QOY + (1 - Q) © 0" —0|%
The M-step is then written as follows:

O ¢ argming [QOY + (1 — Q) © 60 — 0]|Z + A6,
The proximal gradient method is applied with
hi(©) = A|O]|x and he(©) = QO Y + (1 - Q) © 6Y — 9|2

Therefore, the EM algorithm in the MAR case is the same one as softImpute.

C. The EM algorithm in the MINAR case

For the sake of clarity, we present below the EM algorithm in the MNAR
and low dimension case.

Algorithm 4 The EM algorithm in the MNAR case
Step 0: ©© and (2)(0).

Step t + 1:
for (i,7) € Qmis = {(l,k),l € [1,n],k € [1,p], ur = 0} do

draw zllj, R zgé N |:ym|Qz], o), @( vvlth the SIR algorithm.
end for

Compute O+ by using softImpute or the FISTA algorithm with the
imputed matrix V' (given by (17)).
Compute (;5 (t+1) by using the function glm with a binomial link, which

perform a logistic regression of J_( D on J (2), with the matrix JU) given
above ((18)), for all j such that 3/ € {1,...n}, Q;; = 0.
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We already have given details for the stopping criterium.
We clarify the maximization step given by (8) and (9).

N

1
6 c argmlnz ( Z 552 ( (k) _ @ij)2> + A|O]]«

k_
Lo
c argmmz (N — Z e,j + 2@“) + A|O]]x
€ argm1n||V - 0%+ )\||@H*, where:
(C]

1 Ns (k)

N, 24k=1"11 "'Ns Zk 1 1p
V= A (17)
Ns (k Ns (k
N ke 01(11) e NL P UT(zp)
qﬁ(tH € argmmz Z — —,;;Cy
7]

€ arg;mn Z Z C3 + ngﬁf)l]( — ¢25)
7]

with:
C3 =log(1 + eﬂblj(vff‘m))
Cy = log(1 — (1 4 e~ #1920y 1)

For all j € {1,...,p} such that 3 € {1,...,n}, Q;; = 0, estimating the
coefficients ¢1; and ¢9; remains to fit a generalized linear model with the
binomial link function for the matrix JU):

(1)

Qlj vlj
Qnj Ulej)
JU =1 : (18)

Qlj Uﬁvs)

Qo
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C.1. SIR
In the Monte Carlo approximation, the distribution of interest is [yij Q255 ¢E§-t), é)x)] .
By using the Bayes rules:
RO
p (Z/z'jmij§¢§' >,@§j)) =: f(¥ij)
o p (f‘/ij? é§§-)) p (Qz—j\ym; ¢3§-t)> = g(yij)
(t)

ij
Lot g2 if o> (271)_1/2, the following condition holds:
ij o

Denoting the Gaussian density function of mean ©;” and variance o2 by

F(ig) = cg(yij) < pgw 2(2).
13 ?
For M large, the SIR algorithm to simulate
z e~ [yij‘Qijﬂz;;t)a é§§~)

is described as follows.

Algorithm 5 SIR

Draw: a sample z1,...,7) ~ N(@S), a?).
Compute the weights:

x
w(mm) = g( m) )
Po® ,2(Tm)
17
form=1,..., M.
Draw z from the original sample x1, ..., xp; with probability proportional

to w(z1),...,w(Ty).

D. Details on the variables in TraumaBase®

A description of the variables which are used in Section 5 is given. The
indications given in parentheses ph (pre-hospital) and h (hospital) mean
that the measures have been taken before the arrival at the hospital and at
the hospital.

e SBP.ph, DBP.ph, HR.ph: systolic and diastolic arterial pressure and
heart rate during pre-hospital phase. (ph)
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HemoCle.init: prehospital capillary hemoglobin concentration. (ph)

SpO2.min: peripheral oxygen saturation, measured by pulse oxymetry,
to estimate oxygen content in the blood. (ph)

Cristalloid.volume: total amount of prehospital administered cristal-
loid fluid resuscitation (volume expansion). (ph)

Shock.indez.ph: ratio of heart rate and systolic arterial pressure during
pre-hospital phase. (ph)

Delta.shock.index: Difference of shock index between arrival at the
hospital and arrival on the scene. (h)

Delta.hemoCue: Difference of hemoglobin level between arrival at the
hospital and arrival on the scene. (h)
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