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# SHARP SEMI-CONCAVITY IN A NON-AUTONOMOUS CONTROL PROBLEM AND $L^{p}$ ESTIMATES IN AN OPTIMAL-EXIT MFG 

SAMER DWEIK AND GUILHERME MAZANTI


#### Abstract

This paper studies a mean field game inspired by crowd motion in which agents evolve in a compact domain and want to reach its boundary minimizing the sum of their travel time and a given boundary cost. Interactions between agents occur through their dynamic, which depends on the distribution of all agents.

We start by considering the associated optimal control problem, showing that semiconcavity in space of the corresponding value function can be obtained by requiring as time regularity only a lower Lipschitz bound on the dynamics. We also prove differentiability of the value function along optimal trajectories under extra regularity assumptions.

We then provide a Lagrangian formulation for our mean field game and use classical techniques to prove existence of equilibria, which are shown to satisfy a MFG system. Our main result, which relies on the semi-concavity of the value function, states that an absolutely continuous initial distribution of agents with an $L^{p}$ density gives rise to an absolutely continuous distribution of agents at all positive times with a uniform bound on its $L^{p}$ norm. This is also used to prove existence of equilibria under fewer regularity assumptions on the dynamics thanks to a limit argument.
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## 1. Introduction

Mean field games (MFGs for short) are differential games with a continuum of rational players, assumed to be indistinguishable, individually neglectable, and influenced only by the average behavior of other players through a mean-field type interaction. Introduced independently around 2006 by Jean-Michel Lasry and Pierre-Louis Lions [54-56] and by Peter E. Caines, Minyi Huang, and Roland P. Malhamé [46-48], these models have since been studied from several perspectives, including approximation of games with a large number of players by MFGs [21,52], numerical methods for approximating MFG equilibria [1, 2, 27, 41], games with large time horizon [18, 23], variational mean field games [9, 24, 59, 61], games on graphs or networks $[13,14,37,42]$, or the characterization of equilibria using the master equation $[10,22,28]$. We refer to $[19,38,43]$ for more details and further references on mean field games. The words "player" and "agent" are used interchangeably in this paper to refer to those taking part in a game.

This paper continues the analysis of the mean field game model introduced in [58], which considers players evolving in a compact domain $\Omega \subset \mathbb{R}^{d}$, their goal being to reach the boundary $\partial \Omega$. The distribution of players at time $t \geq 0$ is described by a Borel probability measure $\rho_{t} \in \mathcal{P}(\Omega)$ and, as in [58], we assume that the interaction between players occur through their dynamics, the trajectory $\gamma:[0,+\infty) \rightarrow \Omega$ of a given player being described by the control system $\gamma^{\prime}(t)=k\left(\rho_{t}, \gamma(t)\right) u(t)$, where the control $u:[0,+\infty) \rightarrow \mathbb{R}^{d}$ satisfies $|u(t)| \leq 1$ for every $t \geq 0$ and the function $k: \mathcal{P}(\Omega) \times \Omega \rightarrow[0,+\infty)$ describes the maximal speed $k(\mu, x)$ an agent may have when their position is $x$ and agents are distributed according to $\mu$. A player chooses their control $u$ in order to minimize the sum of their travel time to $\partial \Omega$ with a boundary cost $g(z)$ on their arrival position $z \in \partial \Omega$, which is a generalization of the time-minimization criterion of [58].

The above mean field game is proposed as a simple model for crowd motion, in which the crowd, modeled macroscopically by the measures $\rho_{t} \in \mathcal{P}(\Omega)$, evolves in $\Omega$ and wishes to leave this domain through its boundary $\partial \Omega$ while optimizing exit time and position. Crowd motion has been extensively studied from a mathematical point of view, with a wide range of models being used to describe crowd behavior, ranging from Maxwell-Boltzmann models [45], particle systems [44], granular media [35], scalar conservation laws [29], time-varying measures [60], or models based on gradient flows [57]. Several works also address the question of controlling crowd behavior $[4,31]$. Mean field games have already been used to model crowd motion, for instance in $[9,12,24,53]$, however these models differ from ours since they consider a fixed final time, identical for all agents, and no constraints on the control, which is instead penalized on the cost function. As detailed in [58], the model we consider here is also closely related to Hughes' model for crowd motion $[49,50]$ and our notion of equilibrium is related to the standard notion of Wardrop equilibria in non-atomic congestion games [25,26,30,64].

The function $k$ in our model is intended to represent congestion, i.e., the difficulty of moving in high-density areas. Several mean field games with congestion have been previously considered $[3,34,36,39,42,61]$, their common feature being to model congestion as a penalization in the cost function of each agent when passing through crowded regions. The penalization term is usually chosen as a negative power of the density, which introduces a singularity in the Hamilton-Jacobi equation of the corresponding optimal control problem. Our model considers instead that, in some crowd motion situations, an agent may not be able to move faster by simply paying some additional cost, since the congestion provoked by other agents may work as a physical barrier for the agent to increase their speed. Hence, we model congestion as a
constraint on the maximal speed, given by $k$. Singularities on the Hamilton-Jacobi equation are avoided by assuming that $k$ is upper bounded.

In order to properly model congestion, $k$ should compute $k(\mu, x)$ by evaluating $\mu$ at or around $x$ and giving as a result some non-increasing function of this evaluation, meaning that the maximal speed of an agent is a non-increasing function of some "average density" around $x$. This is the case, for instance, when $k$ is given by

$$
\begin{equation*}
k(\mu, x)=V\left(\int_{\Omega} \chi(x-y) \psi(y) \mathrm{d} \mu(y)\right), \tag{1.1}
\end{equation*}
$$

where $\chi: \mathbb{R}^{d} \rightarrow[0,+\infty)$ is a convolution kernel, $\psi: \mathbb{R}^{d} \rightarrow[0,+\infty)$ may serve as a weight on $\Omega$ or as a cut-off function to discount some part of $\Omega$, and the non-increasing function $V:[0,+\infty) \rightarrow[0,+\infty)$ provides the maximal speed in terms of the average density computed by the integral. Even though the results of this paper do not assume a particular form for $k$, we make use of (1.1) to justify some of our assumptions in Section 4 and we also verify that our main results apply when $k$ is given by (1.1) and $V, \chi$, and $\psi$ satisfy suitable regularity assumptions.

We are interested in describing equilibria of the above mean field game, which correspond, roughly speaking, to evolutions $t \mapsto \rho_{t}$ for which almost every agent satisfies their optimization criterion. Contrarily to the classical approach for mean field games consisting on describing equilibria in terms of $\rho_{t}$, we adopt here a Lagrangian approach, which amounts to describing the motion of agents as a measure on the set of all possible trajectories. This classical approach in optimal transport $[7,62,63]$ has been used in some recent works on mean field games [9, 15, 20, 24, 58].

In order to analyze the above mean field game, we start by considering the corresponding optimal control problem. Assuming that $k$ is a given function depending on time instead of the measure $\rho_{t}$, we start by obtaining some properties of optimal trajectories using classical optimal control techniques, such as Pontryagin Maximum Principle. We then prove our two main results for the value function $\varphi$ of this optimal control problem: if the time derivative of $k$ is lower bounded, then $\varphi$ is semi-concave in space (Theorem 3.23) and, if $k$ is $C^{1,1}$, then $\varphi$ is differentiable along optimal trajectories (Theorem 3.31).

After this preliminary study of the optimal control problem, we turn to the analysis of the mean field game itself. We start by proving existence of equilibria in a Lagrangian setting and obtaining the corresponding MFG system of PDEs on $\rho_{t}$ and the value function $\varphi$ using arguments similar to [58]. We then prove that an absolutely continuous initial distribution of agents with an $L^{p}$ density gives rise to an absolutely continuous distribution of agents at all positive times with a uniform bound on its $L^{p}$ norm (Theorem 4.13) and use this result and a limit procedure to obtain existence of equilibria and the corresponding MFG system for a less regular model to which the arguments of [58] do not apply (Theorem 4.17).

The paper is organized as follows. Useful notations and definitions used throughout the paper are provided in Section 2. Section 3 considers the optimal control problem corresponding to our mean field game, remarking first on Sections 3.1 and 3.2 that classical results for autonomous systems can be easily extended to a time-dependent framework with very few assumptions on the time regularity of the dynamics, before proving our main results in Sections 3.3 and 3.4. The mean field game is finally considered in Section 4, with existence of equilibria and the MFG system being considered in Section 4.1, before the $L^{p}$ estimates of Section 4.2 and the ensuing results for a less regular mean field game in Section 4.3.

## 2. Notations and definitions

Let us set the main notation used in this paper. We let $\mathbb{R}^{+}=[0,+\infty)$ and denote the usual Euclidean scalar product and norm in $\mathbb{R}^{d}$ by $x \cdot y$ and $|x|$, respectively, for $x, y \in \mathbb{R}^{d}$. The closure, interior, convex hull, and diameter of a set $A \subset \mathbb{R}^{d}$ are denoted by $\bar{A}, \AA$, conv $A$, and $\operatorname{diam}(A)$, respectively, with $\AA$ also denoted by int $A$. The open and closed Euclidean balls of center $x$ and radius $r$ in $\mathbb{R}^{d}$ are denoted respectively by $B(x, r)$ and $\bar{B}(x, r)$.

For $A \subset B$, the function $\mathbb{1}_{A}: B \rightarrow\{0,1\}$ denotes the characteristic function of $A$, i.e., $\mathbb{1}_{A}(x)=1$ if and only if $x \in A$. Given two sets $A, B$, the notation $f: A \rightrightarrows B$ indicates that $f$ is a set-valued map from $A$ to $B$, i.e., $f$ maps a point $x \in A$ to a subset $f(x) \subset B$. The maps $\Pi_{t}: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $\Pi_{x}: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ denote the canonical projections into the factors of the product $\mathbb{R} \times \mathbb{R}^{d}$.

If $f$ is a function defined on (a subset of) $\mathbb{R} \times \mathbb{R}^{d}$, we use the notations $D f, \partial_{t} f$, and $\nabla f$ to denote its differential with respect to, respectively, both variables, its first variable, and its second variable. Similar notations are used for related notions, such as super and subdifferentials.

For a given metric space $X, \mathcal{M}(X)$ denotes the set of all Borel nonnegative measures on $X$ endowed with the topology of weak convergence of measures, and $\mathcal{P}(X) \subset \mathcal{M}(X)$ denotes the subset of probability measures. The support of a measure $\eta \in \mathcal{M}(X)$ is denoted by $\operatorname{spt}(\eta)$. For $\eta \in \mathcal{M}(X)$ and $Y \subset X$ a Borel set, we denote by $\left.\eta\right|_{Y} \in \mathcal{M}(Y)$ the restriction of $\eta$ to $Y$. When $X \subset \mathbb{R}^{d}$ is Borel and $\eta \in \mathcal{M}(X)$ is absolutely continuous with respect to the Lebesgue measure, we use the same notation $\eta$ for its density.

Let $\Omega \subset \mathbb{R}^{d}$ be a compact domain. We denote by $C\left(\mathbb{R}^{+}, \Omega\right)$ the space of all continuous curves from $\mathbb{R}^{+}$to $\Omega$, equipped with the topology of uniform convergence on compact sets, with respect to which $C\left(\mathbb{R}^{+}, \Omega\right)$ is a Polish space (see, for instance, [11, Chapter X]). Whenever needed, we fix a metric $d$ on $C\left(\mathbb{R}^{+}, \Omega\right)$. Recall that, if $L>0$ is fixed, the set of all $L$-Lipschitz continuous curves in $C\left(\mathbb{R}^{+}, \Omega\right)$ is compact thanks to Arzelà-Ascoli Theorem.

We recall that, for $B \subset \mathbb{R}^{d}$, a function $u: B \rightarrow \mathbb{R}$ is called semi-concave if it is continuous in $B$ and there exists $C \geq 0$ such that, for every $x, h \in \mathbb{R}^{d}$ with $[x-h, x+h] \subset B$, one has

$$
u(x-h)+u(x+h)-2 u(x) \leq C|h|^{2} .
$$

The constant $C$ is called a semi-concavity constant for $u$. When $A \subset \mathbb{R}, B \subset \mathbb{R}^{d}$, and $\varphi: A \times B \rightarrow \mathbb{R}$, we say that $\varphi$ is semi-concave with respect to $x$, uniformly in $t$, if $x \mapsto \varphi(t, x)$ is semi-concave for every $t \in A$ with a semi-concavity constant independent of $t$.

We shall also need in this paper the classical notions of generalized gradients and some of their elementary properties, which we now recall, following the presentation from [17, Chapter $3]$.

Definition 2.1. Let $A \subset \mathbb{R}, B \subset \mathbb{R}^{d}, \varphi: A \times B \rightarrow \mathbb{R}$, and $(t, x) \in A \times B$. The sets

$$
\begin{aligned}
& D^{+} \varphi(t, x):=\left\{(h, p) \in \mathbb{R} \times \mathbb{R}^{d}: \limsup _{(s, y) \rightarrow(t, x)} \frac{\varphi(s, y)-\varphi(t, x)-(h, p) \cdot(s-t, y-x)}{|(s-t, y-x)|} \leq 0\right\}, \\
& D^{-} \varphi(t, x):=\left\{(h, p) \in \mathbb{R} \times \mathbb{R}^{d}: \liminf _{(s, y) \rightarrow(t, x)} \frac{\varphi(s, y)-\varphi(t, x)-(h, p) \cdot(s-t, y-x)}{|(s-t, y-x)|} \geq 0\right\},
\end{aligned}
$$

are called, respectively, the superdifferential and subdifferential of $\varphi$ at $(t, x)$. We also define the superdifferential and subdifferential of $\varphi$ with respect to $x$ by

$$
\nabla^{+} \varphi(t, x):=\left\{p \in \mathbb{R}^{d}: \limsup _{y \rightarrow x} \frac{\varphi(t, y)-\varphi(t, x)-p \cdot(y-x)}{|y-x|} \leq 0\right\}
$$

$$
\nabla^{-} \varphi(t, x):=\left\{p \in \mathbb{R}^{d}: \liminf _{y \rightarrow x} \frac{\varphi(t, y)-\varphi(t, x)-p \cdot(y-x)}{|y-x|} \geq 0\right\}
$$

respectively. Finally, we say that a vector $(h, p) \in \mathbb{R} \times \mathbb{R}^{d}$ is a reachable gradient of $\varphi$ at $(t, x) \in A \times B$ if there is a sequence $\left\{\left(t_{k}, x_{k}\right)\right\}_{k}$ in $A \times B$ such that $\varphi$ is differentiable at $\left(t_{k}, x_{k}\right)$ for every $k \in \mathbb{N}$, and

$$
\lim _{k \rightarrow \infty}\left(t_{k}, x_{k}\right)=(t, x), \quad \lim _{k \rightarrow \infty} D \varphi\left(t_{k}, x_{k}\right)=(h, p) .
$$

The set of all reachable gradients of $\varphi$ at $(t, x)$ is denoted by $D^{\star} \varphi(t, x)$.
As a simple consequence of the definitions of $D^{+} \varphi, D^{-} \varphi, \nabla^{+} \varphi$, and $\nabla^{-} \varphi$, we have the inclusions $\Pi_{x}\left(D^{+} \varphi(t, x)\right) \subset \nabla^{+} \varphi(t, x)$ and $\Pi_{x}\left(D^{-} \varphi(t, x)\right) \subset \nabla^{-} \varphi(t, x)$. Moreover, if $\varphi$ is Lipschitz continuous, then $D^{\star} \varphi(t, x)$ is a compact set: it is closed by definition and it is bounded since $\varphi$ is Lipschitz. From Rademacher's theorem it follows that $D^{\star} \varphi(t, x) \neq \emptyset$ for every $(t, x) \in \overline{\operatorname{int}(A \times B)}$. We gather in the next proposition some classical additional properties for semi-concave functions (see, e.g., [17, Propositions 3.3.1 and 3.3.4, Theorem 3.3.6, and Lemma 3.3.16]).

Proposition 2.2. Let $A \subset \mathbb{R}, B \subset \mathbb{R}^{d}, \varphi: A \times B \rightarrow \mathbb{R}$ be semi-concave, and $(t, x) \in$ $\operatorname{int}(A \times B)$. Then
(a) $D^{\star} \varphi(t, x) \subset \partial D^{+} \varphi(t, x)$;
(b) $D^{+} \varphi(t, x) \neq \emptyset$;
(c) if $D^{+} \varphi(t, x)$ is a singleton, then $\varphi$ is differentiable at $(t, x)$;
(d) $D^{+} \varphi(t, x)=\operatorname{conv} D^{\star} \varphi(t, x)$;
(e) $\Pi_{x}\left(D^{+} \varphi(t, x)\right)=\nabla^{+} \varphi(t, x)$;
(f) if $C>0$ is a semiconcavity constant for $\varphi$, a vector $p \in \mathbb{R}^{d}$ belongs to $\nabla^{+} \varphi(t, x)$ if and only if

$$
\varphi(t, y)-\varphi(t, x)-p \cdot(y-x) \leq C|y-x|^{2}
$$

for every $y \in B$ such that $[x, y] \subset B$.

## 3. Exit-time optimal control problem

As a preliminary step for the study of our mean field game model, we consider in this section the optimal control problem solved by each agent of the game. We assume that each agent is submitted to a non-autonomous control system, the time-dependence of the dynamic being a consequence of the interaction between agents. The optimization criterion takes into account the time to reach a certain target set, considered as an exit, and a cost on the position at which the agent reaches the exit. For this reason, our optimal control problem is qualified as "exit-time". In our setting, all agents evolve in a given compact set $\Omega \subset \mathbb{R}^{d}$ and the exit is assumed to be $\partial \Omega$. Notice that the particular case where the cost on the exit position is identically zero corresponds to the problem of reaching the target set in minimal time.

We start the section by providing a precise definition of our optimal control problem and recalling some well-known facts, in particular concerning its value function, while also exploiting the consequences of the first order optimality conditions from Pontryagin Maximum Principle. We then turn to the two main results of this section. The first one concerns the semi-concavity of the value function with respect to the space variable $x$ under weak assumptions on the smoothness of the dynamic with respect to time. Our second main result shows that the value function is differentiable along optimal trajectories, except possibly their endpoints.
3.1. Definition, existence and first properties. We consider control systems whose state equation is of the form

$$
\left\{\begin{array}{l}
\gamma^{\prime}(t)=k(t, \gamma(t)) u(t), \quad \text { for a.e. } t \geq t_{0}  \tag{3.1}\\
\gamma\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

where $\gamma(t) \in \mathbb{R}^{d}$ is the state, the continuous function $k: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$is called the dynamic of the system, $t_{0} \in \mathbb{R}^{+}, x_{0} \in \mathbb{R}^{d}$, and $u:\left[t_{0}, \infty\right) \rightarrow \bar{B}(0,1)$ is a measurable function (which is called a control).

We list some basic assumptions on the dynamic $k$ :

$$
\begin{equation*}
0<k_{\min }:=\inf k \leq k_{\max }:=\sup k<+\infty \tag{H1}
\end{equation*}
$$

(H2) $\exists L_{x}>0$ such that $\left|k\left(t, x_{1}\right)-k\left(t, x_{2}\right)\right| \leq L_{x}\left|x_{1}-x_{2}\right| \quad$ for all $x_{1}, x_{2} \in \mathbb{R}^{d}$ and $t \in \mathbb{R}^{+}$.
Notice that (H2) ensures the existence of a unique global solution to the state equation (3.1) for any choice of $t_{0}, x_{0}$ and $u$. We denote the solution of (3.1) by $\gamma^{t_{0}, x_{0}, u}$ and we call it an (admissible) trajectory of the system, corresponding to the initial condition $\gamma\left(t_{0}\right)=x_{0}$ and to the control $u$.

Let $\Omega$ be a compact domain in $\mathbb{R}^{d}$ : for a given trajectory $\gamma=\gamma^{t_{0}, x_{0}, u}$ of (3.1), we set

$$
\tau^{t_{0}, x_{0}, u}=\inf \left\{\tau \geq 0: \gamma^{t_{0}, x_{0}, u}\left(t_{0}+\tau\right) \in \partial \Omega\right\}
$$

with the convention $\tau^{t_{0}, x_{0}, u}=+\infty$ if $\gamma^{t_{0}, x_{0}, u}\left(t_{0}+\tau\right) \notin \partial \Omega$ for all $\tau \in \mathbb{R}^{+}$. This means that we consider $\partial \Omega$ as the target set. We call $\tau^{t_{0}, x_{0}, u}$ the exit time of the trajectory. If $\tau^{t_{0}, x_{0}, u}<+\infty$, we set for simplicity

$$
\gamma_{\tau}^{t_{0}, x_{0}, u}:=\gamma^{t_{0}, x_{0}, u}\left(t_{0}+\tau^{t_{0}, x_{0}, u}\right)
$$

to denote the point where the trajectory reaches the target $\partial \Omega$. As $k_{\min }>0$, one can see easily that, for every $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, there is always some control $u$ such that $\tau^{t_{0}, x_{0}, u}<+\infty$.

An optimal control problem consists of choosing the control strategy $u$ in the state equation (3.1) in order to minimize a given functional. Let $g: \partial \Omega \rightarrow \mathbb{R}^{+}$be a given continuous function. For every $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, we minimize the cost

$$
\begin{equation*}
\tau^{t_{0}, x_{0}, u}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, u}\right) \tag{3.2}
\end{equation*}
$$

among all controls $u$. A control $u$ and the corresponding trajectory $\gamma^{t_{0}, x_{0}, u}$ are called optimal for the point $x_{0}$ at time $t_{0}$ if $u$ minimizes (3.2). Remark that optimal controls $u:\left[t_{0}, \infty\right) \rightarrow$ $\bar{B}(0,1)$ are arbitrary for $t>t_{0}+\tau^{t_{0}, x_{0}, u}$ and so, as a convention and unless otherwise stated, we choose $u(t)=0$ for $t>t_{0}+\tau^{t_{0}, x_{0}, u}$. Now, suppose that

$$
\begin{equation*}
\exists \lambda \in\left(0, \frac{1}{k_{\max }}\right) \text { s.t. }|g(x)-g(y)| \leq \lambda|x-y| \quad \text { for all } x, y \in \partial \Omega \tag{H3}
\end{equation*}
$$

This is a standard assumption in exit-time optimal control problems with boundary costs (see, e.g., $[17,(8.6)$ and Remark 8.1.5] and [33]), its importance being the following property.

Lemma 3.1. Let $g: \partial \Omega \rightarrow \mathbb{R}^{+}$satisfy $(\mathrm{H} 3)$ and $\gamma: \mathbb{R}^{+} \rightarrow \Omega$ be $k_{\max }$-Lipschitz. If $t_{1}, t_{2} \in \mathbb{R}^{+}$ are such that $t_{1}<t_{2}$ and $\gamma\left(t_{1}\right), \gamma\left(t_{2}\right) \in \partial \Omega$, then

$$
t_{1}+g\left(\gamma\left(t_{1}\right)\right)<t_{2}+g\left(\gamma\left(t_{2}\right)\right)
$$

Proof. We have

$$
g\left(\gamma\left(t_{1}\right)\right)-g\left(\gamma\left(t_{2}\right)\right) \leq \lambda\left|\gamma\left(t_{1}\right)-\gamma\left(t_{2}\right)\right| \leq \lambda k_{\max }\left(t_{2}-t_{1}\right)<t_{2}-t_{1}
$$

yielding the result.

Under assumptions (H1), (H2) and (H3), we have the following existence result.
Proposition 3.2. For every $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, there exists an optimal control $u$ for the cost (3.2).

Proof. Let $\left(u_{n}\right)_{n}$ be a minimizing sequence. We set for simplicity $\tau_{n}:=\tau^{t_{0}, x_{0}, u_{n}}, \gamma_{n}:=\gamma^{t_{0}, x_{0}, u_{n}}$ and $z_{n}:=\gamma_{\tau_{n}}^{t_{0}, x_{0}, u_{n}}$. It is clear that, up to extracting subsequences, $\tau_{n} \rightarrow \bar{\tau}$ and $\gamma_{n} \rightarrow \gamma$, where $\gamma=\gamma^{t_{0}, x_{0}, u}$ is an admissible trajectory. On the other hand, we have

$$
z_{n} \rightarrow \gamma\left(t_{0}+\bar{\tau}\right),
$$

which implies that $\gamma\left(t_{0}+\bar{\tau}\right) \in \partial \Omega$ and $\tau:=\tau^{t_{0}, x_{0}, u} \leq \bar{\tau}$. Yet, it is not possible to have $\tau<\bar{\tau}$. Indeed, since $\left(u_{n}\right)_{n}$ is a minimizing sequence, one has

$$
\lim _{n} \tau_{n}+g\left(z_{n}\right)=\bar{\tau}+g\left(\gamma\left(t_{0}+\bar{\tau}\right)\right) \leq \tau+g\left(\gamma\left(t_{0}+\tau\right)\right),
$$

which is a contradiction thanks to Lemma 3.1. Thus, we have $\tau=\bar{\tau}$ and this completes the proof that $\gamma$ is an optimal trajectory and $u$ is the associated optimal control.

We note that the condition (H3) is crucial for this result. Without this condition, one should replace the cost in (3.2) by $\inf \left\{t+g\left(\gamma\left(t_{0}+t\right)\right): \gamma\left(t_{0}+t\right) \in \partial \Omega\right\}$.

Another easily obtained property is that the restriction of an optimal control is still optimal.
Proposition 3.3. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, $u$ be an optimal control for $x_{0}$, at time $t_{0}, \gamma=\gamma^{t_{0}, x_{0}, u}$, and $\tau_{0}=\tau^{t_{0}, x_{0}, u}$. Then, for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right),\left.u\right|_{\left[t, t_{0}+\tau_{0}\right]}$ is an optimal control for $\gamma(t)$, at time $t$.

Proof. Let $\bar{u}=\left.u\right|_{\left[t, t_{0}+\tau_{0}\right]}$ and notice that $\gamma_{\tau}^{t_{0}, x_{0}, u}=\gamma_{\tau}^{t, \gamma(t), \bar{u}}$ and $\tau^{t_{0}, x_{0}, u}=\tau^{t, \gamma(t), \bar{u}}+t-t_{0}$. If $\bar{u}$ is not optimal for $\gamma(t)$, at time $t$, one can find a control $v$ for $\gamma(t)$, at time $t$, such that

$$
\tau^{t, \gamma(t), \bar{u}}+g\left(\gamma_{\tau}^{t, \gamma(t), \bar{u}}\right)>\tau^{t, \gamma(t), v}+g\left(\gamma_{\tau}^{t, \gamma(t), v}\right) .
$$

By concatenating $\left.u\right|_{\left[t_{0}, t\right]}$ with $v$, one obtains a control $\tilde{u}$ for $x_{0}$, at time $t_{0}$, such that

$$
\begin{aligned}
& \tau^{t_{0}, x_{0}, \tilde{u}}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, \tilde{u}}\right)=t-t_{0}+\tau^{t, \gamma(t), v}+g\left(\gamma_{\tau}^{t, \gamma(t), v}\right) \\
&<t-t_{0}+\tau^{t, \gamma(t), \bar{u}}+g\left(\gamma_{\tau}^{t, \gamma(t), \bar{u}}\right)=\tau^{t_{0}, x_{0}, u}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, u}\right),
\end{aligned}
$$

contradicting the optimality of $u$.
The value function $\varphi: \mathbb{R}^{+} \times \Omega \rightarrow \mathbb{R}^{+}$of the above optimal control problem is defined by

$$
\begin{equation*}
\varphi(t, x)=\min \left\{\tau^{t, x, u}+g\left(\gamma_{\tau}^{t, x, u}\right): u \text { is a control }\right\}, \quad t \in \mathbb{R}^{+}, x \in \Omega . \tag{3.3}
\end{equation*}
$$

The first important fact is that the value function $\varphi$ satisfies the so-called dynamic programming principle stated in the next lemma, which can be proved by standard techniques in optimal control (see, for instance, [17, (8.4)]):

Lemma 3.4. For any $t_{0} \in \mathbb{R}^{+}, x_{0} \in \Omega$ and any control $u:\left[t_{0}, \infty\right) \rightarrow \bar{B}(0,1)$, we have

$$
\varphi\left(t_{0}, x_{0}\right) \leq t-t_{0}+\varphi\left(t, \gamma^{t_{0}, x_{0}, u}(t)\right), \quad \text { for all } t \in\left[t_{0}, t_{0}+\tau^{t_{0}, x_{0}, u}\right],
$$

with equality if $u$ is optimal.
One can also use standard techniques in optimal control, similar to those, e.g., in [17, Theorem 8.1.8], to show that the value function $\varphi$ is a viscosity solution of a suitable partial differential equation.

Proposition 3.5. The value function $\varphi$ is a viscosity solution of the following HamiltonJacobi equation

$$
\begin{equation*}
-\partial_{t} \varphi(t, x)+k(t, x)|\nabla \varphi(t, x)|-1=0, \quad(t, x) \in \mathbb{R}^{+} \times \stackrel{\circ}{\Omega} \tag{3.4}
\end{equation*}
$$

Moreover, one has $\varphi(t, x)=g(x)$ for every $(t, x) \in \mathbb{R}^{+} \times \partial \Omega$.
Our next result shows that, if we consider points along optimal trajectories different from the endpoints, we can prove that the elements of $D^{+} \varphi$ also satisfy (3.4).

Proposition 3.6. Let $\gamma:\left[t_{0}, t_{0}+\tau_{0}\right] \rightarrow \Omega$ be an optimal trajectory for $x_{0}$, at time $t_{0}$, where $\tau_{0}=\tau^{t_{0}, x_{0}, u}$ and $u$ is the associated optimal control. Then, for every $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$, we have

$$
-p_{t}+k(t, \gamma(t))\left|p_{x}\right|-1=0, \quad \text { for all }\left(p_{t}, p_{x}\right) \in D^{+} \varphi(t, \gamma(t))
$$

Proof. Let us take $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$. Since $\varphi$ is a viscosity subsolution of (3.4), we have

$$
-p_{t}+k(t, \gamma(t))\left|p_{x}\right|-1 \leq 0, \quad \text { for all }\left(p_{t}, p_{x}\right) \in D^{+} \varphi(t, \gamma(t))
$$

So, it suffices to prove that the converse inequality also holds. First, we observe that, by the dynamic programming principle,

$$
\varphi(t, \gamma(t))=\varphi(t-h, \gamma(t-h))-h, \quad 0 \leq h \leq t-t_{0}
$$

On the other hand, if $\left(p_{t}, p_{x}\right) \in D^{+} \varphi(t, \gamma(t))$, we have

$$
\varphi(t-h, \gamma(t-h))-\varphi(t, \gamma(t)) \leq-p_{t} h-p_{x} \cdot(\gamma(t)-\gamma(t-h))+o(h)
$$

Therefore, we find that

$$
\begin{aligned}
0 & \leq-p_{t} h-p_{x} \cdot(\gamma(t)-\gamma(t-h))-h+o(h) \\
& =-p_{t} h-\int_{t-h}^{t} k(s, \gamma(s)) p_{x} \cdot u(s) \mathrm{d} s-h+o(h) \\
& \leq h\left(-p_{t}+\sup _{s \in[t-h, t]} k(s, \gamma(s))\left|p_{x}\right|-1\right)+o(h)
\end{aligned}
$$

which yields the conclusion.
We now want to provide an upper bound on the optimal exit time $\tau^{t_{0}, x_{0}, u}$, where $u$ is an optimal control for $x_{0}$, at time $t_{0}$. To do so, we compare $\tau^{t_{0}, x_{0}, u}$ with the minimal time needed to reach $\partial \Omega$ from $x_{0}$ at time $t_{0}$. Let us introduce the minimal-time function $T: \mathbb{R}^{+} \times \Omega \rightarrow \mathbb{R}^{+}$ defined by

$$
\begin{equation*}
T(t, x)=\inf \left\{\tau^{t, x, u}: u \text { is a control }\right\}, \quad(t, x) \in \mathbb{R}^{+} \times \Omega \tag{3.5}
\end{equation*}
$$

which corresponds to taking $g=0$ in (3.2). An optimal control $u$ for the optimization problem of $T(t, x)$ is called a minimal-time control. We then have the following result.

Proposition 3.7. For every $(t, x) \in \mathbb{R}^{+} \times \Omega$, one has $T(t, x) \leq k_{\min }^{-1} d(x, \partial \Omega)$. Moreover, if $u$ is an optimal control for (3.2) for $x$ at time $t$, then one has

$$
\tau^{t, x, u} \leq \frac{1+\lambda k_{\max }}{1-\lambda k_{\max }} T(t, x)
$$

In particular,

$$
\tau^{t, x, u} \leq \frac{k_{\min }^{-1}\left(1+\lambda k_{\max }\right)}{1-\lambda k_{\max }} d(x, \partial \Omega)
$$

Proof. Let $\gamma:[0, d(x, \partial \Omega)] \rightarrow \Omega$ be a segment from $x$ to the closest point from $x$ on the boundary $\partial \Omega$ with $\left|\gamma^{\prime}\right|=1$. Set $\widetilde{\gamma}(s)=\gamma\left(k_{\min }(s-t)\right)$, for all $s \in\left[t, t+k_{\min }^{-1} d(x, \partial \Omega)\right]$. It is clear that there is a control $\bar{v}$ such that $\widetilde{\gamma}=\gamma^{t, x, \bar{v}}$. Hence, by definition of $T$, one has $T(t, x) \leq \tau^{t, x, \bar{v}}=k_{\min }^{-1} d(x, \partial \Omega)$.

Now, let $u$ be an optimal control for (3.2) and $v$ be a minimal-time control for $(t, x)$. Then, we have

$$
\tau^{t, x, u}+g\left(\gamma_{\tau}^{t, x, u}\right) \leq \tau^{t, x, v}+g\left(\gamma_{\tau}^{t, x, v}\right)
$$

and so,

$$
\begin{aligned}
\tau^{t, x, u} & \leq \tau^{t, x, v}+\lambda\left|\gamma_{\tau}^{t, x, v}-\gamma_{\tau}^{t, x, u}\right| \leq \tau^{t, x, v}+\lambda\left(\left|\gamma_{\tau}^{t, x, v}-x\right|+\left|\gamma_{\tau}^{t, x, u}-x\right|\right) \\
& \leq \tau^{t, x, v}+\lambda k_{\max }\left(\tau^{t, x, v}+\tau^{t, x, u}\right)
\end{aligned}
$$

Consequently, we get

$$
\tau^{t, x, u} \leq \frac{1+\lambda k_{\max }}{1-\lambda k_{\max }} \tau^{t, x, v}=\frac{1+\lambda k_{\max }}{1-\lambda k_{\max }} T(t, x) .
$$

Now, we want to give a result about the Lipschitz continuity of the value function $\varphi$.
Proposition 3.8. Let our system satisfy properties (H1), (H2), \& (H3). Then the value function $\varphi$ is Lipschitz continuous in $\mathbb{R}^{+} \times \Omega$.

Proof. Following the same lines of the proof of Proposition 8.2.5 in [17], one can check that the value function $\varphi$ is Lipschitz w.r.t. $x$ as soon as $k$ is Lipschitz in $x$ with a Lipschitz constant $c>0$ independent of $t$. Now, to prove Lipschitz continuity with respect to $t$, take $t_{0} \in \mathbb{R}^{+}$, $x \in \Omega$ and let $u$ be an optimal control for $x$, at time $t_{0}$. Let $\delta \in\left(0, \tau^{t_{0}, x, u}\right)$. Then, using Lemma 3.4, one has

$$
\begin{gathered}
\left|\varphi\left(t_{0}+\delta, x\right)-\varphi\left(t_{0}, x\right)\right| \\
\leq\left|\varphi\left(t_{0}+\delta, x\right)-\varphi\left(t_{0}+\delta, \gamma^{t_{0}, x, u}\left(t_{0}+\delta\right)\right)\right|+\left|\varphi\left(t_{0}+\delta, \gamma^{t_{0}, x, u}\left(t_{0}+\delta\right)\right)-\varphi\left(t_{0}, x\right)\right| \\
\leq c\left|\gamma^{t_{0}, x, u}\left(t_{0}+\delta\right)-x\right|+\delta \\
\leq\left(1+c k_{\max }\right) \delta .
\end{gathered}
$$

The last preliminary result we present in this subsection provides a lower bound on the variation in time of $\varphi$.

Proposition 3.9. Assume that (H1), (H2), and (H3) hold. Then there exists $c>0$ depending only on $k_{\min }, k_{\max }, \operatorname{diam}(\Omega), \lambda$, and $L_{x}$ such that, for every $x \in \Omega$ and $t_{0}, t_{1} \in \mathbb{R}^{+}$with $t_{0} \neq t_{1}$,

$$
\begin{equation*}
\frac{\varphi\left(t_{1}, x\right)-\varphi\left(t_{0}, x\right)}{t_{1}-t_{0}} \geq c-1 \tag{3.6}
\end{equation*}
$$

Proof. Suppose, without loss of generality, that $t_{0}<t_{1}$. Let $\gamma_{1}$ be an optimal trajectory for $x$, at time $t_{1}$, and $u_{1}$ be the associated optimal control. Define $\phi:\left[t_{0},+\infty\right) \rightarrow\left[t_{1},+\infty\right)$ as a function satisfying

$$
\left\{\begin{array}{l}
\phi^{\prime}(t)=\frac{k\left(t, \gamma_{1}(\phi(t))\right)}{k\left(\phi(t), \gamma_{1}(\phi(t))\right)},  \tag{3.7}\\
\phi\left(t_{0}\right)=t_{1} .
\end{array}\right.
$$

Notice that, since $k$ is only continuous with respect to its first variable, $\phi$ is not unique a priori. Set $\gamma_{0}(t)=\gamma_{1}(\phi(t))$ for all $t \geq t_{0}$. By construction of $\phi$, it is clear that there is a control $u_{0}$ such that $\gamma_{0}=\gamma^{t_{0}, x, u_{0}}$ (more precisely, $u_{0}(t)=u_{1}(\phi(t))$ for $t \geq t_{0}$ ). Moreover, we have $\tau_{0}:=\tau^{t_{0}, x, u_{0}}=\phi^{-1}\left(t_{1}+\tau_{1}\right)-t_{0}$, where $\tau_{1}:=\tau^{t_{1}, x, u_{1}}$. So, $\phi\left(t_{0}+\tau_{0}\right)=t_{1}+\tau_{1}$ and
$\phi\left(t_{0}+\tau_{0}\right)+g\left(\gamma_{0}\left(t_{0}+\tau_{0}\right)\right)=t_{1}+\varphi\left(t_{1}, x\right)$. On the other hand, from (3.7), it is easy to see that, for all $t, \bar{t} \geq t_{0}$, one has

$$
\int_{\phi(t)}^{\phi(t)} k\left(s, \gamma_{1}(s)\right) \mathrm{d} s=\int_{t}^{\bar{t}} k\left(s, \gamma_{1}(\phi(s))\right) \mathrm{d} s .
$$

Now, set

$$
G(\theta)=\int_{\theta}^{\phi(t)} k\left(s, \gamma_{1}(s)\right) \mathrm{d} s, \quad \forall \theta \in \mathbb{R}^{+}
$$

where we extend $\gamma_{1}$ to $\mathbb{R}^{+}$by setting $\gamma_{1}(s)=\gamma_{1}\left(t_{1}\right)$ for $s \in\left[0, t_{1}\right)$. Then, using that $G$ is bi-Lipschitz, we have

$$
\begin{aligned}
|\phi(t)-t| & =\left|G^{-1}\left(\int_{t}^{\bar{t}} k\left(s, \gamma_{1}(\phi(s))\right) \mathrm{d} s\right)-G^{-1}\left(\int_{t}^{\phi(\bar{t})} k\left(s, \gamma_{1}(s)\right) \mathrm{d} s\right)\right| \\
& \leq C\left|\int_{t}^{\bar{t}} k\left(s, \gamma_{1}(\phi(s))\right) \mathrm{d} s-\int_{t}^{\phi(\bar{t})} k\left(s, \gamma_{1}(s)\right) \mathrm{d} s\right| \\
& \leq C\left(|\phi(\bar{t})-\bar{t}|+\int_{t}^{\bar{t}}\left|k\left(s, \gamma_{1}(\phi(s))\right)-k\left(s, \gamma_{1}(s)\right)\right| \mathrm{d} s\right) \\
& \leq C|\phi(\bar{t})-\bar{t}|+C \int_{t}^{\bar{t}}|\phi(s)-s| \mathrm{d} s
\end{aligned}
$$

where $C>0$ denotes a constant depending only on $k_{\min }, k_{\max }$, and $L_{x}$, whose value may change from one line to the other. Using the fact that $\phi\left(t_{0}\right)=t_{1}>t_{0}$, we infer that $\phi(t)>t$ for all $t \geq t_{0}$. Now, if $\bar{t}=t_{0}+\tau_{0}$, we get, using Gronwall's inequality, that

$$
\phi(t)-t \leq C e^{C\left|t_{0}+\tau_{0}-t\right|}\left(\phi\left(t_{0}+\tau_{0}\right)-\left(t_{0}+\tau_{0}\right)\right) .
$$

Setting $t=t_{0}$, one has

$$
c\left(t_{1}-t_{0}\right) \leq \phi\left(t_{0}+\tau_{0}\right)-\left(t_{0}+\tau_{0}\right)=t_{1}+\varphi\left(t_{1}, x\right)-g\left(\gamma_{0}\left(t_{0}+\tau_{0}\right)\right)-t_{0}-\tau_{0}
$$

where we use Proposition 3.7 to provide an upper bound on $\tau_{0}$ and $c>0$ only depends on $k_{\text {min }}, k_{\text {max }}, \operatorname{diam}(\Omega), \lambda$, and $L_{x}$. Then

$$
(c-1)\left(t_{1}-t_{0}\right) \leq \varphi\left(t_{1}, x\right)-g\left(\gamma_{0}\left(t_{0}+\tau_{0}\right)\right)-\tau_{0}=\varphi\left(t_{1}, x\right)-\varphi\left(t_{0}, x\right),
$$

as required.
Remark 3.10. The analogue of Proposition 3.9 was already proved in [58, Proposition 4.5] for the minimal-time function $T$. Even though the proof of [58] could be easily adapted to our setting, it would require Lipschitz continuity of $k$ with respect to $t$. Our proof refines that of [58] and does not require such an assuption. The fact that $c$ does not depend on any Lipschitz behavior of $k$ with respect to $t$ will be a key property for the results in Sections 4.2 and 4.3.

Proposition 3.9 yields a lower bound on the time derivative of the value function $\varphi$, which can be used to obtain information on the gradient of $\varphi$ thanks to the Hamilton-Jacobi equation (3.4).

Corollary 3.11. There exists $c>0$ (which only depends on $k_{\min }, k_{\max }, \operatorname{diam}(\Omega), \lambda$, and $L_{x}$ ) such that $\partial_{t} \varphi(t, x) \geq c-1$ and $|\nabla \varphi(t, x)| \geq c$ for all $(t, x) \in \mathbb{R}^{+} \times \Omega$ where $\varphi$ is differentiable.
3.2. Pontryagin Maximum Principle and its consequences. In this subsection, we use the necessary optimality conditions of Pontryagin Maximum Principle to obtain further properties of optimal trajectories and the value function $\varphi$. In addition to (H1), (H2), and (H3), we also assume that

$$
\begin{align*}
& \partial \Omega \text { is of class } C^{1,1},  \tag{H4}\\
& \nabla k \in C\left(\mathbb{R}^{+} \times \Omega\right),  \tag{H5}\\
& g \in C^{1}(\partial \Omega) \tag{H6}
\end{align*}
$$

In order to state a version of Pontryagin Maximum Principle, we start with a preliminary result (see [17, Lemma 8.4.2]).

Lemma 3.12. Given $z \in \partial \Omega$, let $\mathbf{n}$ be the outer normal to $\partial \Omega$ at $z$. Then, for every $t \in \mathbb{R}^{+}$, there exists a unique $\mu>0$ such that $k(t, z)|\nabla g(z)-\mu \mathbf{n}|-1=0$.

We are now ready to state Pontryagin Maximum Principle for this control problem.
Proposition 3.13. Let properties (H1), (H2), (H3), (H4), (H5), and (H6) hold, let $\left(t_{0}, x_{0}\right) \in$ $\mathbb{R}^{+} \times \Omega$ and let $\bar{u}$ be an optimal control for $x_{0}$, at time $t_{0}$. Set for simplicity

$$
\gamma:=\gamma^{t_{0}, x_{0}, \bar{u}}, \quad \tau_{0}:=\tau^{t_{0}, x_{0}, \bar{u}}, \quad z:=\gamma_{\tau}^{t_{0}, x_{0}, \bar{u}}
$$

and denote by $\mathbf{n}$ the outer normal to $\partial \Omega$ at $z$. Let $\mu>0$ be such that $k\left(t_{0}+\tau_{0}, z\right) \mid \nabla g(z)-$ $\mu \mathbf{n} \mid-1=0$ ( $\mu$ is uniquely determined by the previous lemma). Let $p:\left[t_{0}, t_{0}+\tau_{0}\right] \rightarrow \mathbb{R}^{d}$ be the solution to the system

$$
\left\{\begin{array}{l}
p^{\prime}(t)=-\nabla k(t, \gamma(t)) \bar{u}(t) \cdot p(t)  \tag{3.8}\\
p\left(t_{0}+\tau_{0}\right)=\nabla g(z)-\mu \mathbf{n}
\end{array}\right.
$$

Then, for a.e. $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$,

$$
-p(t) \cdot \bar{u}(t)=\max _{u \in \bar{B}(0,1)}-p(t) \cdot u .
$$

We refer the reader to [17, Lemma 8.4.2 and Theorem 8.4.3] for proofs of the above results. Even though the proofs in [17] only consider the case of autonomous dynamics, their extension to our non-autonomous setting is straightforward.

As a consequence of Proposition 3.13, we get the following.
Proposition 3.14. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and $\bar{u}, \gamma, \tau_{0}$, and $p$ be as in the statement of Proposition 3.13. Then $p$ is non-zero in $\left[t_{0}, t_{0}+\tau_{0}\right], \bar{u}(t)=-\frac{p(t)}{|p(t)|}$ for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$, $\bar{u}$ is $L_{x}$-Lipschitz continuous on $\left[t_{0}, t_{0}+\tau_{0}\right]$ and satisfies

$$
\bar{u}^{\prime}(t)=-\nabla k(t, \gamma(t))+\bar{u}(t) \cdot \nabla k(t, \gamma(t)) \bar{u}(t) \quad \text { for a.e. } t \in\left[t_{0}, t_{0}+\tau_{0}\right],
$$

and $\gamma$ is $C^{1}$ on $\left[t_{0}, t_{0}+\tau_{0}\right]$. Moreover, $\gamma \in C^{1,1}\left(\left[t_{0}, t_{0}+\tau_{0}\right], \Omega\right)$ as soon as $k$ is Lipschitz in $t$.
Remark 3.15. Similar results have been obtained for the minimal-time problem (3.5) in [58, Lemma 4.13 and Corollary 4.14]. Proposition 3.14 can be obtained using analogous arguments. Since the proof is short, we provide it here for the reader's convenience.

Proof. From (3.8), one obtains that, for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right],\left|p^{\prime}(t)\right| \leq L_{x}|p(t)|$. Hence, we get

$$
|p(t)| \leq|p(s)| e^{L_{x}|t-s|}
$$

for every $s, t \in\left[t_{0}, t_{0}+\tau_{0}\right]$. Thus, if there exists $s \in\left[t_{0}, t_{0}+\tau_{0}\right]$ such that $p(s)=0$, one concludes that $p(t)=0$ for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$, which is a contradiction as $p\left(t_{0}+\tau_{0}\right)=$ $\nabla g\left(\gamma\left(t_{0}+\tau_{0}\right)\right)-\mu \mathbf{n} \neq 0$, thanks to Lemma 3.12. Since $p(t) \neq 0$ for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$, it follows immediately from Proposition 3.13 that $\bar{u}(t)=-\frac{p(t)}{|p(t)|}$. Hence,

$$
\begin{aligned}
\bar{u}^{\prime}(t) & =-\frac{|p(t)| p^{\prime}(t)-\frac{p(t) \cdot p^{\prime}(t)}{|p(t)|} p(t)}{|p(t)|^{2}} \\
& =-\nabla k(t, \gamma(t))+\bar{u}(t) \cdot \nabla k(t, \gamma(t)) \bar{u}(t) .
\end{aligned}
$$

In particular, $\bar{u}$ is $L_{x}$-Lipschitz continuous. The conclusions on $\gamma$ follow immediately from (3.1).

From now on, we suppose also that
(H7) $\exists L_{x x}>0$ such that $\left|\nabla k\left(t, x_{0}\right)-\nabla k\left(t, x_{1}\right)\right| \leq L_{x x}\left|x_{0}-x_{1}\right| \quad$ for all $x_{0}, x_{1} \in \Omega, t \in \mathbb{R}^{+}$.
Then, under the assumptions of Proposition 3.14 and (H7), $(\gamma, \bar{u})$ is the unique solution on $\left[t_{0}, t_{0}+\tau_{0}\right]$ of

$$
\left\{\begin{array}{l}
\gamma^{\prime}(t)=k(t, \gamma(t)) u(t)  \tag{3.9}\\
u^{\prime}(t)=-\nabla k(t, \gamma(t))+u(t) \cdot \nabla k(t, \gamma(t)) u(t) \\
\gamma\left(t_{0}\right)=x_{0} \\
u\left(t_{0}\right)=\bar{u}\left(t_{0}\right)
\end{array}\right.
$$

Now, let us introduce the following lemma, which shows that the uniform limit of optimal trajectories is an optimal trajectory.

Lemma 3.16. Assume that (H1)-(H6) hold. Let $\left(t_{n}, x_{n}\right)_{n}$ be a sequence in $\mathbb{R}^{+} \times \Omega$ such that $t_{n} \rightarrow t$ and $x_{n} \rightarrow x$. For each $n$, let $\gamma_{n}$ be an optimal trajectory for $x_{n}$, at time $t_{n}$, and $u_{n}$ be the associated optimal control. Then, up to extracting subsequences, there exist $\gamma$ and $u$ such that $\gamma_{n} \rightarrow \gamma$ and $u_{n} \rightarrow u$ uniformly, where $\gamma$ is an optimal trajectory for $x$, at time $t$, and $u$ is its associated optimal control.

Proof. The fact that $\gamma_{n} \rightarrow \gamma$ and $u_{n} \rightarrow u$ follows immediately using Proposition 3.14. Yet, for every $n$, we have

$$
\gamma_{n}^{\prime}(s)=k\left(s, \gamma_{n}(s)\right) u_{n}(s), \quad \text { for a.e. } s>t_{n} .
$$

Passing to the limit as $n \rightarrow+\infty$, we get

$$
\begin{equation*}
\gamma^{\prime}(s)=k(s, \gamma(s)) u(s), \quad \text { for a.e. } s>t \tag{3.10}
\end{equation*}
$$

Moreover, $\gamma_{n}\left(t_{n}\right)=x_{n}$ implies, at the limit, that $\gamma(t)=x$. Hence, $\gamma$ is an admissible trajectory for $x$, at time $t$, and $u$ is its associated control. Now, set $\tau_{n}=\tau^{t_{n}, x_{n}, u_{n}}$ and $z_{n}=\gamma_{n}\left(t_{n}+\tau_{n}\right) \in \partial \Omega$. From Proposition 3.7, we have that, up to extracting subsequences, $\tau_{n} \rightarrow \bar{\tau}$ for some $\bar{\tau} \in \mathbb{R}^{+}$. In addition, $z_{n} \rightarrow \gamma(t+\bar{\tau}) \in \partial \Omega$. Hence, $\tau:=\tau^{t, x, u} \leq \bar{\tau}$ and, one has

$$
\varphi\left(t_{n}, x_{n}\right)=\tau_{n}+g\left(z_{n}\right) \rightarrow \bar{\tau}+g(\gamma(t+\bar{\tau})) .
$$

Yet, by the continuity of the value function $\varphi$, we infer that

$$
\varphi(t, x)=\bar{\tau}+g(\gamma(t+\bar{\tau})) \leq \tau+g(\gamma(t+\tau))
$$

and then, thanks to Lemma 3.1, $\bar{\tau}=\tau$.

On the other hand, we have the following result about the uniqueness of optimal control at any interior point of an optimal trajectory.

Proposition 3.17. Assume that (H1) -(H7) hold. Let $\gamma$ be an optimal trajectory for $x_{0}$ at time $t_{0}$, and set $\tau_{0}=\tau^{t_{0}, x_{0}, u}$, where $u$ is the associated optimal control. Then, for every $t \in\left(t_{0}, t_{0}+\tau_{0}\right), u$ is the unique optimal control for $\gamma(t)$, at time $t$.

Proof. Fix $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$ and let $v$ be an optimal control for $x:=\gamma(t)$, at time $t$. Set

$$
\widetilde{u}(s)= \begin{cases}u(s), & \text { if } s<t \\ v(s), & \text { if } s \geq t\end{cases}
$$

Then $\widetilde{u}$ is an optimal control for $x_{0}$, at time $t_{0}$. Indeed, using the optimality of $v$, we have $\varphi\left(t_{0}, x_{0}\right) \leq \tau^{t_{0}, x_{0}, \widetilde{u}}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, \widetilde{u}}\right)=t-t_{0}+\varphi(t, x)$. On the other hand, since $u$ is optimal, one obtains from Lemma 3.4 that $\varphi\left(t_{0}, x_{0}\right)=t-t_{0}+\varphi(t, x)$. Then $\varphi\left(t_{0}, x_{0}\right)=\tau^{t_{0}, x_{0}, \widetilde{u}}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, \widetilde{u}}\right)$, and so the control $\widetilde{u}$ is optimal. Hence, by Proposition 3.14, $\widetilde{u}$ is continuous, which proves that $u(t)=v(t):=q$. The fact that $u(s)=v(s)$, for all $s \geq t$, follows from the uniqueness of solutions to the system (3.9) with initial conditions $\gamma(t)=x$ and $u(t)=q$.

Given an optimal trajectory $\gamma$ for $x_{0}$ at time $t_{0}$, we will say that $p$ is a dual arc associated with $\gamma$ if it satisfies the properties of Proposition 3.13, that is, if it solves (3.8). Our next result states that the dual arc $p$ is included in the superdifferential of the value function $\varphi$ with respect to $x, \nabla^{+} \varphi$.

Proposition 3.18. Under the assumptions of Proposition 3.13, the arc p solution of (3.8) satisfies

$$
p(t) \in \nabla^{+} \varphi(t, \gamma(t)), \quad \text { for all } t \in\left[t_{0}, t_{0}+\tau_{0}\right) .
$$

The proof of Proposition 3.18 can be obtained by easily adapting the proof of [17, Theorem 8.4.4] to our non-autonomous setting, and is omitted here for simplicity. Similarly, one can obtain an analogous property for the subdifferential by an immediate adaptation of the techniques from [17, Theorem 7.3.4].

Proposition 3.19. Let $u$ be an optimal control for $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and $\gamma$ be its associated optimal trajectory. Let $p:\left[t_{0}, t_{0}+\tau_{0}\right] \rightarrow \mathbb{R}^{d}$ be any solution of the adjoint equation

$$
\begin{equation*}
p^{\prime}(t)=-\nabla k(t, \gamma(t)) u(t) \cdot p(t), \quad t \in\left[t_{0}, t_{0}+\tau_{0}\right], \tag{3.11}
\end{equation*}
$$

where $\tau_{0}=\tau^{t_{0}, x_{0}, u}$. Suppose that $p\left(t_{0}\right) \in \nabla^{-} \varphi\left(t_{0}, x_{0}\right)$, then $p(t) \in \nabla^{-} \varphi(t, \gamma(t))$, for all $t \in\left[t_{0}, t_{0}+\tau_{0}\right)$.

As a consequence of the previous results, we can show that the existence of $\nabla \varphi$ at some point $\left(t_{0}, x_{0}\right)$ is sufficient to ensure uniqueness of the optimal trajectory for $x_{0}$, at time $t_{0}$.

Proposition 3.20. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and assume that $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists. Then there exists a unique trajectory $\gamma$ which is optimal for $x_{0}$, at time $t_{0}$.

Proof. Assume that $\gamma_{1}, \gamma_{2}$ are optimal trajectories for $x_{0}$, at time $t_{0}$, and denote the respective optimal controls by $u_{1}, u_{2}$. For $i \in\{1,2\}$, write $\tau_{i}=\tau^{t_{0}, x_{0}, u_{i}}$ and let $p_{i}:\left[t_{0}, t_{0}+\tau_{i}\right] \rightarrow \mathbb{R}^{d}$ be a dual arc associated with $\gamma_{i}$. By Proposition 3.14, $p_{i}$ is non-zero and $u_{i}$ is Lipschitz continuous on $\left[t_{0}, t_{0}+\tau_{i}\right]$, with $u_{i}(t)=-\frac{p_{i}(t)}{\left|p_{i}(t)\right|}$ for every $t \in\left[t_{0}, t_{0}+\tau_{i}\right]$. By Proposition 3.18, $p_{i}(t) \in \nabla^{+} \varphi\left(t, \gamma_{i}(t)\right)$ for every $t \in\left[t_{0}, t_{0}+\tau_{i}\right)$. In particular, since $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists, one has $p_{1}\left(t_{0}\right)=p_{2}\left(t_{0}\right)=\nabla \varphi\left(t_{0}, x_{0}\right)$, yielding that $\nabla \varphi\left(t_{0}, x_{0}\right) \neq 0$ and $u_{1}\left(t_{0}\right)=u_{2}\left(t_{0}\right)=\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|}$. This means that both $\left(\gamma_{1}, u_{1}\right)$ and $\left(\gamma_{2}, u_{2}\right)$ solve (3.9) with the same initial conditions $\gamma_{1}\left(t_{0}\right)=$
$\gamma_{2}\left(t_{0}\right)=x_{0}$ and $u_{1}\left(t_{0}\right)=u_{2}\left(t_{0}\right)=\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|}$, yielding, by uniqueness of the solutions of (3.9), that $\gamma_{1}=\gamma_{2}$.

To conclude this subsection, we prove that, when optimal trajectories are close enough to the boundary, they always move towards the boundary, in the sense that the scalar product between the direction of the trajectory and some normal direction is lower bounded by a positive constant. To do so, we make use of the signed distance to $\partial \Omega$, which is the function $d^{ \pm}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined for $x \in \mathbb{R}^{d}$ by

$$
d^{ \pm}(x)= \begin{cases}d(x, \partial \Omega), & \text { if } x \notin \Omega  \tag{3.12}\\ -d(x, \partial \Omega), & \text { otherwise }\end{cases}
$$

Recall that, thanks to (H4), $d^{ \pm}$is 1-Lipschitz on $\mathbb{R}^{d}, C^{1,1}$ in a neighborhood of the boundary, and, if $x \in \partial \Omega$, then $\nabla d^{ \pm}(x)$ is the outer normal to $\partial \Omega$ at $x$ (see, e.g., [32]).

Proposition 3.21. There exist $c>0$ (depending only on $k_{\min }, k_{\max }$, and $\lambda$ ) and $\delta>0$ (depending only on $k_{\min }, k_{\max }, \lambda$, $\operatorname{diam}(\Omega)$, and the curvature of $\partial \Omega$ ) such that, for every $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, if $u$ is an optimal control for $x_{0}$, at time $t_{0}, \gamma:=\gamma^{t_{0}, x_{0}, u}$ is the corresponding optimal trajectory, and $\tau_{0}:=\tau^{t_{0}, x_{0}, u}$, then, for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$ such that $d(\gamma(t), \partial \Omega) \leq \delta$, one has

$$
\begin{equation*}
\nabla d^{ \pm}(\gamma(t)) \cdot u(t) \geq c \tag{3.13}
\end{equation*}
$$

In particular, if $d\left(x_{0}, \partial \Omega\right) \leq \delta$ and $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists, then $\nabla \varphi\left(t_{0}, x_{0}\right) \neq 0$ and

$$
\begin{equation*}
-\nabla d^{ \pm}\left(x_{0}\right) \cdot \frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|} \geq c \tag{3.14}
\end{equation*}
$$

Proof. Let $p:\left[t_{0}, t_{0}+\tau_{0}\right] \rightarrow \mathbb{R}^{d}$ be a dual arc associated with $\gamma$. By Proposition 3.14, $p$ is nonzero and $u$ is Lipschitz continuous on $\left[t_{0}, t_{0}+\tau_{0}\right]$, with $u(t)=-\frac{p(t)}{|p(t)|}$ for every $t \in\left[t_{0}, t_{0}+\tau_{0}\right]$. In particular, $u\left(t_{0}+\tau_{0}\right)=\frac{\mu \mathbf{n}-\nabla g(z)}{|\mu \mathbf{n}-\nabla g(z)|}$, where $z, \mathbf{n}$, and $\mu$ are as in the statement of Proposition 3.13 .

We first prove (3.13) at the final time $t_{0}+\tau_{0}$. Recalling that $k\left(t_{0}+\tau_{0}, z\right)|\nabla g(z)-\mu \mathbf{n}|=1$, one has

$$
\frac{1}{k\left(t_{0}+\tau_{0}, z\right)^{2}}=|\nabla g(z)-\mu \mathbf{n}|^{2}=|\nabla g(z)|^{2}-2 \mu \nabla g(z) \cdot \mathbf{n}+\mu^{2}
$$

and thus

$$
\begin{equation*}
2 \mu(\mu-\nabla g(z) \cdot \mathbf{n})=\frac{1}{k\left(t_{0}+\tau_{0}, z\right)^{2}}-|\nabla g(z)|^{2}+\mu^{2} \tag{3.15}
\end{equation*}
$$

On the other hand, one also has that

$$
\frac{1}{k\left(t_{0}+\tau_{0}, z\right)}=|\nabla g(z)-\mu \mathbf{n}| \geq \mu-|\nabla g(z)|
$$

and thus

$$
\mu \leq \frac{1}{k\left(t_{0}+\tau_{0}, z\right)}+|\nabla g(z)|
$$

Combining this with (3.15), one gets that

$$
\begin{aligned}
\mu-\nabla g(z) \cdot \mathbf{n} & =\frac{\frac{1}{k\left(t_{0}+\tau_{0}, z\right)^{2}}-|\nabla g(z)|^{2}+\mu^{2}}{2 \mu}>\frac{\frac{1}{k\left(t_{0}+\tau_{0}, z\right)^{2}}-|\nabla g(z)|^{2}}{2\left(\frac{1}{k\left(t_{0}+\tau_{0}, z\right)}+|\nabla g(z)|\right)} \\
& =\frac{1}{2}\left(\frac{1}{k\left(t_{0}+\tau_{0}, z\right)}-|\nabla g(z)|\right) \geq \frac{1}{2}\left(\frac{1}{k_{\max }}-\lambda\right)>0 .
\end{aligned}
$$

Hence, recalling that $|\mu \mathbf{n}-\nabla g(z)|=\frac{1}{k\left(t_{0}+\tau_{0}, z\right)} \leq \frac{1}{k_{\text {min }}}$, one obtains that

$$
\begin{equation*}
\nabla d^{ \pm}(z) \cdot u\left(t_{0}+\tau_{0}\right)=\mathbf{n} \cdot \frac{\mu \mathbf{n}-\nabla g(z)}{|\mu \mathbf{n}-\nabla g(z)|}=\frac{\mu-\nabla g(z) \cdot \mathbf{n}}{|\mu \mathbf{n}-\nabla g(z)|} \geq \frac{k_{\min }}{2}\left(\frac{1}{k_{\max }}-\lambda\right), \tag{3.16}
\end{equation*}
$$

which corresponds to (3.13) at the final time $t_{0}+\tau_{0}$.
Now, let $\delta_{0}>0$ be such that $d^{ \pm}$is $C^{1,1}$ on the set $\left\{x \in \mathbb{R}^{d}: d(x, \partial \Omega) \leq \delta_{0}\right\}$ and $L_{d}>0$ be a Lipschitz constant for $\nabla d^{ \pm}$on this set. By Proposition 3.14, $u$ is $L_{x}$-Lipschitz on $\left[t_{0}, t_{0}+\tau_{0}\right]$. Take

$$
\begin{aligned}
& c=\frac{k_{\min }}{4}\left(\frac{1}{k_{\max }}-\lambda\right), \\
& \delta=\min \left\{\delta_{0}, \frac{k_{\min }^{2}\left(1-\lambda k_{\max }\right)^{2}}{4 k_{\max }\left(1+\lambda k_{\max }\right)\left(L_{d} k_{\max }+L_{x}\right)}\right\} .
\end{aligned}
$$

Let $t \in\left[t_{0}, t_{0}+\tau_{0}\right)$ be such that $d(\gamma(t), \partial \Omega) \leq \delta$. By Proposition 3.3, $\left.u\right|_{\left[t, t_{0}+\tau_{0}\right]}$ is an optimal control for $\gamma(t)$, at time $t$, and thus, by Proposition 3.7, one obtains that

$$
t_{0}+\tau_{0}-t=\tau^{t, \gamma(t),\left.u\right|_{\left[t, t_{0}+\tau_{0}\right]}} \leq \frac{\left(1+\lambda k_{\max }\right) \delta}{\left(1-\lambda k_{\max }\right) k_{\min }} \leq \frac{k_{\min }\left(1-\lambda k_{\max }\right)}{4 k_{\max }\left(L_{d} k_{\max }+L_{x}\right)} .
$$

Hence, by the previous inequality and (3.16), one has

$$
\begin{aligned}
\nabla d^{ \pm}(\gamma(t)) \cdot u(t)= & \nabla d^{ \pm}(z) \cdot u\left(t_{0}+\tau_{0}\right)+\left(\nabla d^{ \pm}(\gamma(t))-\nabla d^{ \pm}(z)\right) \cdot u(t) \\
& +\nabla d^{ \pm}(z) \cdot\left(u(t)-u\left(t_{0}+\tau_{0}\right)\right) \\
\geq & \frac{k_{\min }}{2}\left(\frac{1}{k_{\max }}-\lambda\right)-L_{d}|\gamma(t)-z|-L_{x}\left|t_{0}+\tau_{0}-t\right| \\
\geq & \frac{k_{\min }}{2}\left(\frac{1}{k_{\max }}-\lambda\right)-\left(L_{d} k_{\max }+L_{x}\right)\left(t_{0}+\tau_{0}-t\right) \\
\geq & \frac{k_{\min }}{4}\left(\frac{1}{k_{\max }}-\lambda\right)=c,
\end{aligned}
$$

concluding the proof of (3.13).
Concerning the last part of the statement, notice that, as a consequence of Proposition 3.18 and the fact that $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists, one deduces that $p\left(t_{0}\right)=\nabla \varphi\left(t_{0}, x_{0}\right)$, yielding that $\nabla \varphi\left(t_{0}, x_{0}\right) \neq 0$ and $u\left(t_{0}\right)=-\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|}$. Hence (3.14) follows from (3.13).
3.3. Sharp semi-concavity. In this subsection, we investigate the hypotheses under which the value function $\varphi$ of our exit-time optimal control problem is semi-concave with respect to $x$. A semi-concavity result for autonomous exit-time optimal control problems is provided in [17, Theorem 8.2.7] and, up to performing a classical state augmentation technique to regard (3.1) as an autonomous system (which consists of considering $z(t)=(t, \gamma(t))$ as the state), one can readily obtain the semi-concavity of $\varphi$ with respect to $(t, x)$ provided that $k \in C^{1,1}\left(\mathbb{R}^{+} \times \Omega\right)$.

By looking at the proof of [17, Theorem 8.2.7], one can also notice that immediate adaptations of the proof allow one to obtain semi-concavity of $\varphi$ with respect to $x$ as soon as $k$ is $C^{1,1}$ with respect to $x$ and Lipschitz continuous in $t$. It turns out that, in our setting, we can refine the proof of [17, Theorem 8.2.7] to show that semi-concavity of $\varphi$ with respect to $x$ can be obtained under a weaker assumption on the behavior of $k$ with respect to $t$, namely that $\partial_{t} k$ is lower bounded. This is the main result of this subsection, proved in Theorem 3.23.

We note that semi-concavity of $\varphi$ is related not only to the regularity of $k$, but also to the smoothness of the target $\partial \Omega$. We also make use of the fact that the distance function $d\left(\cdot, \overline{\mathbb{R}^{d} \backslash \Omega}\right)$ is semi-concave in $\Omega$, which is a consequence of (H4) (or more generally, a uniform exterior ball condition on $\Omega$ ). Notice that this distance function coincides with the value function $\varphi$ in the particular case $k \equiv 1$ and $g \equiv 0$, justifying the importance of its properties in the proof of Theorem 3.23.

We first introduce the following estimates on the trajectories, which will be repeatedly used in our analysis.

Proposition 3.22. Assume that (H2) and (H7) hold and let $t_{0}, t \in \mathbb{R}^{+}$. Then there exists $c>0$, depending only on $t-t_{0}, L_{x}$, and $L_{x x}$, such that, for every $x_{0}, x_{1} \in \Omega$ and every control $u:\left[t_{0}, \infty\right) \rightarrow \bar{B}(0,1)$, one has

$$
\left|\gamma^{t_{0}, x_{0}, u}(t)-\gamma^{t_{0}, x_{1}, u}(t)\right| \leq c\left|x_{0}-x_{1}\right|
$$

and

$$
\left|\gamma^{t_{0}, x_{0}, u}(t)+\gamma^{t_{0}, x_{1}, u}(t)-2 \gamma^{t_{0}, \frac{x_{0}+x_{1}}{2}, u}(t)\right| \leq c\left|x_{0}-x_{1}\right|^{2} .
$$

Proposition 3.22 can be proved exactly as in [17, Lemma 7.1.2] and thus its proof is omitted here.

To prove the semi-concavity of $\varphi$, we need to assume that (H1), (H2), (H3), (H4), (H5), (H6), and (H7) are satisfied. In addition, we suppose that there exists a constant $\ell_{t}>0$ such that, for every $x \in \Omega, t \mapsto k(t, x)$ is absolutely continuous and, almost everywhere in $t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\partial_{t} k \geq-\ell_{t} . \tag{H8}
\end{equation*}
$$

Moreover, we assume that

$$
\begin{equation*}
g \text { is semi-concave on } \partial \Omega \text {. } \tag{H9}
\end{equation*}
$$

Then, we have the following result.
Theorem 3.23. The value function $\varphi$ is semi-concave w.r.t. $x$, and its semi-concavity constant depends only on $\lambda, k_{\min }, k_{\max }, \kappa, L_{x}, L_{x x}, M$, and $\ell_{t}$, where $\kappa$ is a bound on the curvatures of $\partial \Omega$ and $M$ is the semi-concavity constant of $g$.

Proof. Along this proof, $c$ is used to denote positive constants depending only on $\lambda, k_{\min }$, $k_{\max }, \kappa, L_{x}, L_{x x}, M$, and $\ell_{t}$, and the value of these constants may change from one expression to another. Some parts of this proof, an in particular Case 1 and the first arguments in Case 2 , are treated exactly as in the corresponding parts of the proof of [17, Theorem 8.2.7], and we only detail them here for the sake of completeness.

Let $\left(t_{0}, x\right) \in \mathbb{R}^{+} \times \Omega$. For simplicity of exposition, we suppose that $t_{0}=0$. Let $h \in \mathbb{R}^{d}$ be such that $x-h, x+h \in \Omega$ and $u$ be an optimal control for $x$, at time 0 . We consider the trajectories $\gamma^{0, x, u}, \gamma^{0, x-h, u}$, and $\gamma^{0, x+h, u}$, and split the proof into cases according to which of these trajectories arrives first at $\partial \Omega$.

- Case 1: $\tau_{0}:=\tau^{0, x, u} \leq \min \left\{\tau^{0, x-h, u}, \tau^{0, x+h, u}\right\}$.

Since $u$ is optimal for $x$, at time 0 , it follows from Lemma 3.4) that

$$
\begin{equation*}
\varphi(0, x-h)+\varphi(0, x+h)-2 \varphi(0, x) \leq \varphi\left(\tau_{0}, x^{-}\right)+\varphi\left(\tau_{0}, x^{+}\right)-2 g\left(\gamma_{\tau}^{0, x, u}\right) \tag{3.17}
\end{equation*}
$$

where

$$
x^{+}:=\gamma^{0, x+h, u}\left(\tau_{0}\right) \quad \text { and } \quad x^{-}:=\gamma^{0, x-h, u}\left(\tau_{0}\right) .
$$

Let $u^{+}, u^{-}$be two optimal controls for $x^{+}$and $x^{-}$, at time $\tau_{0}$, respectively, and define $y^{ \pm}=\gamma_{\tau}^{\tau_{0}, x^{ \pm}, u^{ \pm}}$and $\tau^{ \pm}:=\tau^{\tau_{0}, x^{ \pm}, u^{ \pm}}$. Then

$$
\begin{equation*}
\varphi\left(\tau_{0}, x^{-}\right)+\varphi\left(\tau_{0}, x^{+}\right)-2 g\left(\gamma_{\tau}^{0, x, u}\right)=\tau^{-}+g\left(y^{-}\right)+\tau^{+}+g\left(y^{+}\right)-2 g\left(\gamma_{\tau}^{0, x, u}\right) \tag{3.18}
\end{equation*}
$$

Yet, by Proposition 3.7, we have

$$
\begin{equation*}
\tau^{ \pm} \leq c d\left(x^{ \pm}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \tag{3.19}
\end{equation*}
$$

As the distance function $d\left(\cdot \overline{\mathbb{R}^{d} \backslash \Omega}\right)$ is 1-Lipschitz, semi-concave in $\bar{\Omega}$, and its semi-concavity constant is bounded by $\kappa$, and taking into account that $\gamma_{\tau}^{0, x, u} \in \partial \Omega$, we obtain that

$$
\begin{align*}
d\left(x^{+}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+d\left(x^{-}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)= & d\left(x^{+}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+d\left(x^{-}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)-2 d\left(\frac{x^{+}+x^{-}}{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)  \tag{3.20}\\
& +2\left(d\left(\frac{x^{+}+x^{-}}{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)-d\left(\gamma_{\tau}^{0, x, u}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)\right) \\
\leq & c\left|x^{+}-x^{-}\right|^{2}+\left|x^{+}+x^{-}-2 \gamma_{\tau}^{0, x, u}\right| \leq c|h|^{2},
\end{align*}
$$

where the last inequality follows from Proposition 3.22. On the other hand, from the assumptions on $g$, we have

$$
\begin{align*}
g\left(y^{+}\right)+g\left(y^{-}\right)-2 g\left(\gamma_{\tau}^{0, x, u}\right) & =g\left(y^{+}\right)+g\left(y^{-}\right)-2 g\left(\frac{y^{+}+y^{-}}{2}\right)+2\left(g\left(\frac{y^{+}+y^{-}}{2}\right)-g\left(\gamma_{\tau}^{0, x, u}\right)\right)  \tag{3.21}\\
& \leq c\left(\left|y^{+}-y^{-}\right|^{2}+\left|y^{+}+y^{-}-2 \gamma_{\tau}^{0, x, u}\right|\right)
\end{align*}
$$

Yet,

$$
\left|y^{+}-y^{-}\right| \leq\left|y^{+}-x^{+}\right|+\left|x^{+}-x^{-}\right|+\left|x^{-}-y^{-}\right| \leq\left|y^{+}-x^{+}\right|+\left|x^{-}-y^{-}\right|+c|h| .
$$

In addition, we have

$$
\left|y^{ \pm}-x^{ \pm}\right|=\left|\int_{\tau_{0}}^{\tau_{0}+\tau^{ \pm}} k\left(s, \gamma^{\tau_{0}, x^{ \pm}, u^{ \pm}}(s)\right) u^{ \pm}(s) \mathrm{d} s\right| \leq k_{\max } \tau^{ \pm} \leq c|h|^{2},
$$

which implies that

$$
\begin{equation*}
\left|y^{+}-y^{-}\right| \leq c|h| . \tag{3.22}
\end{equation*}
$$

For the second term in (3.21), we have

$$
\begin{equation*}
\left|y^{+}+y^{-}-2 \gamma_{\tau}^{0, x, u}\right| \leq\left|y^{+}-x^{+}\right|+\left|x^{+}+x^{-}-2 \gamma_{\tau}^{0, x, u}\right|+\left|x^{-}-y^{-}\right| \leq c|h|^{2} . \tag{3.23}
\end{equation*}
$$

Consequently, inserting (3.22) and (3.23) into (3.21) and combining this with (3.17), (3.18), (3.19), and (3.20), we conclude that

$$
\varphi(0, x-h)+\varphi(0, x+h)-2 \varphi(0, x) \leq c|h|^{2} .
$$

- Case 2: $\tau_{0}:=\tau^{0, x-h, u} \leq \min \left\{\tau^{0, x, u}, \tau^{0, x+h, u}\right\}$.

It suffices to treat this case to conclude the proof, since the other remaining case $\tau^{0, x+h, u} \leq$ $\min \left\{\tau^{0, x, u}, \tau^{0, x-h, u}\right\}$ is identical up to exchanging $h$ and $-h$. Let

$$
x_{0}=\gamma^{0, x-h, u}\left(\tau_{0}\right), \quad x_{1}=\gamma^{0, x, u}\left(\tau_{0}\right), \quad x_{2}=\gamma^{0, x+h, u}\left(\tau_{0}\right) .
$$

By Lemma 3.4, we have

$$
\begin{equation*}
\varphi(0, x-h)+\varphi(0, x+h)-2 \varphi(0, x) \leq \varphi\left(\tau_{0}, x_{2}\right)-2 \varphi\left(\tau_{0}, x_{1}\right)+g\left(x_{0}\right), \tag{3.24}
\end{equation*}
$$

By Proposition 3.3, $u$ is also an optimal control starting from $x_{1}$, at time $\tau_{0}$, with $\tau_{1}:=$ $\tau^{\tau_{0}, x_{1}, u}=\tau^{0, x, u}-\tau_{0}$. As $x_{0} \in \partial \Omega$, then, by Propositions 3.7 and 3.22 , we get that

$$
\begin{equation*}
\tau_{1} \leq c d\left(x_{1}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \leq c\left|x_{1}-x_{0}\right| \leq c|h| . \tag{3.25}
\end{equation*}
$$

Let $u^{\star}$ be the control defined for $t \geq \tau_{0}$ by $u^{\star}(t):=u\left(\frac{t+\tau_{0}}{2}\right)$ and consider the trajectory $\gamma^{\tau_{0}, x_{2}, u^{\star}}$. We split the remainder of the proof into two cases requiring separate analyses.

- Case 2(a): $\tau_{1}<\frac{\tau^{\tau_{0}, x_{2}, u^{\star}}}{2}$.

By Lemma 3.4,

$$
\begin{equation*}
\varphi\left(\tau_{0}, x_{2}\right)-2 \varphi\left(\tau_{0}, x_{1}\right)+g\left(x_{0}\right) \leq \varphi\left(\tau_{0}+2 \tau_{1}, z_{2}\right)+g\left(x_{0}\right)-2 g\left(z_{1}\right) \tag{3.26}
\end{equation*}
$$

where $z_{1}=\gamma_{\tau}^{\tau_{0}, x_{1}, u} \in \partial \Omega$ and $z_{2}=\gamma^{\tau_{0}, x_{2}, u^{\star}}\left(\tau_{0}+2 \tau_{1}\right)$. Let $v$ be an optimal control for $z_{2}$, at time $\tau_{0}+2 \tau_{1}$, and set $w_{2}=\gamma_{\tau}^{\tau_{0}+2 \tau_{1}, z_{2}, v}$. Then, by Proposition 3.7, we have

$$
\begin{aligned}
\varphi\left(\tau_{0}+2 \tau_{1}, z_{2}\right)+g\left(x_{0}\right)-2 g\left(z_{1}\right)= & \tau^{\tau_{0}+2 \tau_{1}, z_{2}, v}+g\left(w_{2}\right)+g\left(x_{0}\right)-2 g\left(z_{1}\right) \\
\leq & c d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+g\left(w_{2}\right)+g\left(x_{0}\right)-2 g\left(z_{1}\right) \\
= & c d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+g\left(w_{2}\right)+g\left(x_{0}\right) \\
& -2 g\left(\frac{x_{0}+w_{2}}{2}\right)+2\left(g\left(\frac{x_{0}+w_{2}}{2}\right)-g\left(z_{1}\right)\right) .
\end{aligned}
$$

From (H3) \& (H9), we infer that

$$
\begin{equation*}
\varphi\left(\tau_{0}+2 \tau_{1}, z_{2}\right)+g\left(x_{0}\right)-2 g\left(z_{1}\right) \leq c\left[d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+\left|w_{2}-x_{0}\right|^{2}+\left|x_{0}+w_{2}-2 z_{1}\right|\right] . \tag{3.27}
\end{equation*}
$$

Yet, using Proposition 3.22, we have

$$
\begin{equation*}
\left|w_{2}-x_{0}\right| \leq\left|w_{2}-z_{2}\right|+\left|z_{2}-x_{2}\right|+\left|x_{2}-x_{0}\right| \leq\left|w_{2}-z_{2}\right|+\left|z_{2}-x_{2}\right|+c|h| . \tag{3.28}
\end{equation*}
$$

In addition, by Proposition 3.7, one has

$$
\begin{align*}
\left|w_{2}-z_{2}\right| & =\left|\int_{\tau_{0}+2 \tau_{1}}^{\tau_{0}+2 \tau_{1}+\tau^{\tau_{0}+2 \tau_{1}, z_{2}, v}} k\left(s, \gamma^{\tau_{0}+2 \tau_{1}, z_{2}, v}(s)\right) v(s) \mathrm{d} s\right|  \tag{3.29}\\
& \leq k_{\max } \tau^{\tau_{0}+2 \tau_{1}, z_{2}, v} \leq c d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) .
\end{align*}
$$

In the same way, we have, using (3.25), that

$$
\begin{equation*}
\left|z_{2}-x_{2}\right|=\left|\int_{\tau_{0}}^{\tau_{0}+2 \tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u^{\star}(s) \mathrm{d} s\right| \leq 2 k_{\max } \tau_{1} \leq c|h| . \tag{3.30}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left|x_{0}+w_{2}-2 z_{1}\right| \leq\left|x_{0}+z_{2}-2 z_{1}\right|+\left|w_{2}-z_{2}\right| . \tag{3.31}
\end{equation*}
$$

Hence, inserting (3.29) and (3.30) into (3.28), and again (3.29) into (3.31), it follows from (3.24), (3.26), and (3.27) that the proof of Case 2(a) is completed if one shows that

$$
\begin{equation*}
d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+\left|x_{0}+z_{2}-2 z_{1}\right| \leq c|h|^{2} \tag{3.32}
\end{equation*}
$$

Note that

$$
\begin{equation*}
d\left(z_{2}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \leq\left|z_{2}-2 z_{1}+x_{0}\right|+d\left(2 z_{1}-x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \tag{3.33}
\end{equation*}
$$

Yet,

$$
d\left(2 z_{1}-x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)=d\left(2 z_{1}-x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)+d\left(x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)-2 d\left(z_{1}, \overline{\mathbb{R}^{d} \backslash \Omega}\right)
$$

as $x_{0}, z_{1} \in \partial \Omega$. Hence, by the semi-concavity of the distance function $d\left(\cdot, \overline{\mathbb{R}^{d} \backslash \Omega}\right)$ in $\bar{\Omega}$,

$$
d\left(2 z_{1}-x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \leq c\left|z_{1}-x_{0}\right|^{2}
$$

Now, using Proposition 3.22, we have

$$
\begin{equation*}
\left|z_{1}-x_{0}\right| \leq\left|z_{1}-x_{1}\right|+\left|x_{1}-x_{0}\right| \leq c|h| \tag{3.34}
\end{equation*}
$$

since, by (3.25), we have

$$
\begin{equation*}
\left|z_{1}-x_{1}\right|=\left|\int_{\tau_{0}}^{\tau_{0}+\tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s\right| \leq k_{\max } \tau_{1} \leq c|h| \tag{3.35}
\end{equation*}
$$

Then $d\left(2 z_{1}-x_{0}, \overline{\mathbb{R}^{d} \backslash \Omega}\right) \leq c|h|^{2}$. Hence, by (3.33), in order to prove (3.32), it suffices to show that

$$
\begin{equation*}
\left|z_{2}-2 z_{1}+x_{0}\right| \leq c|h|^{2} \tag{3.36}
\end{equation*}
$$

Let $\mathbf{n}$ be the unit outward normal vector at $z_{1}$ and let $w:=u\left(\tau_{0}+\tau_{1}\right)=-\frac{\nabla g\left(z_{1}\right)-\mu \mathbf{n}}{\left|\nabla g\left(z_{1}\right)-\mu \mathbf{n}\right|}$ be the unit optimal control vector at $z_{1}$, at time $\tau_{0}+\tau_{1}$ (where $\mu$ is the unique constant so that $k\left(\tau_{0}+\tau_{1}, z_{1}\right)\left|\nabla g\left(z_{1}\right)-\mu \mathbf{n}\right|=1$; see Lemma 3.12). If $d=1$, then there exists $\alpha \in \mathbb{R}$ such that $2 z_{1}-x_{0}-z_{2}=\alpha \mathbf{n}$. Otherwise, for $d \geq 2$, notice that, by Proposition $3.21, \mathbf{n} \cdot w \geq c>0$, which shows that $\mathbf{n}$ and $w$ are not orthogonal, and thus there exists a unit vector $e$ orthogonal to $w$ such that

$$
\begin{equation*}
2 z_{1}-x_{0}-z_{2}=\alpha \mathbf{n}+\beta e \tag{3.37}
\end{equation*}
$$

We also write (3.37) when $d=1$ using the convention $e=0$ for this case. Notice that $|\mathbf{n}|^{2} \geq|\mathbf{n} \cdot w|^{2}+|\mathbf{n} \cdot e|^{2}$, and thus

$$
\begin{equation*}
1-|\mathbf{n} \cdot e|^{2} \geq c \tag{3.38}
\end{equation*}
$$

We have

$$
\begin{aligned}
\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n} & =\alpha+\beta e \cdot \mathbf{n} \\
\left(2 z_{1}-x_{0}-z_{2}\right) \cdot e & =\alpha e \cdot \mathbf{n}+\beta
\end{aligned}
$$

Then,

$$
\binom{\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}}{\left(2 z_{1}-x_{0}-z_{2}\right) \cdot e}=\left(\begin{array}{cc}
1 & e \cdot \mathbf{n} \\
e \cdot \mathbf{n} & 1
\end{array}\right)\binom{\alpha}{\beta}
$$

or equivalently,

$$
\binom{\alpha}{\beta}=\left(\begin{array}{cc}
1 & e \cdot \mathbf{n} \\
e \cdot \mathbf{n} & 1
\end{array}\right)^{-1}\binom{\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}}{\left(2 z_{1}-x_{0}-z_{2}\right) \cdot e}
$$

Thus

$$
\begin{equation*}
\left|2 z_{1}-x_{0}-z_{2}\right| \leq|\alpha|+|\beta| \leq \frac{2}{1-(e \cdot \mathbf{n})^{2}}\left(\left|\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}\right|+\left|\left(2 z_{1}-x_{0}-z_{2}\right) \cdot e\right|\right) \tag{3.39}
\end{equation*}
$$

where the denominator can be estimated thanks to (3.38). We note that

$$
\begin{aligned}
& z_{2}-2 z_{1}+x_{0} \\
&=x_{0}+x_{2}-2 x_{1}+\int_{\tau_{0}}^{\tau_{0}+2 \tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u^{\star}(s) \mathrm{d} s-2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s \\
&= x_{0}+x_{2}-2 x_{1}+\int_{\tau_{0}}^{\tau_{0}+2 \tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u\left(\frac{s+\tau_{0}}{2}\right) \mathrm{d} s-2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s \\
&= x_{0}+x_{2}-2 x_{1}+2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \mathrm{d} s .
\end{aligned}
$$

Hence,
$\left(z_{2}-2 z_{1}+x_{0}\right) \cdot e=\left(x_{0}+x_{2}-2 x_{1}\right) \cdot e$

$$
\begin{equation*}
+2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \cdot e \mathrm{~d} s \tag{3.40}
\end{equation*}
$$

Yet, from Proposition 3.22, we have

$$
\left|\left(x_{0}+x_{2}-2 x_{1}\right) \cdot e\right| \leq\left|x_{0}+x_{2}-2 x_{1}\right| \leq c|h|^{2} .
$$

To estimate the second term in (3.40), we first observe that, since $u$ is $L_{x}$-Lipschitz continuous by Proposition 3.14, we have, for all $s \in\left[\tau_{0}, \tau_{0}+\tau_{1}\right]$,

$$
\begin{equation*}
|u(s)-w|=\left|u(s)-u\left(\tau_{0}+\tau_{1}\right)\right| \leq c\left(\tau_{0}+\tau_{1}-s\right) \leq c|h| \tag{3.41}
\end{equation*}
$$

using (3.25). This implies that

$$
|u(s) \cdot e|=|(u(s)-w) \cdot e| \leq c|h| .
$$

Hence, using again (3.25), we get

$$
\begin{aligned}
&\left|\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \cdot e \mathrm{~d} s\right| \\
& \leq 2 k_{\max } \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}|u(s) \cdot e| \mathrm{d} s \leq c|h| \tau_{1} \leq c|h|^{2}
\end{aligned}
$$

Consequently,

$$
\left|\left(z_{2}-2 z_{1}+x_{0}\right) \cdot e\right| \leq c|h|^{2} .
$$

To complete the proof of (3.36), it now suffices, by (3.39), to show that

$$
\left|\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}\right| \leq c|h|^{2}
$$

We have

$$
\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}=\left(z_{1}-x_{0}\right) \cdot \mathbf{n}+\left(z_{1}-z_{2}\right) \cdot \mathbf{n} .
$$

Let $d^{ \pm}$be defined by (3.12) and recall that $d^{ \pm}$is $C^{1,1}$ in a neighborhood of $\partial \Omega$. Hence, we have

$$
d^{ \pm}\left(x_{0}\right)=d^{ \pm}\left(z_{1}\right)+\nabla d^{ \pm}\left(z_{1}\right) \cdot\left(x_{0}-z_{1}\right)+O\left(\left|z_{1}-x_{0}\right|^{2}\right) .
$$

As $x_{0}, z_{1} \in \partial \Omega$ and $\nabla d^{ \pm}\left(z_{1}\right)=\mathbf{n}$, we get

$$
\left(x_{0}-z_{1}\right) \cdot \mathbf{n}=O\left(\left|z_{1}-x_{0}\right|^{2}\right)
$$

Yet, by (3.34), $\left|z_{1}-x_{0}\right| \leq c|h|$. Then

$$
\left|\left(z_{1}-x_{0}\right) \cdot \mathbf{n}\right| \leq c|h|^{2} .
$$

Moreover, notice that

$$
\begin{equation*}
\left|z_{2}-z_{1}\right| \leq\left|z_{2}-x_{2}\right|+\left|x_{2}-x_{1}\right|+\left|x_{1}-z_{1}\right| \leq c|h| \tag{3.42}
\end{equation*}
$$

by (3.30), Proposition 3.22, and (3.35). We have

$$
d^{ \pm}\left(z_{2}\right)=d^{ \pm}\left(z_{1}\right)+\nabla d^{ \pm}\left(z_{1}\right) \cdot\left(z_{2}-z_{1}\right)+O\left(\left|z_{2}-z_{1}\right|^{2}\right) .
$$

As $z_{2} \in \Omega$ and $z_{1} \in \partial \Omega$, we get

$$
-\mathbf{n} \cdot\left(z_{2}-z_{1}\right)+O\left(\left|z_{2}-z_{1}\right|^{2}\right) \geq 0
$$

Then (3.42) implies that

$$
\left(z_{1}-z_{2}\right) \cdot \mathbf{n} \geq-c|h|^{2} .
$$

Consequently,

$$
\left|\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}\right| \leq\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}+c|h|^{2}
$$

To complete the proof of Case 2(a), we are now left to prove that

$$
\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n} \leq c|h|^{2} .
$$

As in (3.40),

$$
\begin{aligned}
\left(2 z_{1}-x_{0}-z_{2}\right) \cdot \mathbf{n}= & -\left(x_{0}+x_{2}-2 x_{1}\right) \cdot \mathbf{n} \\
& -2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \cdot \mathbf{n} \mathrm{d} s .
\end{aligned}
$$

From Proposition 3.22, we get again that

$$
-\left(x_{0}+x_{2}-2 x_{1}\right) \cdot \mathbf{n} \leq\left|x_{0}+x_{2}-2 x_{1}\right| \leq c|h|^{2} .
$$

For the second term, we have

$$
\begin{align*}
& -\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \cdot \mathbf{n} \mathrm{d} s  \tag{3.43}\\
& =-\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u(s) \cdot \mathbf{n} \mathrm{d} s \\
&
\end{align*}
$$

From (H2), we have

$$
\begin{align*}
&\left|\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \cdot \mathbf{n} \mathrm{d} s\right|  \tag{3.44}\\
& \leq c \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left|\gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)-\gamma^{\tau_{0}, x_{1}, u}(s)\right| \mathrm{d} s
\end{align*}
$$

Yet, by Proposition 3.22, one has

$$
\begin{gather*}
\left|\gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)-\gamma^{\tau_{0}, x_{1}, u}(s)\right| \\
=\left|x_{2}+\int_{\tau_{0}}^{2 s-\tau_{0}} k\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}(t)\right) u^{\star}(t) \mathrm{d} t-x_{1}-\int_{\tau_{0}}^{s} k\left(t, \gamma^{\tau_{0}, x_{1}, u}(t)\right) u(t) \mathrm{d} t\right|  \tag{3.45}\\
\leq\left|x_{2}-x_{1}\right|+\int_{\tau_{0}}^{2 s-\tau_{0}} k\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}(t)\right) \mathrm{d} t+\int_{\tau_{0}}^{s} k\left(t, \gamma^{\tau_{0}, x_{1}, u}(t)\right) \mathrm{d} t \\
\leq c|h|+3 k_{\max }\left(s-\tau_{0}\right) .
\end{gather*}
$$

Hence, we get by (3.25) that

$$
\begin{aligned}
\mid \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) & u(s) \cdot \mathbf{n} \mathrm{d} s \mid \\
& \leq c \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(|h|+\left(s-\tau_{0}\right)\right) \mathrm{d} s \leq c|h|^{2}
\end{aligned}
$$

We are left to consider the first term of the right-hand side of (3.43). Recalling that $w \cdot \mathbf{n} \geq c$ by Proposition 3.21, we finally obtain, using (H8), (3.25), and (3.41), that

$$
\begin{aligned}
& -\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u(s) \cdot \mathbf{n} \mathrm{d} s \\
& \quad=-\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) w \cdot \mathbf{n} \mathrm{~d} s \\
& \quad-\int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right)(u(s)-w) \cdot \mathbf{n} \mathrm{d} s \\
& \quad \leq \int_{\tau_{0}}^{\tau_{0}+\tau_{1}} \int_{s}^{2 s-\tau_{0}}-k_{t}\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right) w \cdot \mathbf{n} \mathrm{~d} t \mathrm{~d} s+c|h|^{2} \leq c\left(\tau_{1}^{2}+|h|^{2}\right) \leq c|h|^{2} .
\end{aligned}
$$

- Case 2(b): $\tau_{2}:=\tau^{\tau_{0}, x_{2}, u^{\star}} \leq 2 \tau_{1}$.

Set

$$
z_{1}:=\gamma_{\tau}^{\tau_{0}, x_{1}, u}, z_{2}:=\gamma_{\tau}^{\tau_{0}, x_{2}, u^{\star}} \in \partial \Omega .
$$

Recall that, by (3.24), it suffices to estimate $\varphi\left(\tau_{0}, x_{2}\right)-2 \varphi\left(\tau_{0}, x_{1}\right)+g\left(x_{0}\right)$. Using Lemma 3.4 and (H9), we have

$$
\begin{gather*}
\varphi\left(\tau_{0}, x_{2}\right)-2 \varphi\left(\tau_{0}, x_{1}\right)+g\left(x_{0}\right) \\
\leq \tau_{2}+g\left(z_{2}\right)-2 \tau_{1}-2 g\left(z_{1}\right)+g\left(x_{0}\right) \\
=\tau_{2}-2 \tau_{1}+2\left(g\left(\frac{x_{0}+z_{2}}{2}\right)-g\left(z_{1}\right)\right)+g\left(z_{2}\right)+g\left(x_{0}\right)-2 g\left(\frac{x_{0}+z_{2}}{2}\right)  \tag{3.46}\\
\leq \tau_{2}-2 \tau_{1}+2\left(g\left(\frac{x_{0}+z_{2}}{2}\right)-g\left(z_{1}\right)\right)+c\left|z_{2}-x_{0}\right|^{2} .
\end{gather*}
$$

Using Proposition 3.22, we obtain that

$$
\begin{equation*}
\left|z_{2}-x_{0}\right| \leq\left|z_{2}-x_{2}\right|+\left|x_{2}-x_{0}\right| \leq\left|z_{2}-x_{2}\right|+c|h| . \tag{3.47}
\end{equation*}
$$

Yet, using (3.25),

$$
\begin{equation*}
\left|z_{2}-x_{2}\right|=\left|\int_{\tau_{0}}^{\tau_{0}+\tau_{2}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u^{\star}(s) \mathrm{d} s\right| \leq 2 k_{\max } \tau_{1} \leq c|h| . \tag{3.48}
\end{equation*}
$$

On the other hand, using (H9), we have

$$
\begin{equation*}
g\left(\frac{x_{0}+z_{2}}{2}\right)-g\left(z_{1}\right) \leq \frac{1}{2} \nabla g\left(z_{1}\right) \cdot\left(x_{0}+z_{2}-2 z_{1}\right)+O\left(\left|x_{0}+z_{2}-2 z_{1}\right|^{2}\right) . \tag{3.49}
\end{equation*}
$$

But it is clear that

$$
\begin{aligned}
\left|x_{0}+z_{2}-2 z_{1}\right| \leq & \left|x_{0}+x_{2}-2 x_{1}\right|+2 \int_{\tau_{0}}^{\tau_{0}+\tau_{1}}\left|k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s)\right| \mathrm{d} s \\
& +\int_{\tau_{0}}^{\tau_{0}+\tau_{2}}\left|k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u^{\star}(s)\right| \mathrm{d} s
\end{aligned}
$$

which implies, using Proposition 3.22 and (3.25), that

$$
\begin{equation*}
\left|x_{0}+z_{2}-2 z_{1}\right| \leq c|h|^{2}+4 k_{\max } \tau_{1} \leq c|h| . \tag{3.50}
\end{equation*}
$$

So, inserting (3.48) into (3.47) and (3.50) into (3.49), we conclude from (3.24) and (3.46) that the proof of Case 2(b) is completed if one shows that

$$
\tau_{2}-2 \tau_{1}+\nabla g\left(z_{1}\right) \cdot\left(x_{0}+z_{2}-2 z_{1}\right) \leq c|h|^{2}
$$

Let $\mathbf{n}$ be the unit outward normal vector at $z_{1}$. If $d=1$, there exists $\alpha \in[-\lambda, \lambda]$ such that $\nabla g\left(z_{1}\right)=\alpha \mathbf{n}$. Otherwise, for $d \geq 2$, there exist a unit vector $e$ orthogonal to $\mathbf{n}$ and $\alpha, \beta \in \mathbb{R}$ such that

$$
\begin{equation*}
\nabla g\left(z_{1}\right)=\alpha \mathbf{n}+\beta e \tag{3.51}
\end{equation*}
$$

We write (3.51) also when $d=1$ by setting $e=0$ in this case. Notice that $\alpha^{2}+\beta^{2}=$ $\left|\nabla g\left(z_{1}\right)\right|^{2} \leq \lambda^{2}$. We have

$$
\begin{aligned}
\nabla g\left(z_{1}\right) \cdot\left(x_{0}+z_{2}-2 z_{1}\right) & =(\alpha \mathbf{n}+\beta e) \cdot\left(x_{0}+z_{2}-2 z_{1}\right) \\
& =\alpha \mathbf{n} \cdot\left(x_{0}+z_{2}-2 z_{1}\right)+\beta e \cdot\left(x_{0}+z_{2}-2 z_{1}\right) .
\end{aligned}
$$

Similarly to (3.34) and (3.42) from Case 2(a), one can show that

$$
\left|x_{0}-z_{1}\right|+\left|z_{1}-z_{2}\right| \leq c|h| .
$$

From (H4) and the fact that $x_{0}, z_{1}, z_{2} \in \partial \Omega$, we infer that

$$
\alpha \mathbf{n} \cdot\left(x_{0}+z_{2}-2 z_{1}\right) \leq c|h|^{2} .
$$

We are now left to prove that

$$
\tau_{2}-2 \tau_{1}+\beta e \cdot\left(x_{0}+z_{2}-2 z_{1}\right) \leq c|h|^{2}
$$

Set

$$
z:=\gamma^{\tau_{0}, x_{1}, u}\left(\tau_{0}+\frac{\tau_{2}}{2}\right) .
$$

Then, one has

$$
\tau_{2}-2 \tau_{1}+\beta e \cdot\left(x_{0}+z_{2}-2 z_{1}\right)=\tau_{2}-2 \tau_{1}+\beta e \cdot\left(x_{0}+z_{2}-2 z\right)+2 \beta e \cdot\left(z-z_{1}\right)
$$

Let us observe that

$$
\left|z-z_{1}\right|=\left|\int_{\tau_{0}+\frac{\tau_{2}}{2}}^{\tau_{0}+\tau_{1}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s\right| \leq k_{\max }\left(\tau_{1}-\frac{\tau_{2}}{2}\right) .
$$

Using $k_{\max }|\beta| \leq k_{\max } \lambda<1$, we infer that

$$
\tau_{2}-2 \tau_{1}+\beta e \cdot\left(x_{0}+z_{2}-2 z\right)+2 \beta e \cdot\left(z-z_{1}\right) \leq \beta e \cdot\left(x_{0}+z_{2}-2 z\right)
$$

So, the aim, now, is to prove that

$$
\begin{equation*}
\beta e \cdot\left(x_{0}+z_{2}-2 z\right) \leq c|h|^{2} . \tag{3.52}
\end{equation*}
$$

Let us observe that

$$
\begin{gather*}
\quad=x_{0}+x_{2}-2 x_{1}-2 \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s+\int_{\tau_{0}}^{\tau_{0}+\tau_{2}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u^{\star}(s) \mathrm{d} s  \tag{3.53}\\
=x_{0}+x_{2}-2 x_{1}-2 \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}} k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right) u(s) \mathrm{d} s+\int_{\tau_{0}}^{\tau_{0}+\tau_{2}} k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}(s)\right) u\left(\frac{s+\tau_{0}}{2}\right) \mathrm{d} s \\
=x_{0}+x_{2}-2 x_{1}+2 \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \mathrm{d} s \\
=x_{0}+x_{2}-2 x_{1}+2 \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u(s) \mathrm{d} s \\
\quad+2 \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \mathrm{d} s .
\end{gather*}
$$

Recall that, by Proposition (3.22),

$$
\begin{equation*}
\left|x_{2}+x_{0}-2 x_{1}\right| \leq c|h|^{2} . \tag{3.54}
\end{equation*}
$$

From (H2) and proceeding as in (3.44) and (3.45), we infer that

$$
\begin{aligned}
& \left|\int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \mathrm{d} s\right| \\
& \leq c \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left|\gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)-\gamma^{\tau_{0}, x_{1}, u}(s)\right| \mathrm{d} s,
\end{aligned}
$$

and, by Proposition 3.22,

$$
\begin{gathered}
\left|\gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)-\gamma^{\tau_{0}, x_{1}, u}(s)\right| \\
=\mid x_{2}+\int_{\tau_{0}}^{2 s-\tau_{0}} k\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}(t)\right) u^{\star}(t) \mathrm{d} t-x_{1}-\int_{\tau_{0}}^{s} k\left(t, \gamma^{\tau_{0}, x_{1}, u}(t)\right) u(t) \mathrm{d} t \\
\leq\left|x_{2}-x_{1}\right|+\left|\int_{\tau_{0}}^{2 s-\tau_{0}} k\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}(t)\right) u^{\star}(t) \mathrm{d} t\right|+\left|\int_{\tau_{0}}^{s} k\left(t, \gamma^{\tau_{0}, x_{1}, u}(t)\right) u(t) \mathrm{d} t\right| \\
\leq c|h|+3 k_{\max }\left(s-\tau_{0}\right) .
\end{gathered}
$$

Consequently, we get

$$
\begin{equation*}
\left|\int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{1}, u}(s)\right)\right) u(s) \mathrm{d} s\right| \leq c|h|^{2} . \tag{3.55}
\end{equation*}
$$

On the other hand, using the fact from Proposition 3.14 that $u$ is $L_{x}$-Lipschitz continuous, we get that

$$
\begin{equation*}
\int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u(s) \mathrm{d} s \tag{3.56}
\end{equation*}
$$

$$
\begin{aligned}
& =\int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u\left(\tau_{0}+\tau_{1}\right) \mathrm{d} s \\
+ & \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right)\left(u(s)-u\left(\tau_{0}+\tau_{1}\right)\right) \mathrm{d} s \\
\leq & \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u\left(\tau_{0}+\tau_{1}\right) \mathrm{d} s+c|h|^{2} .
\end{aligned}
$$

We recall that

$$
u\left(\tau_{0}+\tau_{1}\right)=-\frac{\nabla g\left(z_{1}\right)-\mu \mathbf{n}}{\left|\nabla g\left(z_{1}\right)-\mu \mathbf{n}\right|} \quad \text { and } \quad k\left(\tau_{0}+\tau_{1}, z_{1}\right)\left|\nabla g\left(z_{1}\right)-\mu \mathbf{n}\right|=1
$$

and so, using (H8) and (3.25), we get

$$
\begin{align*}
& \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) u\left(\tau_{0}+\tau_{1}\right) \cdot \beta e \mathrm{~d} s  \tag{3.57}\\
= & -k\left(\tau_{0}+\tau_{1}, z_{1}\right) \beta^{2} \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}}\left(k\left(2 s-\tau_{0}, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)-k\left(s, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right)\right) \mathrm{d} s \\
= & k\left(\tau_{0}+\tau_{1}, z_{1}\right) \beta^{2} \int_{\tau_{0}}^{\tau_{0}+\frac{\tau_{2}}{2}} \int_{s}^{2 s-\tau_{0}}-k_{t}\left(t, \gamma^{\tau_{0}, x_{2}, u^{\star}}\left(2 s-\tau_{0}\right)\right) \mathrm{d} t \mathrm{~d} s \leq c|h|^{2} .
\end{align*}
$$

We then obtain (3.52) by combining (3.53), (3.55), (3.56), and (3.57).
We finish this section by a remark on the importance of assuming (H8).
Remark 3.24. One can give an example showing that a lower bound on the derivative of the dynamic $k$ with respect to $t$ is a sharp condition to obtain semi-concavity of $\varphi$. To see that, let $\Omega$ be the unit ball in $\mathbb{R}^{d}$. Let $\kappa$ be a differentiable real function with $0<\kappa_{\min } \leq \kappa \leq$ $\kappa_{\max }<+\infty$. Set $k(t, x):=\kappa(t)$, for every $(t, x) \in \mathbb{R}^{+} \times \Omega$. For a given $x \in \Omega$, the optimal trajectory for $x$, at time 0 , will be given by

$$
\gamma^{\prime}(s)=k(s, \gamma(s)) e(x)=\kappa(s) e(x)
$$

where $e(x):=x /|x|$. Let $\varphi$ be the value function associated with this optimal control problem. We observe easily that

$$
\int_{0}^{\varphi(0, x)} \kappa(s) \mathrm{d} s=1-|x| .
$$

Now, set

$$
G(T):=\int_{0}^{T} \kappa(s) \mathrm{d} s, \quad \text { for all } T \geq 0
$$

and $H:=G^{-1}$. This yields that

$$
\varphi(0, x)=H(1-|x|) .
$$

Consequently, we have

$$
\nabla^{2} \varphi(0, x)=H^{\prime \prime}(1-|x|) e(x) \otimes e(x)-\frac{H^{\prime}(1-|x|)}{|x|}(I-e(x) \otimes e(x))
$$

where

$$
H^{\prime}=\frac{1}{\kappa} \circ H \quad \text { and } \quad H^{\prime \prime}=-\frac{\kappa^{\prime}}{\kappa^{3}} \circ H
$$

This shows that $\nabla^{2} \varphi$ cannot be bounded from above unless $\kappa^{\prime}$ is bounded from below.
3.4. Differentiability of the value function. We prove in this section an extra result on our exit-time optimal control problem, namely that the value function $\varphi$ is differentiable along optimal trajectories. This kind of result is classical (see [17]) and one can even obtain more (for instance, in [16] smoothness of the value function in a neighborhood of optimal trajectories is proven under some suitable conditions). Yet, most of the literature is concerned with the autonomous case (see in particular [17]), which motivates us to provide a detailed proof here dealing with the subtleties of our non-autonomous setting.

The results of this subsection will be of use in Section 4.1 in order to obtain the continuity equation in (4.7). They require a result stronger than Theorem 3.23, namely the semi-concavity of $\varphi$ on both variables $(t, x)$, and not only on $x$. We then need the stronger assumption that

$$
\begin{equation*}
k \in C^{1,1}\left(\mathbb{R}^{+} \times \Omega\right) \tag{H10}
\end{equation*}
$$

Remark 3.25. The sharper assumption (H8) will be of use in Section 4.3 when studying a less regular MFG model. Its study is carried out by an approximation procedure, with approximated dynamics $k_{\varepsilon} \in C^{1,1}\left(\mathbb{R}^{+} \times \Omega\right)$ for $\varepsilon>0$ but with no uniform bounds on their $C^{1,1}$ behavior, except for an uniform lower bound on $\partial_{t} k_{\varepsilon}$, which is the motivation for (H8). Since the differentiability of $\varphi$ along optimal trajectories plays no particular role in this approximation procedure, one may assume the stronger assumption (H10) for the purposes of this section.

Our first result concerns the semi-concavity of $\varphi$ on $(t, x)$.
Proposition 3.26. Under assumptions (H1), (H3), (H4), (H9), and (H10), the value function $\varphi$ is semi-concave on $\mathbb{R}^{+} \times \Omega$.

Proof. We apply the classical semi-concavity result from [17, Theorem 8.2.7] to the augmented system $z^{\prime}=\widetilde{k}(z, u)$, where $z=(t, \gamma)$ and $\widetilde{k}$ is given by $\widetilde{k}(z, u)=(1, k(z) u)$.

As a consequence of the semi-concavity of $\varphi$ on $\mathbb{R}^{+} \times \Omega$ and the standard properties of semi-concave functions recalled in Proposition 2.2, one obtains the following result.
Proposition 3.27. Let $c>0$ be the constant from Corollary 3.11. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and assume that $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists. Then $\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right| \geq c$.

Notice that this improves the result of Corollary 3.11 concerning $\nabla \varphi$, since one does not assume differentiability of $\varphi$ on $\left(t_{0}, x_{0}\right)$ in the statement of Proposition 3.27 , but only the existence of $\nabla \varphi$.
Proof. By Proposition 3.8, $\varphi$ is Lipschitz continuous on $\mathbb{R}^{+} \times \Omega$, and hence it is differentiable almost everywhere. Then there exists sequences $\left(t_{n}\right)_{n \in \mathbb{N}^{*}}$ in $\mathbb{R}^{+}$and $\left(x_{n}\right)_{n \in \mathbb{N}^{*}}$ in $\Omega$ such that $\varphi$ is differentiable at $\left(t_{n}, x_{n}\right)$ for every $n \in \mathbb{N}^{*}$ and $t_{n} \rightarrow t_{0}$ and $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$. In particular, one has $\left|\nabla \varphi\left(t_{n}, x_{n}\right)\right| \geq c$ for every $n \in \mathbb{N}$.

Let $p_{n}=D \varphi\left(t_{n}, x_{n}\right)$. Since $\varphi$ is Lipschitz continuous, $p_{n}$ is bounded, and hence, up to the extraction of a subsequence, $p_{n}$ converges to some $p=\left(p_{t}, p_{x}\right) \in \mathbb{R} \times \mathbb{R}^{d}$. Then $p \in D^{\star} \varphi\left(t_{0}, x_{0}\right)$ and thus $p_{x} \in \Pi_{x}\left(D^{\star} \varphi\left(t_{0}, x_{0}\right)\right) \subset \Pi_{x}\left(D^{+} \varphi\left(t_{0}, x_{0}\right)\right) \subset \nabla^{+} \varphi\left(t_{0}, x_{0}\right)=\left\{\nabla \varphi\left(t_{0}, x_{0}\right)\right\}$. Hence $\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|=\left|p_{x}\right|=\lim _{n \rightarrow \infty}\left|\nabla \varphi\left(t_{n}, x_{n}\right)\right| \geq c$, as required.

Another consequence of the semi-concavity of $\varphi$ is the following.
Proposition 3.28. Let $\gamma$ be an optimal trajectory for $x_{0}$, at time $t_{0}$, and $u$ be the associated optimal control. If $\varphi$ is differentiable at $\left(t_{0}, x_{0}\right)$, then $\varphi$ is differentiable at $(t, \gamma(t))$, for all $t \in\left[t_{0}, t_{0}+\tau_{0}\right)$, where $\tau_{0}=\tau^{t_{0}, x_{0}, u}$.

Proof. Fix $t \in\left[t_{0}, t_{0}+\tau_{0}\right)$. If $\varphi$ is differentiable at $\left(t_{0}, x_{0}\right)$, then the subdifferential $\nabla^{-} \varphi\left(t_{0}, x_{0}\right)$ is a singleton, say $\nabla^{-} \varphi\left(t_{0}, x_{0}\right)=\left\{p_{0}\right\}$. Now, let $p$ be a solution of (3.11) with initial condition $p\left(t_{0}\right)=p_{0}$. By Proposition 3.19, $p(t) \in \nabla^{-} \varphi(t, \gamma(t))$, which implies, in particular, that $\nabla^{-} \varphi(t, \gamma(t)) \neq \emptyset$. On the other hand, as $\varphi$ is semi-concave, then $D^{+} \varphi(t, \gamma(t)) \neq \emptyset$ and so, $\nabla^{+} \varphi(t, \gamma(t)) \neq \emptyset$. Hence, $\varphi$ is differentiable with respect to $x$ at $(t, \gamma(t))$. Now, take $\left(p_{t}, p_{x}\right) \in D^{+} \varphi(t, \gamma(t))$. Then, $p_{x}=\nabla \varphi(t, \gamma(t))$. Yet, by Proposition 3.6, we have

$$
\begin{equation*}
-p_{t}+k(t, \gamma(t))\left|p_{x}\right|=1, \tag{3.58}
\end{equation*}
$$

which implies that $p_{t}$ is uniquely determined by $\nabla \varphi(t, \gamma(t))$. Consequently, $D^{+} \varphi(t, \gamma(t))$ is a singleton and so, $\varphi$ is differentiable at $(t, \gamma(t)$ ) (thanks again to the semi-concavity of the value function $\varphi$ ).

Remark 3.29. The proof of Proposition 3.28 cannot be extended to include the final time $t_{0}+\tau_{0}$ as (3.58) does not hold a priori at the endpoint of an optimal trajectory.

Proposition 3.30. Let $t_{0}, x_{0}, \gamma, u, \tau_{0}$, and $p$ be as in Proposition 3.19. Fix $t_{1} \in\left(t_{0}, t_{0}+\tau_{0}\right)$ and set $x_{1}:=\gamma\left(t_{1}\right)$. Suppose that $p\left(t_{1}\right) \in \Pi_{x}\left(D^{\star} \varphi\left(t_{1}, x_{1}\right)\right)$, then $p(t) \in \Pi_{x}\left(D^{\star} \varphi(t, \gamma(t))\right)$, for all $t \in\left[t_{1}, t_{0}+\tau_{0}\right]$.

Proof. If $p\left(t_{1}\right) \in \Pi_{x}\left(D^{\star} \varphi\left(t_{1}, x_{1}\right)\right)$, then there is a sequence $\left(t_{1, n}, x_{1, n}\right) \in \mathbb{R}^{+} \times \Omega$ such that $t_{1, n} \rightarrow t_{1}, x_{1, n} \rightarrow x_{1}$ and $\varphi$ is differentiable at $\left(t_{1, n}, x_{1, n}\right)$ with $\nabla \varphi\left(t_{1, n}, x_{1, n}\right) \rightarrow p\left(t_{1}\right)$. As $\varphi$ is differentiable at $\left(t_{1, n}, x_{1, n}\right)$, then, by Proposition 3.28, $\varphi$ is differentiable at $\left(t, \gamma_{n}(t)\right)$, for all $t \in\left[t_{1, n}, t_{1, n}+\tau_{1, n}\right)$, where $\gamma_{n}$ is an optimal trajectory for $x_{1, n}$, at time $t_{1, n}$, and $\tau_{1, n}=\tau^{t_{1, n}, x_{1, n}, u_{n}}, u_{n}$ being the optimal control associated with $\gamma_{n}$. Let $p_{n}$ be the solution of

$$
\left\{\begin{align*}
p_{n}^{\prime}(t) & =-\nabla k\left(t, \gamma_{n}(t)\right) u_{n}(t) \cdot p_{n}(t), \quad t \in\left[t_{1, n}, t_{1, n}+\tau_{1, n}\right]  \tag{3.59}\\
p_{n}\left(t_{1, n}\right) & =\nabla \varphi\left(t_{1, n}, x_{1, n}\right)
\end{align*}\right.
$$

By Proposition 3.19, we have $p_{n}(t)=\nabla \varphi\left(t, \gamma_{n}(t)\right)$ for all $t \in\left[t_{1, n}, t_{1, n}+\tau_{1, n}\right)$. Yet, it is clear, from Lemma 3.16 \& Proposition 3.17, that $u_{n} \rightarrow u$ and $\gamma_{n} \rightarrow \gamma$ uniformly, where $u$ is the unique optimal control for $x_{1}$, at time $t_{1}$, and $\gamma$ is its associated optimal trajectory. So, we also have $p_{n} \rightarrow p$ uniformly. Now, fix $t \in\left[t_{1}, t_{0}+\tau_{0}\right]$ and let $\left(t_{n}\right)_{n}$ be any sequence such that $t_{n} \in\left(t_{1, n}, t_{1, n}+\tau_{1, n}\right)$, for all $n$, and $t_{n} \rightarrow t$. As $p_{n}\left(t_{n}\right)=\nabla \varphi\left(t_{n}, \gamma_{n}\left(t_{n}\right)\right)$, we get that $p(t)=\lim _{n} \nabla \varphi\left(t_{n}, \gamma_{n}\left(t_{n}\right)\right)$, which means that $p(t) \in \Pi_{x}\left(D^{\star} \varphi(t, \gamma(t))\right)$.

We are now ready to prove the main result of this subsection.
Theorem 3.31. Given $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$, let $\gamma:\left[t_{0}, t_{0}+\tau_{0}\right] \rightarrow \Omega$ be an optimal trajectory for $x_{0}$, at time $t_{0}$, where $\tau_{0}=\tau^{t_{0}, x_{0}, u} ; u$ being the associated optimal control. Then, $\varphi$ is differentiable at all points $(t, \gamma(t))$, with $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$.

Proof. Let us argue by contradiction and suppose that $D^{+} \varphi(t, \gamma(t))$ is not a singleton for some $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$. Then, thanks to Proposition $2.2, D^{\star} \varphi(t, \gamma(t))$ contains at least two elements, say $\left(p_{t, 0}, p_{x, 0}\right)$ and ( $p_{t, 1}, p_{x, 1}$ ). Yet, from Proposition 3.6, we see that different elements of $D^{\star} \varphi(t, \gamma(t))$ have different space components, i.e. $p_{x, 0} \neq p_{x, 1}$. For any $\theta \in(0,1)$, we have $(1-\theta)\left(p_{t, 0}, p_{x, 0}\right)+\theta\left(p_{t, 1}, p_{x, 1}\right) \in D^{+} \varphi(t, \gamma(t))$ and so, recalling again Proposition 3.6, one has

$$
\begin{aligned}
& -p_{t, 0}+k(t, \gamma(t))\left|p_{x, 0}\right|-1=0, \\
& -p_{t, 1}+k(t, \gamma(t))\left|p_{x, 1}\right|-1=0,
\end{aligned}
$$

and

$$
-(1-\theta) p_{t, 0}-\theta p_{t, 1}+k(t, \gamma(t))\left|(1-\theta) p_{x, 0}+\theta p_{x, 1}\right|-1=0 .
$$

Hence, we have

$$
\begin{equation*}
\left|(1-\theta) p_{x, 0}+\theta p_{x, 1}\right|=(1-\theta)\left|p_{x, 0}\right|+\theta\left|p_{x, 1}\right|, \tag{3.60}
\end{equation*}
$$

which implies that $p_{x, 1}=\alpha p_{x, 0}$, for some $\alpha>0, \alpha \neq 1$. Now, let $p_{0}$ and $p_{1}$ be the solutions of (3.11), associated with the optimal $(\gamma, u)$, with initial condition $p_{0}(t)=p_{x, 0}$ and $p_{1}(t)=p_{x, 1}$, respectively. Then $p_{1}=\alpha p_{0}$. In particular, we have $p_{1}\left(t_{0}+\tau_{0}\right)=\alpha p_{0}\left(t_{0}+\tau_{0}\right)$. Yet, by Proposition 3.30, we know that both $p_{0}\left(t_{0}+\tau_{0}\right)$ and $p_{1}\left(t_{0}+\tau_{0}\right)$ belong to $\Pi_{x}\left(D^{\star} \varphi\left(t_{0}+\tau_{0}, \gamma\left(t_{0}+\right.\right.\right.$ $\left.\left.\tau_{0}\right)\right)$ ). As $\varphi(t, x)=g(x)$ at every $(t, x) \in \mathbb{R}^{+} \times \partial \Omega$, then $\varphi$ is differentiable with respect to $t$ on $\mathbb{R}^{+} \times \partial \Omega$ and, $\partial_{t} \varphi=0$. This implies that $\Pi_{t}\left(D^{\star} \varphi\left(t_{0}+\tau_{0}, \gamma\left(t_{0}+\tau_{0}\right)\right)\right)=\{0\}$. Hence, we obtain, using Proposition 3.6, that if $q_{0}, q_{1} \in \Pi_{x}\left(D^{\star} \varphi\left(t_{0}+\tau_{0}, \gamma\left(t_{0}+\tau_{0}\right)\right)\right)$, then $\left|q_{0}\right|=\left|q_{1}\right|$. This implies that $\left|p_{0}\left(t_{0}+\tau_{0}\right)\right|=\left|p_{1}\left(t_{0}+\tau_{0}\right)\right|=\alpha\left|p_{0}\left(t_{0}+\tau_{0}\right)\right|$, which is a contradiction as $\alpha \neq 1$. Hence, $\varphi$ is differentiable at $(t, \gamma(t))$, for all $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$.

Remark 3.32. Contrarily to other classical results on the differentiability of the value function along optimal trajectories such as [17, Theorem 8.4.6], we cannot conclude the proof of Theorem 3.31 using only local information on the superdifferential at the point $(t, \gamma(t))$. The main conclusion we obtain from local information is (3.60), which allows us to deduce that $p_{x, 0}$ and $p_{x, 1}$ are colinear and point to the same direction. In order to obtain the desired contradiction, we need to propagate this information to the boundary, using Proposition 3.30, and exploit the additional information that $\partial_{t} \varphi$ vanishes on $\partial \Omega$ in order to conclude.

As a consequence of Propositions $3.13 \& 3.18$ and Theorem 3.31, one can characterize an optimal control $u$ in terms of the normalized gradient, with respect to $x$, of the value function $\varphi$.

Corollary 3.33. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and $\gamma=\gamma^{t_{0}, x_{0}, u}$ be an optimal trajectory for $x_{0}$, at time $t_{0}$, where $u$ is the associated optimal control. Then, for all $t \in\left(t_{0}, t_{0}+\tau_{0}\right)$, where $\tau_{0}:=\tau^{t_{0}, x_{0}, u}$, one has

$$
\begin{equation*}
\gamma^{\prime}(t)=-k(t, \gamma(t)) \frac{\nabla \varphi(t, \gamma(t))}{|\nabla \varphi(t, \gamma(t))|} \tag{3.61}
\end{equation*}
$$

Our final result of this section provides a converse to Corollary 3.33, proving that any solution of (3.61) is an optimal trajectory, and also that such solutions are unique for almost every initial condition.

Proposition 3.34. Fix $\left(t_{0}, x_{0}\right) \in \mathbb{R}^{+} \times \Omega$ and let $\gamma:\left[t_{0},+\infty\right) \rightarrow \mathbb{R}^{d}$ be an absolutely continuous function satisfying, for almost every $t \in\left[t_{0},+\infty\right)$,

$$
\begin{align*}
\gamma^{\prime}(t) & = \begin{cases}-k(t, \gamma(t)) \frac{\nabla \varphi(t, \gamma(t))}{|\nabla \varphi(t, \gamma(t))|}, & \text { if } \gamma(t) \in \stackrel{\circ}{\Omega}, \\
0, & \text { otherwise },\end{cases}  \tag{3.62}\\
\gamma\left(t_{0}\right) & =x_{0} .
\end{align*}
$$

Then $\gamma$ is an optimal trajectory for $x_{0}$ at time $t_{0}$. Moreover, for every $t_{0} \in \mathbb{R}^{+}$and for a.e. $x_{0} \in \Omega$, (3.62) admits a unique solution $\gamma$.

Proof. Let $t \geq t_{0}$ be such that (3.62) holds at $t$. So, this implies, in particular, that $\varphi$ is differentiable with respect to $x$ at $(t, \gamma(t))$. Thanks to Proposition 3.26, we infer that $\varphi$ is also differentiable with respect to $t$. This follows from the fact that if $\left(p_{t}, p_{x}\right) \in D^{\star} \varphi(t, \gamma(t))$ then, using Proposition 3.5, $p_{t}$ is uniquely determined by $p_{x}=\nabla \varphi(t, \gamma(t))$. Then $D^{\star} \varphi(t, \gamma(t))$ is a singleton, which implies, by Proposition 2.2 , that $D^{+} \varphi(t, \gamma(t))$ is also a singleton.

Hence, we have
$-\frac{d}{d t} \varphi(t, \gamma(t))=-\partial_{t} \varphi(t, \gamma(t))-\nabla \varphi(t, \gamma(t)) \cdot \gamma^{\prime}(t)=-\partial_{t} \varphi(t, \gamma(t))+k(t, \gamma(t))|\nabla \varphi(t, \gamma(t))|=1$.
Integrating the above inequality over $\left[t_{0}, t_{0}+\tau^{t_{0}, x_{0}, u}\right]$ we finally obtain, since $\varphi\left(t_{0}+\tau^{t_{0}, x_{0}, u}\right.$, $\left.\gamma_{\tau}^{t_{0}, x_{0}, u}\right)=g\left(\gamma_{\tau}^{t_{0}, x_{0}, u}\right)$ where $u$ is the control associated with $\gamma$,

$$
\varphi\left(t_{0}, x_{0}\right)=\tau^{t_{0}, x_{0}, u}+g\left(\gamma_{\tau}^{t_{0}, x_{0}, u}\right)
$$

Therefore $u$ is optimal.
For a given $t_{0} \in \mathbb{R}^{+}, x \mapsto \varphi\left(t_{0}, x\right)$ is Lipschitz continuous by Proposition 3.8, and then $\nabla \varphi\left(t_{0}, x_{0}\right)$ exists for almost every $x_{0} \in \Omega$. The last statement of the proposition is then a direct consequence of Proposition 3.20.

## 4. Optimal-Exit mean field games

After the preliminary study of the corresponding optimal control problem in Section 3, we are ready to consider in this section the mean field game model treated in this paper, which we briefly recall. Let $\Omega \subset \mathbb{R}^{d}$ be compact and $k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$and $g: \partial \Omega \rightarrow \mathbb{R}^{+}$be continuous (recall that $\mathcal{P}(\Omega)$ is endowed with the topology of weak convergence of measures). We consider the mean field game in which agents evolve in $\Omega$, their distribution at time $t$ being given by a probability measure $\rho_{t} \in \mathcal{P}(\Omega)$. We assume the initial distribution $\rho_{0}$ to be known. The goal of each agent is to leave $\Omega$ through its boundary $\partial \Omega$ minimizing the sum of their exit time with the cost $g(z)$ at their exit position $z \in \partial \Omega$. The speed of an agent at the position $x$ at time $t$ is assumed to be bounded by $k\left(\rho_{t}, x\right)$, which means that, for a given agent, their trajectory $\gamma$ satisfies $\left|\gamma^{\prime}(t)\right| \leq k\left(\rho_{t}, \gamma(t)\right)$, and thus depends on the distribution of all agents $\rho_{t}$. On the other hand, the distribution of the agents $\rho_{t}$ itself depends on how agents choose their trajectories $\gamma$. We are interested here in equilibrium situations, i.e., in situations where, starting from a time evolution of the density of agents $\rho: \mathbb{R}^{+} \rightarrow \mathcal{P}(\Omega)$, the trajectories $\gamma$ chosen by agents induce an evolution of the initial distribution of agents $\rho_{0}$ that is precisely given by $\rho$.

In this section, we first provide a precise definition of equilibrium and prove existence of equilibria, obtaining as well a system of PDEs, called the MFG system, satisfied by the timedependent measure $\rho_{t}$ and the value function of the corresponding optimal control problem. We then prove that, if $\rho_{0}$ is absolutely continuous with $L^{p}$ density, the same holds for $\rho_{t}$ for $t \geq 0$, with a control on its $L^{p}$ norm. Finally, thanks to these $L^{p}$ estimates, we extend the result of existence of equilibria and the corresponding MFG system to a case where $k$ is less regular.
4.1. Existence of equilibria and the MFG system. In order to provide the definition of equilibrium used in this paper, let us introduce some notation. Let $\Gamma=C\left(\mathbb{R}^{+}, \Omega\right)$. For a given $\gamma \in \Gamma$, we define its arrival time at $\partial \Omega$ by

$$
\tau_{\gamma}:=\inf \{s \geq 0: \gamma(s) \in \partial \Omega\}
$$

and, if $\tau_{\gamma}<+\infty$, we write

$$
\gamma_{\tau}:=\gamma\left(\tau_{\gamma}\right) \in \partial \Omega
$$

Given $\rho: \mathbb{R}^{+} \rightarrow \mathcal{P}(\Omega)$ and $x \in \Omega$, we define the set $\Gamma[\rho, x]$ of admissible trajectories from $x$ by

$$
\begin{aligned}
& \Gamma[\rho, x]:=\left\{\gamma \in \Gamma: \gamma(0)=x,\left|\gamma^{\prime}(s)\right| \leq k\left(\rho_{s}, \gamma(s)\right) \text { for a.e. } s \in\left(0, \tau_{\gamma}\right),\right. \\
&\text { and } \left.\gamma^{\prime}(s)=0 \text { for every } s>\tau_{\gamma}\right\} .
\end{aligned}
$$

With these definitions, one can write the optimal control problem solved by each agent of the mean field game as

$$
\begin{equation*}
\inf \{J(\gamma): \gamma \in \Gamma[\rho, x]\} \tag{4.1}
\end{equation*}
$$

where

$$
J(\gamma)= \begin{cases}\tau_{\gamma}+g\left(\gamma_{\tau}\right) & \text { if } \tau_{\gamma}<+\infty \\ +\infty & \text { otherwise }\end{cases}
$$

Remark 4.1. If $\gamma \in \Gamma[\rho, x]$, then there is a measurable control $u: \mathbb{R}^{+} \rightarrow \bar{B}(0,1)$ such that

$$
\left\{\begin{array}{l}
\gamma^{\prime}(t)=k\left(\rho_{t}, \gamma(t)\right) u(t), \quad \text { for a.e. } t,  \tag{4.2}\\
\gamma(0)=x
\end{array}\right.
$$

System (4.2) can be seen as a control system under the form (3.1) where the dynamic is given by $\widetilde{k}(t, x)=k\left(\rho_{t}, x\right)$ for every $(t, x) \in \mathbb{R}^{+} \times \Omega$. This point of view allows one to formulate (4.1) as an optimal control problem when $\rho$ is fixed.

Remark 4.2. Due to the interaction between agents stemming from $k$, which may be nonlocal, the behavior of players who have not yet arrived at $\partial \Omega$ may be influenced by the players who already arrived. However, after arriving at $\partial \Omega$, players are no longer submitted to the minimization criterion (4.1), and thus their trajectory $\gamma$ might in principle be arbitrary after their arrival time $\tau_{\gamma}$. The condition that $\gamma^{\prime}(s)=0$ for every $s>\tau_{\gamma}$ is imposed on admissible trajectories $\gamma$ in order to avoid ambiguity.

The above choice leads to a concentration of agents on the boundary, which is quite artificial from a modeling point of view. For this reason, one may consider, for modeling purposes, that, for $k$ given by (1.1), the function $\psi$ is a cut-off function, equal to 1 everywhere on $\Omega$ except on a neighborhood of $\partial \Omega$ and vanishing at $\partial \Omega$ together with all its derivatives. In this way, the interaction term does not take into account agents who already left $\Omega$. Notice, however, that such assumptions on $k$ are not necessary for the results proved in this paper.

We use in this paper a relaxed notion of MFG equilibrium based on a Lagrangian formulation, following the ideas in $[9,15,20,24,58]$, for which we give existence result. Such a formulation consists of replacing curves of probability measures on $\Omega$ with measures on arcs in $\Omega$. For any $t \in \mathbb{R}^{+}$, we denote by $e_{t}: \Gamma \rightarrow \Omega$ the evaluation map defined by

$$
e_{t}(\gamma)=\gamma(t), \quad \text { for all } \gamma \in \Gamma
$$

For any $\eta \in \mathcal{P}(\Gamma)$, we define the curve $\rho^{\eta}$ of probability measures on $\Omega$ as

$$
\rho^{\eta}(t)=\left(e_{t}\right)_{\# \eta} \eta, \quad \text { for all } t \in \mathbb{R}^{+} .
$$

Since $e_{t}: \Gamma \rightarrow \Omega$ is continuous, we observe that, if $\eta_{n}, \eta \in \mathcal{P}(\Gamma), n \geq 1$, are such that $\eta_{n} \rightharpoonup \eta$, then $\rho^{\eta_{n}}(t) \rightharpoonup \rho^{\eta}(t)$ for all $t \in \mathbb{R}^{+}$. For any fixed $\rho_{0} \in \mathcal{P}(\Omega)$, we denote by $\mathcal{P}_{\rho_{0}}(\Gamma)$ the set of all Borel probability measures $\eta$ on $\Gamma$ such that $\left(e_{0}\right) \# \eta=\rho_{0}$. Notice that $\mathcal{P}_{\rho_{0}}(\Gamma)$ is nonempty, since it contains $j_{\#} \rho_{0}$, where $j: \Omega \rightarrow \Gamma$ is the continuous map defined by $j(x)(t)=x$ for all $t \in \mathbb{R}^{+}$. For all $x \in \Omega$ and $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$, we define the set $\Gamma^{\prime}\left[\rho^{\eta}, x\right]$ of optimal trajectories from $x$ by

$$
\Gamma^{\prime}\left[\rho^{\eta}, x\right]:=\left\{\gamma \in \Gamma\left[\rho^{\eta}, x\right]: J(\gamma)=\min _{\Gamma\left[\rho^{\eta}, x\right]} J\right\}
$$

We also find it useful to introduce the set $\Gamma_{k_{\max }}$ of $k_{\max }$-Lipschitz trajectories $\gamma \in \Gamma$, i.e.,

$$
\Gamma_{k_{\max }}=\left\{\gamma \in \Gamma:\left|\gamma^{\prime}(t)\right| \leq k_{\max } \text { for a.e. } t \in \mathbb{R}^{+}\right\}
$$

Recall that $\Gamma_{k_{\max }}$ is a compact subset of $\Gamma$, and, for every $\eta \in \mathcal{P}(\Gamma)$ and $x \in \Omega$, one has $\Gamma^{\prime}\left[\rho^{\eta}, x\right] \subset \Gamma\left[\rho^{\eta}, x\right] \subset \Gamma_{k_{\max }}$.

The definition of equilibrium used in this paper is the following.
Definition 4.3. Let $\rho_{0} \in \mathcal{P}(\Omega)$. We say that $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$ is a $M F G$ equilibrium for $\rho_{0}$ if

$$
\operatorname{spt}(\eta) \subset \bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]
$$

Let us state the assumptions used to guarantee existence of equilibria. The function $k$ : $\mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$is assumed to be continuous. It is reasonable to suppose that $k$ is bounded from above, since it is not natural to assume that an agent's speed might approach $+\infty$. For simplicity, and in order to affirm that there is at least one admissible trajectory $\gamma$ starting from a point $x$ that reaches the boundary in finite time, we also suppose that $k$ is bounded from below. Hence, as in Section 3, we assume that $k$ satisfies (H1). We also suppose that the counterpart of (H2) holds, namely,
(H11)
$\exists L_{x}>0$ such that $\left|k\left(\mu, x_{0}\right)-k\left(\mu, x_{1}\right)\right| \leq L_{x}\left|x_{0}-x_{1}\right| \quad$ for all $x_{0}, x_{1} \in \Omega, \mu \in \mathcal{P}(\Omega)$.
Notice that (H1) and (H11) are satisfied for (1.1) if $V: \mathbb{R}^{+} \rightarrow(0,+\infty)$ and $\chi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$are Lipschitz continuous and $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$is continuous. Moreover, we suppose, as in Section 3, that $g: \partial \Omega \rightarrow \mathbb{R}^{+}$satisfies (H3). In particular, from Proposition 3.2, we infer that (4.1) reaches a minimum.

We can now state our result on the existence of equilibria.
Theorem 4.4. Let $\rho_{0} \in \mathcal{P}(\Omega), k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$be continuous, $g: \partial \Omega \rightarrow \mathbb{R}^{+}$, and assume that (H1), (H3), and (H11) hold. Then there exists a $M F G$ equilibrium for $\rho_{0}$.

The proof of Theorem 4.4 is based on the same fixed-point strategy used in [15,58]. Notice that the above theorem is slightly stronger than [58, Theorem 5.1] since existence of equilibria is obtained under weaker assumptions. For this reason, and also for the sake of completeness, we provide a detailed proof of Theorem 4.4. The first step is the following property of the map $(\eta, x) \mapsto \Gamma^{\prime}\left[\rho^{\eta}, x\right]$.

Lemma 4.5. Let $\rho_{0}, k$, and $g$ be as the statement of Theorem 4.4. Let $\left(\eta_{n}\right)_{n}$ be a sequence in $\mathcal{P}_{\rho_{0}}(\Gamma)$, $\left(x_{n}\right)_{n}$ a sequence in $\Omega$, and $\left(\gamma_{n}\right)_{n}$ a sequence in $\Gamma$ such that $\gamma_{n} \in \Gamma^{\prime}\left[\rho^{\eta_{n}}, x_{n}\right]$ for every $n \in \mathbb{N}$ and $\eta_{n} \rightharpoonup \eta, x_{n} \rightarrow x$, and $\gamma_{n} \rightarrow \bar{\gamma}$ for some $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma), x \in \Omega$, and $\bar{\gamma}$ in $\Gamma$. Then $\bar{\gamma} \in \Gamma^{\prime}\left[\rho^{\eta}, x\right]$. Consequently, $(\eta, x) \mapsto \Gamma^{\prime}\left[\rho^{\eta}, x\right]$ has a closed graph.

Proof. We set, for simplicity, $\tau_{n}:=\tau_{\gamma_{n}}$ and $z_{n}:=\gamma_{n}\left(\tau_{n}\right)$. Using Proposition 3.7, $\left(\tau_{n}\right)_{n}$ is bounded and, up to extracting a subsequence, $\tau_{n}$ converges to some $\bar{\tau}$. On the other hand, we see easily that $\bar{\gamma}$ is $k_{\text {max }}$-Lipschitz continuous. In addition, for a.e. $t \in\left(0, \tau_{n}\right)$, we have $\left|\gamma_{n}^{\prime}(t)\right| \leq k\left(\rho^{\eta_{n}}(t), \gamma_{n}(t)\right)$. Letting $n \rightarrow+\infty$, we get that $\left|\bar{\gamma}^{\prime}(t)\right| \leq k\left(\rho^{\eta}(t), \bar{\gamma}(t)\right)$ for a.e. $t \in(0, \bar{\tau})$. In the same way, one can prove that $\bar{\gamma}^{\prime}(t)=0$ for all $t>\bar{\tau}$. Moreover, we have $z_{n} \rightarrow \bar{\gamma}(\bar{\tau})$, which implies that $\bar{\gamma}(\bar{\tau}) \in \partial \Omega$ and $\tau:=\tau_{\bar{\gamma}} \leq \bar{\tau}$. Notice that $\bar{\gamma} \in \Gamma\left[\rho^{\eta}, x\right]$ if and only if $\tau=\bar{\tau}$.

Define the trajectory $\gamma \in \Gamma\left[\rho^{\eta}, x\right]$ by

$$
\gamma(t)= \begin{cases}\bar{\gamma}(t), & \text { if } t \leq \tau \\ \bar{\gamma}(\tau), & \text { if } t>\tau\end{cases}
$$

Notice that, by Lemma 3.1, $J(\gamma) \leq \bar{\tau}+g(\bar{\gamma}(\bar{\tau}))$, with a strict inequality if and only if $\tau<\bar{\tau}$. Suppose, to obtain a contradiction, that $\bar{\gamma} \notin \Gamma^{\prime}\left[\rho^{\eta}, x\right]$. Then there exists a trajectory $\widehat{\gamma} \in$
$\Gamma^{\prime}\left[\rho^{\eta}, x\right]$ such that $J(\widehat{\gamma})<\bar{\tau}+g(\bar{\gamma}(\bar{\tau}))$; indeed, this follows by the definition of $\Gamma^{\prime}\left[\rho^{\eta}, x\right]$ if $\tau=\bar{\tau}$ or by the fact that $\gamma \in \Gamma\left[\rho^{\eta}, x\right]$ and $J(\gamma)<\bar{\tau}+g(\bar{\gamma}(\bar{\tau}))$ if $\tau<\bar{\tau}$.

For each $n \in \mathbb{N}$, let $\widetilde{\gamma}_{n}:\left[0,\left|x_{n}-x\right|\right] \rightarrow \mathbb{R}^{d}$ be the segment from $x_{n}$ to $x$ with $\left|\widetilde{\gamma}_{n}^{\prime}(t)\right|=1$ for every $t \in\left[0,\left|x_{n}-x\right|\right]$. Let $\phi_{n}:\left[k_{\min }^{-1}\left|x_{n}-x\right|,+\infty\right) \rightarrow \mathbb{R}^{+}$be a function satisfying

$$
\left\{\begin{array}{l}
\phi_{n}^{\prime}(t)=\frac{k\left(\rho^{\eta_{n}}(t), \widehat{\gamma}\left(\phi_{n}(t)\right)\right)}{k\left(\rho^{\eta}\left(\phi_{n}(t)\right), \widehat{\gamma}\left(\phi_{n}(t)\right)\right)}  \tag{4.3}\\
\phi_{n}\left(k_{\min }^{-1}\left|x_{n}-x\right|\right)=0
\end{array}\right.
$$

Define $\widehat{\gamma}_{n}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ by

$$
\widehat{\gamma}_{n}(t)= \begin{cases}\widetilde{\gamma}_{n}\left(k_{\min } t\right) & \text { if } t \in\left[0, k_{\min }^{-1}\left|x_{n}-x\right|\right], \\ \widehat{\gamma}\left(\phi_{n}(t)\right) & \text { otherwise }\end{cases}
$$

One has $\widehat{\gamma}_{n}\left(\phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)\right)=\widehat{\gamma}\left(\tau_{\widehat{\gamma}}\right)$, and thus $\tau_{\widehat{\gamma}_{n}} \leq \phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)$. Hence, by Lemma 3.1,

$$
\begin{equation*}
\tau_{\widehat{\gamma}_{n}}+g\left(\widehat{\gamma}_{n}\left(\tau_{\widehat{\gamma}_{n}}\right)\right) \leq \phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)+g\left(\widehat{\gamma}_{n}\left(\phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)\right)\right)=\phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)+g\left(\widehat{\gamma}_{\tau}\right) . \tag{4.4}
\end{equation*}
$$

We modify $\widehat{\gamma}_{n}$ on the interval $\left(\tau_{\widehat{\gamma}_{n}},+\infty\right)$ by setting $\widehat{\gamma}_{n}(t)=\widehat{\gamma}_{n}\left(\tau_{\widehat{\gamma}_{n}}\right)$ for $t>\tau_{\widehat{\gamma}_{n}}$. This modification does not change $\tau_{\widehat{\gamma}_{n}}$ and one has now $\widehat{\gamma}_{n} \in \Gamma\left[\rho^{\eta_{n}}, x_{n}\right]$. In particular, (4.4) reads

$$
\begin{equation*}
J\left(\widehat{\gamma}_{n}\right) \leq \phi_{n}^{-1}\left(\tau_{\widehat{\gamma}}\right)+g\left(\widehat{\gamma}_{\tau}\right) \tag{4.5}
\end{equation*}
$$

Since $\left(\phi_{n}\right)_{n}$ and $\left(\phi_{n}^{-1}\right)_{n}$ are equi-Lipschitz sequences, it follows from Arzelà-Ascoli Theorem that, up to extracting subsequences, there exists a bi-Lipschitz function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi_{n} \rightarrow \phi$ and $\phi_{n}^{-1} \rightarrow \phi^{-1}$ uniformly on compact sets of $\mathbb{R}^{+}$. In addition, it is easy to check by integrating (4.3) that, for all $t \in\left[k_{\min }^{-1}\left|x_{n}-x\right|,+\infty\right)$,

$$
\int_{0}^{\phi_{n}(t)} k\left(\rho^{\eta}(s), \widehat{\gamma}(s)\right) \mathrm{d} s=\int_{k_{\min }^{-1}\left|x_{n}-x\right|}^{t} k\left(\rho^{\eta_{n}}(s), \widehat{\gamma}\left(\phi_{n}(s)\right)\right) \mathrm{d} s
$$

So, letting $n \rightarrow+\infty$, we get, for all $t \in \mathbb{R}^{+}$,

$$
\int_{0}^{\phi(t)} k\left(\rho^{\eta}(s), \widehat{\gamma}(s)\right) \mathrm{d} s=\int_{0}^{t} k\left(\rho^{\eta}(s), \widehat{\gamma}(\phi(s))\right) \mathrm{d} s
$$

Set

$$
G(\theta)=\int_{0}^{\theta} k\left(\rho^{\eta}(s), \widehat{\gamma}(s)\right) \mathrm{d} s, \quad \forall \theta \in \mathbb{R}^{+}
$$

Then $G: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a bi-Lipschitz bijection and, for $t \in \mathbb{R}^{+}$,

$$
\begin{aligned}
|\phi(t)-t| & =\left|G^{-1}\left(\int_{0}^{t} k\left(\rho^{\eta}(s), \widehat{\gamma}(\phi(s))\right) \mathrm{d} s\right)-G^{-1}\left(\int_{0}^{t} k\left(\rho^{\eta}(s), \widehat{\gamma}(s)\right) \mathrm{d} s\right)\right| \\
& \leq C \int_{0}^{t}\left|k\left(\rho^{\eta}(s), \widehat{\gamma}(\phi(s))\right)-k\left(\rho^{\eta}(s), \widehat{\gamma}(s)\right)\right| \mathrm{d} s \\
& \leq C \int_{0}^{t}|\phi(s)-s| \mathrm{d} s .
\end{aligned}
$$

By Grönwall's lemma, we get that $\phi(t)=t$ for all $t \in \mathbb{R}^{+}$. Passing to the limit in (4.5), we get

$$
\begin{equation*}
\limsup _{n} J\left(\widehat{\gamma}_{n}\right) \leq \tau_{\widehat{\gamma}}+g\left(\widehat{\gamma}_{\tau}\right)=J(\widehat{\gamma})<\bar{\tau}+g(\bar{\gamma}(\bar{\tau})) . \tag{4.6}
\end{equation*}
$$

Yet,

$$
\lim _{n} J\left(\gamma_{n}\right)=\lim _{n} \tau_{n}+g\left(z_{n}\right)=\bar{\tau}+g(\bar{\gamma}(\bar{\tau})) .
$$

Using (4.6), we infer that, for $n$ large enough,

$$
J\left(\widehat{\gamma}_{n}\right)<J\left(\gamma_{n}\right),
$$

which is a contradiction, as $\widehat{\gamma}_{n} \in \Gamma\left[\rho^{\eta_{n}}, x_{n}\right]$ and $\gamma_{n} \in \Gamma^{\prime}\left[\rho^{\eta_{n}}, x_{n}\right]$. Then $\bar{\gamma} \in \Gamma^{\prime}\left[\rho^{\eta}, x\right]$.
Remark 4.6. As a consequence of Lemma 4.5, for a given $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$, the graph $G$ of the map $x \mapsto \Gamma^{\prime}\left[\rho^{\eta}, x\right]$ is closed in $\Omega \times \Gamma$. Since $\Gamma^{\prime}\left[\rho^{\eta}, x\right] \subset \Gamma_{k_{\max }}, G$ is compact, since it is a closed subset of the compact set $\Omega \times \Gamma_{k_{\max }}$. Hence, the set $\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]$, which is the projection of $G$ onto $\Gamma$, is also compact, and, in particular, a measure $\widetilde{\eta} \in \mathcal{P}(\Gamma)$ satisfies $\operatorname{spt}(\widetilde{\eta}) \subset \bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]$ if and only if $\widetilde{\eta}\left[\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right]=1$.

In particular, one can reformulate Definition 4.3 in an equivalent way by saying that $\eta \in$ $\mathcal{P}_{\rho_{0}}(\Gamma)$ is a MFG equilibrium for $\rho_{0}$ if

$$
\eta\left[\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right]=1
$$

i.e., if for $\eta$-a.e. $\bar{\gamma} \in \Gamma$, we have

$$
J(\bar{\gamma}) \leq J(\gamma), \quad \text { for all } \gamma \in \Gamma\left[\rho^{\eta}, \bar{\gamma}(0)\right] .
$$

We now reformulate the notion of equilibrium as a fixed point problem, in order to prove Theorem 4.4 using a fixed-point argument. We introduce the set-valued map $E: \mathcal{P}_{\rho_{0}}(\Gamma) \rightrightarrows$ $\mathcal{P}_{\rho_{0}}(\Gamma)$ given, for $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$, by

$$
E(\eta)=\left\{\widetilde{\eta} \in \mathcal{P}_{\rho_{0}}(\Gamma): \operatorname{spt}(\widetilde{\eta}) \subset \bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right\}
$$

It follows immediately that $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$ is a MFG equilibrium for $\rho_{0}$ if and only if $\eta \in E(\eta)$, which is precisely the definition of fixed point for a set-valued map. We will therefore prove Theorem 4.4 by showing that $E$ admits a fixed point using Kakutani's Theorem (see, e.g., [40, $\S 7$, Theorem 8.6], [51]), whose assumptions we verify in the next lemma.

Lemma 4.7. Let $\rho_{0}, k$, and $g$ be as the statement of Theorem 4.4. Then
(a) for any $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma), E(\eta)$ is a nonempty convex set; and
(b) $E: \mathcal{P}_{\rho_{0}}(\Gamma) \rightrightarrows \mathcal{P}_{\rho_{0}}(\Gamma)$ has a closed graph.

Proof. To prove (a), fix $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$. Using Remark 4.6, one immediately verifies that $E(\eta)$ is convex. To see that it is nonempty, notice that, by Lemma 4.5 and [8, Theorem 8.1.3], the map $x \mapsto \Gamma^{\prime}\left[\rho^{\eta}, x\right]$ has a Borel measurable selection $\gamma^{\eta}: x \mapsto \gamma_{x}^{\eta} \in \Gamma^{\prime}\left[\rho^{\eta}, x\right]$, and one immediately verifies that $\gamma_{\#}^{\eta} \rho_{0} \in E(\eta)$.

Now, to prove (b), let $\left(\eta_{n}\right)_{n}$ and $\left(\widehat{\eta}_{n}\right)_{n}$ be sequences in $\mathcal{P}_{\rho_{0}}(\Gamma)$ and $\eta, \widehat{\eta} \in \mathcal{P}_{\rho_{0}}(\Gamma)$ such that $\widehat{\eta}_{n} \in E\left(\eta_{n}\right)$ for every $n \in \mathbb{N}, \eta_{n} \rightharpoonup \eta$, and $\widehat{\eta}_{n} \rightharpoonup \widehat{\eta}$. For $k \in \mathbb{N}^{\star}$, let $V_{k}:=\{\gamma \in \Gamma$ : $\left.d\left(\gamma, \bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right) \leq \frac{1}{k}\right\}$. Notice that the graph $G$ of the set-valued map $\widetilde{\eta} \mapsto \bigcup_{x} \Gamma^{\prime}\left[\rho^{\tilde{\eta}}, x\right]$ is the projection onto $\mathcal{P}_{\rho_{0}}(\Gamma) \times \Gamma$ of the graph of the set-valued map from Lemma 4.5, and thus, since $\Omega$ is compact, $G$ is closed. Then, using [ 8 , Proposition 1.4.8], it follows that there exists a neighborhood $W$ of $\eta$ such that $\bigcup_{x} \Gamma^{\prime}\left[\rho^{\widetilde{\eta}}, x\right] \subset V_{k}$ for every $\widetilde{\eta} \in W$. Then, for $n$ large enough, $\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta_{n}}, x\right] \subset V_{k}$. Since $\widehat{\eta}_{n}\left(\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta_{n}}, x\right]\right)=1$, one obtains that $\widehat{\eta}_{n}\left(V_{k}\right)=1$, for large $n$. Yet, $\widehat{\eta}_{n} \rightharpoonup \widehat{\eta}$ and $V_{k}$ is closed, hence it follows that $\widehat{\eta}\left(V_{k}\right) \geq \lim \sup _{n} \widehat{\eta}_{n}\left(V_{k}\right)=1$ and thus, $\widehat{\eta}\left(V_{k}\right)=1$. As this holds for every $k \in \mathbb{N}^{\star}$, one concludes that $\widehat{\eta}\left(\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right)=1$. Hence $\widehat{\eta} \in E(\eta)$, which proves that the graph of $E$ is closed.

Remark 4.8. The set $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$ is a compact convex subset of $\mathcal{P}_{\rho_{0}}(\Gamma)$. Indeed, the convexity of $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$ follows immediately. As for compactness, if $\left(\eta_{k}\right)_{k}$ is a sequence in $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$, then, since $\Gamma_{k_{\max }}$ is compact, $\left(\eta_{k}\right)_{k}$ is tight, and so, by Prokhorov's Theorem, one finds a subsequence which converges weakly to some probability measure $\eta \in \mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$.

Notice that, by the definition of $E$, we have

$$
E(\eta) \subset \mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right), \quad \text { for all } \eta \in \mathcal{P}_{\rho_{0}}(\Gamma)
$$

In particular, any fixed point of $E$ belongs to $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$. We will thus restrict our domain of interest to $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$ with no loss of generality, denoting hereafter by $E$ the restriction $\left.E\right|_{\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\text {max }}}\right)}$. Notice that Lemma 4.7 still holds for this restriction. One can now complete the proof of Theorem 4.4.

Proof of Theorem 4.4. Lemma 4.7 guarantees that the set-valued map $E$ has a closed graph and $E(\eta)$ is a nonempty convex set for any $\eta \in \mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$. Since, by Remark 4.8, $\mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$ is a nonempty compact convex set, all assumptions of Kakutani's Theorem are satisfied and thus there exists $\eta \in \mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\max }}\right)$ such that $\eta \in E(\eta)$, i.e., $\eta$ is a MFG equilibrium for $\rho_{0}$.

Now that existence of a MFG equilibrium $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$ has been established, we wish to prove that, similarly to most mean field game models, the corresponding time-dependent measure $\rho_{t}=\rho^{\eta}(t)$ satisfies, together with the value function $\varphi$ of the corresponding optimal control problem, a system of PDEs, known as MFG system, composed of a continuity equation under the form $\partial_{t} \rho+\nabla \cdot(\rho v)=0$ for some velocity field $v$ and a Hamilton-Jacobi equation on $\varphi$. The Hamilton-Jacobi equation on $\varphi$ is the one from Proposition 3.5, and one can easily obtain that $\rho$ satisfies some continuity equation (for instance, by proving that $t \mapsto \rho_{t}$ is Lipschitz continuous with respect to the Wasserstein distance $W_{p}$ for $p>1$, as in [58, Proposition $5.2(\mathrm{a})]$, and then applying [7, Theorem 8.3.1]). The main point here is to identify the velocity field of the continuity equation. To do so, we shall use the results from Section 3.4, which in particular require assumption (H10). We then introduce the following notion.
Definition 4.9. Let $k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$be continuous, $g: \partial \Omega \rightarrow \mathbb{R}^{+}, \rho_{0} \in \mathcal{P}(\Omega)$, and assume that (H1), (H3), and (H11) hold. We say that $k$ is $C^{1,1}$ on MFG equilibria for $\rho_{0}$ if, for every MFG equilibrium $\eta \in \mathcal{P}_{\rho_{0}}(\Gamma)$ for $\rho_{0}$, the function $(t, x) \mapsto k\left(\rho^{\eta}(t), x\right)$ is $C^{1,1}$ on $\mathbb{R}^{+} \times \Omega$.

To motivate this definition, we prove that the function $k$ given by (1.1) is $C^{1,1}$ on MFG equilibria under suitable regularity assumptions on $V, \chi, \psi, \partial \Omega$, and $g$.
Proposition 4.10. Let $V \in C^{1,1}\left(\mathbb{R}^{+},(0,+\infty)\right.$ ) be Lipschitz continuous, $\chi \in C^{1,1}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$, $\psi \in C^{1,1}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right), k: \mathcal{P}(\Omega) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$be given by (1.1), $k_{\max }=\sup _{\mathbb{R}^{+} \times \Omega} k$, and $\rho_{0} \in \mathcal{P}(\Omega)$. Suppose that $\psi(x)=0$ and $\nabla \psi(x)=0$ for every $x \in \partial \Omega$, (H4) holds, and $g: \partial \Omega \rightarrow \mathbb{R}^{+}$ satisfies (H3) and (H6). Then $k$ is $C^{1,1}$ on MFG equilibria for $\rho_{0}$.
Proof. Notice first that $k: \mathcal{P}(\Omega) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$is continuous and satisfies (H1) and (H11). Let $\rho_{0} \in \mathcal{P}(\Omega), \eta \in \mathcal{P}_{\rho_{0}}\left(\Gamma_{k_{\text {max }}}\right)$ be a MFG equilibrium for $\rho_{0}$, and $\rho_{t}=\rho^{\eta}(t)$ for $t \geq 0$. Let $\kappa: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$be given by

$$
\kappa(t, x)=\int_{\Omega} \chi(x-y) \psi(y) \mathrm{d} \rho_{t}(y) .
$$

Since $V \in C^{1,1}\left(\mathbb{R}^{+},(0,+\infty)\right)$, it suffices to prove that $\kappa \in C^{1,1}\left(\mathbb{R}^{+} \times \mathbb{R}^{d}, \mathbb{R}^{+}\right)$.
Set $\Gamma^{\prime}=\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right] \subset \Gamma_{k_{\max }}$. Since $\eta$ is a MFG equilibrium, one has $\eta\left(\Gamma^{\prime}\right)=1$. Notice that

$$
\kappa(t, x)=\int_{\Gamma^{\prime}} \chi(x-\gamma(t)) \psi(\gamma(t)) \mathrm{d} \eta(\gamma)
$$

and, since every $\gamma \in \Gamma^{\prime}$ is $k_{\text {max }}$-Lipschitz, one obtains that $(t, x) \mapsto k\left(\rho_{t}, x\right)$ is Lipschitz continuous.

For $(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{d}$,

$$
\nabla \kappa(t, x)=\int_{\Omega} \nabla \chi(x-y) \psi(y) \mathrm{d} \rho_{t}(y)=\int_{\Gamma^{\prime}} \nabla \chi(x-\gamma(t)) \psi(\gamma(t)) \mathrm{d} \eta(\gamma)
$$

and this function can be easily seen to be Lipschitz continuous on $\mathbb{R}^{+} \times \mathbb{R}^{d}$. In particular, the function ( $t, x) \mapsto k\left(\rho_{t}, x\right)$ satisfies (H5) and (H7). Hence, the results of Section 3.2 apply to the optimal control problem (4.1), and, in particular, by Proposition 3.14, one obtains that $\gamma \in C^{1,1}\left(\left[0, \tau_{\gamma}\right], \Omega\right)$ for every $\gamma \in \Gamma^{\prime}$.

For every $\gamma \in \Gamma^{\prime}$, the function $t \mapsto \chi(x-\gamma(t)) \psi(\gamma(t))$ is differentiable everywhere on $\mathbb{R}^{+}$, except possibly at $t=\tau_{\gamma}$, with

$$
\frac{\mathrm{d}}{\mathrm{~d} t}[\chi(x-\gamma(t)) \psi(\gamma(t))]=-\nabla \chi(x-\gamma(t)) \cdot \gamma^{\prime}(t) \psi(\gamma(t))+\chi(x-\gamma(t)) \nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t)
$$

Since $\psi(x)=0$ and $\nabla \psi(x)=0$ for $x \in \partial \Omega$ and $\gamma(t) \in \partial \Omega$ for $t=\tau_{\gamma}$, one can also prove that the above function is differentiable and its derivative is zero at $t=\tau_{\gamma}$. Moreover, its derivative is Lipschitz continuous and upper bounded, and thus $\partial_{t} \kappa(t, x)$ exists, with

$$
\partial_{t} \kappa(t, x)=\int_{\Gamma^{\prime}}\left[-\nabla \chi(x-\gamma(t)) \cdot \gamma^{\prime}(t) \psi(\gamma(t))+\chi(x-\gamma(t)) \nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t)\right] \mathrm{d} \eta(\gamma)
$$

and one immediately verifies using the previous assumptions that $\partial_{t} \kappa$ is Lipschitz continuous in $\mathbb{R}^{+} \times \mathbb{R}^{d}$. Together with the corresponding property for $\nabla \kappa$, we obtain that $\kappa \in C^{1,1}\left(\mathbb{R}^{+} \times\right.$ $\left.\mathbb{R}^{d}, \mathbb{R}^{+}\right)$.

We now show that, for every MFG equilibrium $\eta, \rho^{\eta}$ and the corresponding value function satisfy a MFG system.
Theorem 4.11. Let $k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$be continuous, $g: \partial \Omega \rightarrow \mathbb{R}^{+}, \rho_{0} \in \mathcal{P}(\Omega)$, and assume that (H1), (H3), (H4), (H9), and (H11) hold. Suppose that $k$ is $C^{1,1}$ on MFG equilibria for $\rho_{0}$. Let $\eta \in \mathcal{P}_{\rho_{0}}(\Omega)$ be a MFG equilibrium for $\rho_{0}, \rho=\rho^{\eta}$, and $\varphi$ be the value function of the optimal control problem (4.1) with dynamic $(t, x) \mapsto k\left(\rho_{t}, x\right)$. Then $(\rho, \varphi)$ solve the MFG system

$$
\begin{cases}\partial_{t} \rho(t, x)-\nabla \cdot\left(\rho(t, x) k\left(\rho_{t}, x\right) \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|}\right)=0, & (t, x) \in(0, \infty) \times \Omega  \tag{4.7}\\ -\partial_{t} \varphi(t, x)+k\left(\rho_{t}, x\right)|\nabla \varphi(t, x)|-1=0, & (t, x) \in \mathbb{R}^{+} \times \Omega \\ \varphi(t, x)=g(x), & (t, x) \in \mathbb{R}^{+} \times \partial \Omega \\ \rho(0, x)=\rho_{0}(x), & x \in \Omega,\end{cases}
$$

where the first and second equations are satisfied, respectively, in the sense of distributions and in the viscosity sense.

Proof. The second equation in (4.7) and the corresponding boundary condition have already been established in Proposition 3.5. We are left to prove that $\rho$ satisfies the continuity equation in (4.7).

Let $\phi \in C_{\mathrm{c}}^{\infty}\left((0, \infty) \times \AA\right.$ ) and set $\Gamma^{\prime}=\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right]$. Then, recalling Theorem 3.31 and Corollary 3.33, we have

$$
-\int_{0}^{+\infty} \int_{\Omega} \partial_{t} \phi(t, x) \mathrm{d} \rho_{t}(x) \mathrm{d} t+\int_{0}^{+\infty} \int_{\Omega} k\left(\rho_{t}, x\right) \nabla \phi(t, x) \cdot \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|} \mathrm{d} \rho_{t}(x) \mathrm{d} t
$$

$$
\begin{aligned}
& =-\int_{0}^{+\infty} \int_{\Gamma^{\prime}} \partial_{t} \phi(t, \gamma(t)) \mathrm{d} \eta(\gamma) \mathrm{d} t+\int_{0}^{+\infty} \int_{\Gamma^{\prime}} k\left(\rho_{t}, \gamma(t)\right) \nabla \phi(t, \gamma(t)) \cdot \frac{\nabla \varphi(t, \gamma(t))}{|\nabla \varphi(t, \gamma(t))|} \mathrm{d} \eta(\gamma) \mathrm{d} t \\
& =-\int_{0}^{+\infty} \int_{\Gamma^{\prime}} \partial_{t} \phi(t, \gamma(t)) \mathrm{d} \eta(\gamma) \mathrm{d} t-\int_{0}^{+\infty} \int_{\Gamma^{\prime}} \nabla \phi(t, \gamma(t)) \cdot \gamma^{\prime}(t) \mathrm{d} \eta(\gamma) \mathrm{d} t \\
& =-\int_{\Gamma^{\prime}} \int_{0}^{+\infty} \frac{d}{d t}[\phi(t, \gamma(t))] \mathrm{d} t \mathrm{~d} \eta(\gamma)=0
\end{aligned}
$$

4.2. $L^{p}$ estimates. Recall that our motivation for the mean field game model in this paper comes from crowd motion, where a reasonable expression for $k$ is (1.1). In order to apply the existence result from Theorem 4.4 to this setting, one should require the function $\psi$ in (1.1) to be at least continuous. On the other hand, as stated in Remark 4.2, agents concentrate on the boundary. A reasonable feature of our model would be to assume that agents do not take into account in their congestion term other agents that have already left the domain, which can be done by assuming that $\psi(x)=0$ for $x \in \partial \Omega$. However, due to the continuity of $\psi$, this implies that agents that are too close to the boundary, but have not yet left, will also be somehow discounted.

From a modeling point of view, an interesting choice would be to take $\psi=\mathbb{1}_{\Omega}$, but this yields a function $k$ that is discontinuous on measures $\mu$ such that $\mu(\partial \Omega)>0$, and the arguments used in the proof of Theorem 4.4 do not apply. On the other hand, one may still expect to have existence of equilibria, at least when $\rho_{0}$ is absolutely continuous with respect to the Lebesgue measure. The goal of this section and the following is to establish a result on the existence of equilibria in this setting. We first prove that, as soon as $\rho_{0}$ is absolutely continuous and with an $L^{p}$ density, $\left.\rho_{t}\right|_{\Omega}$ is also absolutely continuous and with an $L^{p}$ density, with a control on the $L^{p}$ norm that is, in some sense, independent of $\psi$. This will be a key result for the proof of existence of an equilibrium with $\psi=\mathbb{1}_{\Omega}$ in Section 4.3 , which is based on a limit argument on a sequence $\psi_{\varepsilon}$ converging to $\mathbb{1}_{\Omega}$ as $\varepsilon \xrightarrow{\Omega} 0$.

The control of the $L^{p}$ norm we prove in this section depends essentially on the semiconcavity constant of the value function $\varphi$ at equilibrium. On the other hand, for $k$ given by (1.1), it follows from Theorem 3.23 that, for uniformly bounded functions $\psi$, the semiconcavity constant of $\varphi$ may depend on $\psi$ only through a lower bound on $\partial_{t} k$. We then start by proving that, for reasonable choices of $\psi$, one can obtain a lower bound on $\partial_{t} k$ independent of $\psi$. We shall consider as reasonable choices of $\psi$ those belonging to the class $\Psi_{\delta}$ defined for $\delta>0$ by

$$
\begin{aligned}
\Psi_{\delta}=\left\{\psi: \mathbb{R}^{d} \rightarrow[0,1] \mid\right. & \exists \alpha \in C^{1,1}(\mathbb{R},[0,1]) \text { such that } \alpha \text { is non-increasing, } \\
& \alpha(x)=0 \text { for } x \geq 0, \alpha^{\prime}(0)=0, \alpha(x)=1 \text { for } x \leq-\delta, \\
& \text { and } \left.\psi(x)=\alpha\left(d^{ \pm}(x)\right)\right\} .
\end{aligned}
$$

Proposition 4.12. Let $V \in C^{1,1}\left(\mathbb{R}^{+},(0,+\infty)\right)$ be Lipschitz continuous and non-increasing, $\chi \in C^{1,1}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$be Lipschitz continuous, and $g: \partial \Omega \rightarrow \mathbb{R}^{+}$satisfy (H3) and (H6). Suppose also that (H4) holds. Then there exist $C, \delta>0$ such that, for every $\psi \in \Psi_{\delta}$, if $k$ is given by (1.1) and $\eta$ is a MFG equilibrium, defining $\tilde{k}$ by $\tilde{k}(t, x)=k\left(\rho^{\eta}(t), x\right)$, one has

$$
\partial_{t} \tilde{k}(t, x) \geq-C, \quad \forall(t, x) \in \mathbb{R}^{+} \times \Omega
$$

Proof. Notice first that, for every $\delta>0$ small enough, $d^{ \pm}$is $C^{1,1}$ in a closed $\delta$-neighborhood of $\partial \Omega$, and thus one has $\psi \in C^{1,1}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$for every $\psi \in \Psi_{\delta}$. Then, by Proposition $4.10, k$ is $C^{1,1}$ on MFG equilibria.

Let $M>0$ be such that $\sup _{x, y \in \Omega} \chi(x-y) \leq M$ and $\sup _{x, y \in \Omega}|\nabla \chi(x-y)| \leq M$. Let $\underline{V}^{\prime}=-\inf _{x \in[0, M]} V^{\prime}(x) \geq 0$ and $\bar{V}=\sup _{x \in[0, M]} V(x)>0$. Let $c>0$ and $\delta>0$ be as in the statement of Proposition 3.21. Notice that, for every $\delta>0, \psi \in \Psi_{\delta}, x \in \Omega$, and $\mu \in \mathcal{P}(\Omega)$, one has $\int_{\Omega} \chi(x-y) \psi(y) \mathrm{d} \mu(y) \leq M$, and then $k(\mu, x) \leq \bar{V}$.

Let $\psi \in \Psi_{\delta}, k$ be given by (1.1), $\eta$ be a MFG equilibrium, and $\tilde{k}$ be defined from $k$ as in the statement. Let $\kappa: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$be given by

$$
\kappa(t, x)=\int_{\Omega} \chi(x-y) \psi(y) \mathrm{d} \rho_{t}(y) .
$$

Notice that $\tilde{k}(t, x)=V(\kappa(t, x))$ and $\kappa(t, x) \in[0, M]$ for every $(t, x) \in \mathbb{R}^{+} \times \Omega$. Since $V$ is non-increasing and $V^{\prime}(\kappa(t, x)) \geq-\underline{V^{\prime}}$ for every $(t, x) \in \mathbb{R}^{+} \times \Omega$, the proposition is proved if one obtains an upper bound on $\partial_{t} \kappa(t, x)$.

Let $\alpha \in C^{1,1}(\mathbb{R},[0,1])$ be a non-increasing function with $\alpha(x)=0$ for $x \geq 0, \alpha(x)=1$ for $x \leq-\delta, \alpha^{\prime}(0)=0$, and $\psi(x)=\alpha\left(d^{ \pm}(x)\right)$ for $x \in \mathbb{R}^{d}$. As in the proof of Proposition 4.10, $\kappa$ is $C^{1,1}$ and

$$
\begin{equation*}
\partial_{t} \kappa(t, x)=\int_{\Gamma^{\prime}}\left[-\nabla \chi(x-\gamma(t)) \cdot \gamma^{\prime}(t) \psi(\gamma(t))+\chi(x-\gamma(t)) \nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t)\right] \mathrm{d} \eta(\gamma) \tag{4.8}
\end{equation*}
$$

where $\Gamma^{\prime}=\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta}, x\right] \subset \Gamma_{k_{\max }}$. For every $\gamma \in \Gamma^{\prime}$, one has $\left|\gamma^{\prime}(t)\right| \leq \bar{V}$. On the other hand, denoting by $u$ the optimal control associated with $\gamma$, one has

$$
\begin{equation*}
\nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t)=k(t, \gamma(t)) \nabla \psi(\gamma(t)) \cdot u(t)=k(t, \gamma(t)) \alpha^{\prime}\left(d^{ \pm}(\gamma(t))\right) \nabla d^{ \pm}(\gamma(t)) \cdot u(t) \tag{4.9}
\end{equation*}
$$

If $d(\gamma(t), \partial \Omega)>\delta$, then $\alpha^{\prime}\left(d^{ \pm}(\gamma(t))\right)=0$ and thus $\nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t)=0$. Otherwise, by Proposition 3.21, one has $\nabla d^{ \pm}(\gamma(t)) \cdot u(t) \geq c$, and, since $\alpha^{\prime}(x) \leq 0$ for every $x \in \mathbb{R}$, one has $\nabla \psi(\gamma(t)) \cdot \gamma^{\prime}(t) \leq 0$. It then follows from (4.8) and (4.9) that

$$
\partial_{t} \kappa(t, x) \leq M \bar{V}
$$

providing the required upper bound.
Our main result of this section is the following.
Theorem 4.13. Let $p \in(1,+\infty], k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$be continuous, $g: \partial \Omega \rightarrow \mathbb{R}^{+}$, and assume that (H1), (H3), (H4), (H9), and (H11) hold. Suppose that $k$ is $C^{1,1}$ on MFG equilibria. Let $\rho_{0} \in \mathcal{P}(\Omega), \eta \in \mathcal{P}_{\rho_{0}}(\Omega)$ be a MFG equilibrium for $\rho_{0}, \rho=\rho^{\eta}$, and $\varphi$ be the value function of the optimal control problem (4.1) with dynamic $(t, x) \mapsto k\left(\rho_{t}, x\right)$. There exists $C>0$ such that, if $\rho_{0}$ is absolutely continuous and $\rho_{0} \in L^{p}(\Omega)$, then, for every $t \geq 0$, $\left.\rho_{t}\right|_{\Omega}$ is absolutely continuous, $\rho_{t} \in L^{p}(\Omega)$, and

$$
\begin{equation*}
\left\|\rho_{t}\right\|_{L^{p}(\Omega)} \leq C\left\|\rho_{0}\right\|_{L^{p}(\Omega)} \tag{4.10}
\end{equation*}
$$

Moreover, $C$ depends only on $\lambda, k_{\min }, k_{\max }, \operatorname{diam}(\Omega)$, a bound $\kappa$ on the curvature of $\partial \Omega, L_{x}$, $L_{x x}, \ell_{t}$, the semi-concavity constant of $g$, and the semi-concavity constant w.r.t. $x$ of the value function $\varphi$.

Before proving Theorem 4.13, we need the following auxiliary results.
Lemma 4.14. Let $O \subset \mathbb{R}^{d}$ be a bounded open set, $\alpha: O \rightarrow \mathbb{R}$ be a semi-concave function with semi-concavity constant $C \geq 0$, and $\beta: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a $C^{2}$ convex function with $\nabla \beta$ Lipschitz continuous and bounded by some constant $C^{\prime} \geq 0$. Then $\nabla \beta \circ \nabla \alpha$ is a function of locally bounded variation and $\nabla \cdot(\nabla \beta \circ \nabla \alpha) \leq C C^{\prime}$ in the sense of distributions.

Proof. Since $\alpha$ is semi-concave with semi-concavity constant $C, \nabla \alpha: O \rightarrow \mathbb{R}^{d}$ is a function of locally bounded variation and $\nabla^{2} \alpha \leq C$ in the sense of measures (see, e.g., [17, Proposition 1.1.3 and Theorem 2.3.1]). Then, by [6, Theorem 3.96], $\nabla \beta \circ \nabla \alpha$ is a function of locally bounded variation, with

$$
\nabla(\nabla \beta \circ \nabla \alpha)=\xi \nabla^{2} \alpha
$$

and $\xi: O \rightarrow \mathcal{M}_{d}(\mathbb{R})$ given by

$$
\xi(x)=\int_{0}^{1} \nabla \beta\left(t \nabla \alpha^{+}(x)+(1-t) \nabla \alpha^{-}(x)\right) \mathrm{d} t,
$$

where $\nabla \alpha^{+}$and $\nabla \alpha^{-}$have their usual definitions at jump points (see, e.g., [6, Section 3.6]) and are defined at points $x \in O$ where $\nabla \alpha$ is approximately continuous by setting $\nabla \alpha^{+}(x)=$ $\nabla \alpha^{-}(x)=\nabla \alpha(x)$. In particular, since $\beta$ is convex, $\nabla \beta(y)$ is a positive semidefinite matrix for every $y \in \mathbb{R}^{d}$, and then $\xi(x)$ is also positive semidefinite for every $x \in O$ and bounded by $C^{\prime}$. Then $\xi(x)$ admits a positive semidefinite square root $\sqrt{\xi(x)}$, bounded by $\sqrt{C^{\prime}}$, and one has, in the sense of distributions,

$$
\nabla \cdot(\nabla \beta \circ \nabla \alpha)=\operatorname{Tr}\left(\xi \nabla^{2} \alpha\right)=\operatorname{Tr}\left(\sqrt{\xi} \nabla^{2} \alpha \sqrt{\xi}\right) \leq C C^{\prime}
$$

as required.
Lemma 4.15. Let $\beta \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$be such that $\operatorname{spt}(\beta) \subset B(0,1), \inf _{x \in B(0,1 / 2)} \beta(x)>0$, and $\int_{\mathbb{R}^{d}} \beta(x) \mathrm{d} x=1$. For $\varepsilon>0$, let $\beta_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$be defined by $\beta_{\varepsilon}(x)=\varepsilon^{-d} \beta\left(\frac{x}{\varepsilon}\right)$. Then

$$
\inf _{\substack{x \in \Omega \\ \varepsilon \in(0,1]}} \int_{B(x, \varepsilon) \cap \Omega} \beta_{\varepsilon}(x-y) \mathrm{d} y>0
$$

Proof. Let $\underline{\beta}=\inf _{x \in B(0,1 / 2)} \beta(x)>0$. Notice that, for every $\varepsilon>0$, if $x \in \mathbb{R}^{d}$ is such that $|x|<\varepsilon / 2$, then $\beta_{\varepsilon}(x) \geq \varepsilon^{-d} \underline{\beta}$. Hence, for every $x \in \Omega$ and $\varepsilon>0$, one has

$$
\int_{B(x, \varepsilon) \cap \Omega} \beta_{\varepsilon}(x-y) \mathrm{d} y \geq \int_{B\left(x, \frac{\varepsilon}{2}\right) \cap \Omega} \beta_{\varepsilon}(x-y) \mathrm{d} y \geq \underline{\beta} \varepsilon^{-d} \operatorname{Leb}\left(B\left(x, \frac{\varepsilon}{2}\right) \cap \Omega\right)
$$

where Leb denotes the Lebesgue measure in $\mathbb{R}^{d}$. Thus, it suffices to prove that

$$
\begin{equation*}
\inf _{\substack{x \in \Omega \\ \varepsilon \in(0,1]}} \varepsilon^{-d} \operatorname{Leb}\left(B\left(x, \frac{\varepsilon}{2}\right) \cap \Omega\right)>0 . \tag{4.11}
\end{equation*}
$$

Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ be sequences in $\Omega$ and ( 0,1$]$, respectively, such that

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(B\left(x_{n}, \frac{\varepsilon_{n}}{2}\right) \cap \Omega\right)=\inf _{\substack{x \in \Omega \\ \varepsilon \in(0,1]}} \varepsilon^{-d} \operatorname{Leb}\left(B\left(x, \frac{\varepsilon}{2}\right) \cap \Omega\right) .
$$

Up to extracting subsequences, there exist $x_{*} \in \Omega$ and $\varepsilon_{*} \in[0,1]$ such that $x_{n} \rightarrow x_{*}$ and $\varepsilon_{n} \rightarrow \varepsilon_{*}$ as $n \rightarrow \infty$.

Let us consider first the case $x_{*} \in \Omega$. If $\varepsilon_{*}>0$, then

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(B\left(x_{n}, \frac{\varepsilon_{n}}{2}\right) \cap \Omega\right)=\varepsilon_{*}^{-d} \operatorname{Leb}\left(B\left(x_{*}, \frac{\varepsilon_{*}}{2}\right) \cap \Omega\right),
$$

and there exists $\varepsilon^{\prime} \in\left(0, \varepsilon_{*}\right]$ such that $B\left(x_{*}, \varepsilon^{\prime} / 2\right) \subset \Omega$, in which case

$$
\varepsilon_{*}^{-d} \operatorname{Leb}\left(B\left(x_{*}, \frac{\varepsilon_{*}}{2}\right) \cap \Omega\right) \geq \varepsilon_{*}^{-d} \operatorname{Leb}\left(B\left(x_{*}, \frac{\varepsilon^{\prime}}{2}\right)\right)>0
$$

and (4.11) holds. If $\varepsilon_{*}=0$, then, for $n$ large enough, $B\left(x_{n}, \varepsilon_{n} / 2\right) \subset \Omega$, and thus

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(B\left(x_{n}, \frac{\varepsilon_{n}}{2}\right) \cap \Omega\right)=\lim _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(B\left(x_{n}, \frac{\varepsilon_{n}}{2}\right)\right)=2^{-d} v_{d}>0
$$

where $v_{d}$ is the volume of the $d$-dimensional unit ball. Hence (4.11) holds.
Consider now the case $x_{*} \in \partial \Omega$. For $x \in \mathbb{R}^{d}, r>0$, and $\omega \in \mathbb{S}^{d-1}$, let

$$
P(x, r, \omega)=\left\{y \in B(x, r):(y-x) \cdot \omega>\frac{1}{2}|y-x|\right\} .
$$

Notice that $\operatorname{Leb}(P(x, r, \omega))=r^{d} \operatorname{Leb}\left(P\left(0,1, \omega^{\prime}\right)\right)$ for every $x \in \mathbb{R}^{d}, r>0$, and $\omega, \omega^{\prime} \in \mathbb{S}^{d-1}$. Let $v_{d}^{\prime}=\operatorname{Leb}(P(0,1, \omega))$, which is positive and independent of $\omega \in \mathbb{S}^{d-1}$. If $\varepsilon_{*}=0$, we claim that, for $n$ large enough,

$$
\begin{equation*}
P\left(x_{n}, \frac{\varepsilon_{n}}{2},-\nabla d^{ \pm}\left(x_{n}\right)\right) \subset \Omega \tag{4.12}
\end{equation*}
$$

Indeed, let $U$ be a neighborhood of $\partial \Omega$ such that $d^{ \pm}$is $C^{1,1}$ on $U$. For $n$ large enough, one has $B\left(x_{n}, \varepsilon_{n} / 2\right) \subset U$, and in particular $\nabla d^{ \pm}(y)$ exists (and is a unit vector) for every $y \in B\left(x_{n}, \varepsilon_{n} / 2\right)$. Let $L_{d}$ be a Lipschitz constant for $\nabla d^{ \pm}$. For $y \in P\left(x_{n}, \frac{\varepsilon_{n}}{2},-\nabla d^{ \pm}\left(x_{n}\right)\right)$, one has

$$
\begin{aligned}
d^{ \pm}(y) & \leq d^{ \pm}\left(x_{n}\right)+\nabla d^{ \pm}\left(x_{n}\right) \cdot\left(y-x_{n}\right)+L_{d}\left|y-x_{n}\right|^{2} \\
& \leq-\frac{1}{2}\left|y-x_{n}\right|+L_{d}\left|y-x_{n}\right|^{2} \\
& \leq-\frac{1}{2}\left(1-L_{d} \varepsilon_{n}\right)\left|y-x_{n}\right| .
\end{aligned}
$$

For $n$ large enough, one has $1-L_{d} \varepsilon_{n}>0$, and thus $d^{ \pm}(y) \leq 0$, i.e., $y \in \Omega$. Hence (4.12) holds. Then, since $P\left(x_{n}, \varepsilon_{n} / 2,-\nabla d^{ \pm}\left(x_{n}\right)\right) \subset B\left(x_{n}, \varepsilon_{n} / 2\right)$, one has

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(B\left(x_{n}, \frac{\varepsilon_{n}}{2}\right) \cap \Omega\right) \geq \limsup _{n \rightarrow \infty} \varepsilon_{n}^{-d} \operatorname{Leb}\left(P\left(x_{n}, \frac{\varepsilon_{n}}{2},-\nabla d^{ \pm}\left(x_{n}\right)\right)\right)=2^{-d} v_{d}^{\prime}>0,
$$

yielding (4.11). Finally, if $\varepsilon_{*}>0$, one can prove similarly that $P\left(x_{*}, \varepsilon^{\prime} / 2,-\nabla d^{ \pm}\left(x_{*}\right)\right) \subset \Omega$ for some $\varepsilon^{\prime} \in\left(0, \varepsilon_{*}\right]$, yielding that the infimum in (4.11) is lower bounded by $\left(\varepsilon^{\prime} / \varepsilon_{*}\right)^{d} v_{d}^{\prime}$, and thus (4.11) holds.

Proof of Theorem 4.13. Let $T=\frac{1+\lambda k_{\max }}{1-\lambda k_{\max }} k_{\min }^{-1} \sup _{x \in \Omega} d(x, \partial \Omega)$. It follows from Proposition 3.7 that $\left.\rho_{t}\right|_{\Omega}=0$ for $t \geq T$, and thus it suffices to prove (4.10) for $t \in[0, T]$.

For $t \in[0, T]$, define the vector field $v_{t}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ by

$$
v_{t}(x)= \begin{cases}-k\left(\rho_{t}, x\right) \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|}, & \text { if } x \in \stackrel{\circ}{\Omega}, \\ 0, & \text { otherwise }\end{cases}
$$

Notice that $v_{t}$ is well-defined almost everywhere since $x \mapsto \varphi(t, x)$ is Lipschitz continuous and, by Proposition 3.27, $\nabla \varphi(t, x) \neq 0$ wherever it exists. Let $c>0$ be the constant from Corollary 3.11 and let $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex $C^{2}$ function such that $F(x)=|x|$ for every $x \in \mathbb{R}^{d}$ with $|x| \geq c$. Notice that $F$ can be chosen in such a way that $\nabla F$ is bounded by some constant $c^{\prime}$ depending only on $c$. It follows from Proposition 3.27 that, for almost every $x \in \Omega$, one has $v_{t}(x)=-k\left(\rho_{t}, x\right) \nabla F(\nabla \varphi(t, x))$. Since $x \mapsto k\left(\rho_{t}, x\right)$ is Lipschitz continuous, it follows from [6, Proposition 3.2(b)] that $v_{t}$ is of locally bounded variation and that its divergence satisfies, in the sense of distributions,

$$
\nabla \cdot v_{t}=-\nabla k \cdot(\nabla F \circ \nabla \varphi)-k \nabla \cdot(\nabla F \circ \nabla \varphi) .
$$

It then follows from (H1), (H11), and Lemma 4.14 that there exists $C>0$ depending on $c$, the constant $k_{\max }$ from (H1), the constant $L_{x}$ from (H11), and the semi-concavity constant of $\varphi$ such that

$$
\begin{equation*}
\nabla \cdot v_{t} \geq-C \tag{4.13}
\end{equation*}
$$

in the sense of distributions.
For $\varepsilon>0$, let $\beta, \beta_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$be defined as in the statement of Lemma 4.15, so that $\operatorname{spt}\left(\beta_{\varepsilon}\right) \subset B(0, \varepsilon)$ and $\int_{\mathbb{R}^{d}} \beta_{\varepsilon}(x) \mathrm{d} x=1$. Let $\Omega_{\varepsilon}=\{x \in \Omega: d(x, \partial \Omega)>\varepsilon\}$. For $t \in[0, T]$, define $v_{t}^{\varepsilon}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ by $v_{t}^{\varepsilon}=v_{t} * \beta_{\varepsilon}$. It then follows from (4.13) and [6, Proposition 3.2(c)] that

$$
\begin{equation*}
\nabla \cdot v_{t}^{\varepsilon}(x) \geq-C \quad \forall(t, x) \in[0, T] \times \Omega_{\varepsilon} \tag{4.14}
\end{equation*}
$$

Notice also that, for every $q_{t}, q_{x} \in[1,+\infty)$, one has $v^{\varepsilon} \rightarrow v$ in $L^{q_{t}}\left([0, T], L^{q_{x}}\left(\mathbb{R}^{d}\right)\right)$ as $\varepsilon \rightarrow 0$. Let $d^{ \pm}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the signed distance to $\partial \Omega$ defined in (3.12).

Claim 1. There exists $\bar{c}>0$ and $\bar{\varepsilon}>0$ such that, for every $\varepsilon \in(0, \bar{\varepsilon}], t \in[0, T]$, and $x \in \Omega$ with $d(x, \partial \Omega) \leq \varepsilon$, one has

$$
\begin{equation*}
\nabla d^{ \pm}(x) \cdot v_{t}^{\varepsilon}(x) \geq \bar{c} \tag{4.15}
\end{equation*}
$$

Proof. Let $c>0$ and $\delta>0$ be as in the statement of Proposition 3.21. Up to reducing $\delta>0$, $d^{ \pm}$is $C^{1,1}$ on the set of all points at a distance at most $\delta>0$ from $\partial \Omega$. Let $L_{d}$ be a Lipschitz constant for $\nabla d^{ \pm}$on this set and define

$$
c^{\prime}=\inf _{\substack{x \in \Omega \\ \varepsilon \in(0,1]}} \int_{B(x, \varepsilon) \cap \Omega} \beta_{\varepsilon}(x-y) \mathrm{d} y,
$$

which is positive by Lemma 4.15. By (3.14), one deduces that, for every $t \in[0, T]$, one has $\nabla d^{ \pm}(x) \cdot v_{t}(x) \geq c k_{\text {min }}$ for almost every $x \in \Omega$ with $d(x, \partial \Omega) \leq \delta$. Let $\bar{\varepsilon}=\min \left\{\delta / 2,1, \frac{c c^{\prime} k_{\min }}{2 L_{d} k_{\max }}\right\}$ and fix $\varepsilon \in(0, \bar{\varepsilon}], t \in[0, T]$, and $x \in \Omega$ with $d(x, \partial \Omega) \leq \varepsilon$. Then

$$
\begin{aligned}
\nabla d^{ \pm}(x) \cdot v_{t}^{\varepsilon}(x)= & \nabla d^{ \pm}(x) \cdot \int_{B(x, \varepsilon) \cap \Omega} v_{t}(y) \beta_{\varepsilon}(x-y) \mathrm{d} y \\
= & \int_{B(x, \varepsilon) \cap \Omega} \nabla d^{ \pm}(y) \cdot v_{t}(y) \beta_{\varepsilon}(x-y) \mathrm{d} y \\
& +\int_{B(x, \varepsilon) \cap \Omega}\left[\nabla d^{ \pm}(x)-\nabla d^{ \pm}(y)\right] \cdot v_{t}(y) \beta_{\varepsilon}(x-y) \mathrm{d} y \\
\geq & c c^{\prime} k_{\min }-L_{d} k_{\max } \varepsilon \geq \frac{1}{2} c c^{\prime} k_{\min } .
\end{aligned}
$$

Hence (4.15) holds with $\bar{c}=\frac{1}{2} c c^{\prime} k_{\text {min }}$.
Let $X_{\varepsilon}: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ satisfy

$$
\left\{\begin{align*}
\partial_{t} X_{\varepsilon}(t, x) & =v_{t}^{\varepsilon}\left(X_{\varepsilon}(t, x)\right), & & (t, x) \in[0, T] \times \mathbb{R}^{d},  \tag{4.16}\\
X_{\varepsilon}(0, x) & =x, & & x \in \mathbb{R}^{d},
\end{align*}\right.
$$

i.e., $X_{\varepsilon}$ is the flow of the differential equation $\gamma^{\prime}=v_{t}^{\varepsilon}(\gamma)$ restricted to the fixed initial time 0 . By standard properties of flows, for every $t \in[0, T]$, the map $X_{\varepsilon}(t, \cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is invertible,
and, with a slight abuse of notation, we denote its inverse by $X_{\varepsilon}^{-1}(t, \cdot)$. Since $v_{t}^{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$, one has $X_{\varepsilon}(t, \cdot) \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ and, in particular,

$$
\left\{\begin{aligned}
\partial_{t} \nabla X_{\varepsilon}(t, x) & =\nabla v_{t}^{\varepsilon}\left(X_{\varepsilon}(t, x)\right) \nabla X_{\varepsilon}(t, x), & & (t, x) \in[0, T] \times \mathbb{R}^{d}, \\
\nabla X_{\varepsilon}(0, x) & =I, & & x \in \mathbb{R}^{d} .
\end{aligned}\right.
$$

Let $J_{\varepsilon}: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be given by $J_{\varepsilon}(t, x)=\operatorname{det}\left(\nabla X_{\varepsilon}(t, x)\right)$. Then $J_{\varepsilon}$ satisfies

$$
\left\{\begin{aligned}
\partial_{t} J_{\varepsilon}(t, x) & =\nabla \cdot v_{t}^{\varepsilon}\left(X_{\varepsilon}(t, x)\right) J_{\varepsilon}(t, x), & & (t, x) \in[0, T] \times \mathbb{R}^{d}, \\
J_{\varepsilon}(0, x) & =1, & & x \in \mathbb{R}^{d},
\end{aligned}\right.
$$

which yields

$$
J_{\varepsilon}(t, x)=\exp \left(\int_{0}^{t} \nabla \cdot v_{s}^{\varepsilon}\left(X_{\varepsilon}(s, x)\right) \mathrm{d} s\right) .
$$

Let $\rho_{t}^{\varepsilon}=X_{\varepsilon}(t, \cdot)_{\#} \rho_{0}$. Then $\rho^{\varepsilon}$ satisfies, in the sense of distributions in $[0, T) \times \mathbb{R}^{d}$,

$$
\left\{\begin{array}{l}
\partial_{t} \rho^{\varepsilon}+\nabla \cdot\left(\rho^{\varepsilon} v^{\varepsilon}\right)=0  \tag{4.17}\\
\rho_{0}^{\varepsilon}=\rho_{0}
\end{array}\right.
$$

Moreover, since $\rho_{0}$ is absolutely continuous with respect to the Lebesgue measure, so is $\rho_{t}^{\varepsilon}$, and their densities (also denoted by $\rho_{0}$ and $\rho_{t}^{\varepsilon}$ for simplicity) satisfy

$$
\rho_{t}^{\varepsilon}(x)=\frac{\rho_{0}\left(X_{\varepsilon}^{-1}(t, x)\right)}{J_{\varepsilon}\left(t, X_{\varepsilon}^{-1}(t, x)\right)} .
$$

Let $K \subset \Omega$ be compact. For $t \in[0, T]$ and $\varepsilon>0$, set

$$
K_{t}^{\varepsilon}=\left\{X_{\varepsilon}(s, x): s \in[0, t], x \in \mathbb{R}^{d} \text { and } X_{\varepsilon}(t, x) \in K\right\},
$$

i.e., $K_{t}^{\varepsilon}$ is the set of all points which belong to some trajectory of (4.16) passing through $K$ at time $t$.

Claim 2. There exists $\varepsilon_{0}>0$ such that, for every $t \in[0, T]$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$, one has $K_{t}^{\varepsilon} \subset \Omega_{\varepsilon}$.
Proof. Assume, to obtain a contradiction, that there exist sequences $\left(t_{n}\right)_{n \in \mathbb{N}}$ and $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ with $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that $t_{n} \in[0, T]$ and $K_{t_{n}}^{\varepsilon_{n}} \not \subset \Omega_{\varepsilon_{n}}$ for every $n \in \mathbb{N}$. Then, for every $n \in \mathbb{N}$, there exists $s_{n} \in\left[0, t_{n}\right]$ and $x_{n} \in \mathbb{R}^{d}$ such that, setting $z_{n}=X_{\varepsilon_{n}}\left(s_{n}, x_{n}\right)$, one has $z_{n} \notin \Omega_{\varepsilon_{n}}$. Notice that $d\left(x_{n}, \Omega\right) \leq \varepsilon_{n}$, for otherwise one would have $v_{s}^{\varepsilon_{n}}\left(x_{n}\right)=0$ for every $s \geq 0$ and then $X_{\varepsilon_{n}}\left(s, x_{n}\right)=x_{n}$ for every $s \geq 0$, contradicting the fact that $X_{\varepsilon_{n}}\left(t_{n}, x_{n}\right) \in K \subset \Omega$. For the same reason, one must have $d\left(z_{n}, \Omega\right) \leq \varepsilon_{n}$, and, since $z_{n} \notin \Omega_{\varepsilon_{n}}$, this implies that $d\left(z_{n}, \partial \Omega\right) \leq \varepsilon_{n}$.

Let $\bar{\varepsilon}>0$ and $\bar{c}>0$ be such that (4.15) holds for every $\varepsilon \in(0, \bar{\varepsilon}], t \in[0, T]$, and $x \in \Omega$ with $d(x, \partial \Omega) \leq \varepsilon$. Up to reducing $\bar{\varepsilon}$, one may assume that $d(K, \partial \Omega)>\bar{\varepsilon}$.

Fix $n \in \mathbb{N}$ such that $\varepsilon_{n} \leq \bar{\varepsilon}$. Let $\alpha:[0, T] \rightarrow \mathbb{R}$ be defined for $s \in[0, T]$ by $\alpha(s)=$ $d^{ \pm}\left(X_{\varepsilon_{n}}\left(s, x_{n}\right)\right)$. Then $\alpha^{\prime}(s)=\nabla d^{ \pm}\left(X_{\varepsilon_{n}}\left(s, x_{n}\right)\right) \cdot v_{s}^{\varepsilon_{n}}\left(X_{\varepsilon_{n}}\left(s, x_{n}\right)\right)$. In particular, by (4.15), $\alpha^{\prime}(s) \geq \bar{c}>0$ whenever $\alpha(s) \in\left[-\varepsilon_{n}, 0\right]$ (i.e., whenever $X_{\varepsilon_{n}}\left(s, x_{n}\right) \in \Omega$ and $d\left(X_{\varepsilon_{n}}\left(s, x_{n}\right), \partial \Omega\right) \leq$ $\left.\varepsilon_{n}\right)$. Since $d\left(z_{n}, \partial \Omega\right) \leq \varepsilon_{n}$, one has $\alpha\left(s_{n}\right)=d^{ \pm}\left(z_{n}\right) \in\left[-\varepsilon_{n}, \varepsilon_{n}\right]$, and thus $\alpha(s) \geq-\varepsilon_{n}$ for every $s \in\left[s_{n}, T\right]$. This is a contradiction, since $\alpha\left(t_{n}\right)=d^{ \pm}\left(X_{\varepsilon_{n}}\left(t_{n}, x_{n}\right)\right)<-\varepsilon_{n}$ due to the fact that $X_{\varepsilon_{n}}\left(t_{n}, x_{n}\right) \in K \subset \Omega$ and $d(K, \partial \Omega)>\bar{\varepsilon} \geq \varepsilon_{n}$.

Let $\varepsilon_{0}>0$ be as in the statement of Claim 2 . We consider here only the case $p \in(1, \infty)$, the remaining case $p=\infty$ following from the fact that our constants do not depend on $p$. For $t \in[0, T]$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$, one has

$$
\begin{aligned}
\left\|\rho_{t}^{\varepsilon}\right\|_{L^{p}(K)}^{p} & =\int_{K} \frac{\rho_{0}\left(X_{\varepsilon}^{-1}(t, x)\right)^{p}}{J_{\varepsilon}\left(t, X_{\varepsilon}^{-1}(t, x)\right)^{p}} \mathrm{~d} x=\int_{K_{0}} \frac{\rho_{0}(x)^{p}}{J_{\varepsilon}(t, x)^{p-1}} \mathrm{~d} x \\
& =\int_{K_{0}} \rho_{0}(x)^{p}\left[\exp \left(\int_{0}^{t} \nabla \cdot v_{s}^{\varepsilon}\left(X_{\varepsilon}(s, x)\right) \mathrm{d} s\right)\right]^{1-p} \mathrm{~d} x
\end{aligned}
$$

where $K_{0}=\left\{x \in \mathbb{R}^{d}: X_{\varepsilon}(t, x) \in K\right\}$. For every $x \in K_{0}$ and $s \in[0, t]$, one has $X_{\varepsilon}(s, x) \in$ $K_{t}^{\varepsilon} \subset \Omega_{\varepsilon}$, and thus one obtains from the above expression and (4.14) that

$$
\begin{equation*}
\left\|\rho_{t}^{\varepsilon}\right\|_{L^{p}(K)}^{p} \leq e^{C(p-1) T}\left\|\rho_{0}\right\|_{L^{p}(\stackrel{\circ}{\Omega})}^{p} \tag{4.18}
\end{equation*}
$$

Let $\left(K_{n}\right)_{n \in \mathbb{N}}$ be an increasing sequence of compact subsets of $\stackrel{\circ}{\Omega}$ such that $\stackrel{\circ}{\Omega}=\bigcup_{n \in \mathbb{N}} K_{n}$. For $i \in \mathbb{N}$, we construct by induction on $i$ a sequence $\left(\varepsilon_{n}^{i}\right)_{n \in \mathbb{N}}$ such that $\varepsilon_{n}^{i} \rightarrow 0$ as $n \rightarrow \infty$. Let $K=K_{0}$ and take $\varepsilon_{0}>0$ as in the statement of Claim 2. Since, by (4.18), $\left(\rho^{\varepsilon}\right)_{\varepsilon \in\left(0, \varepsilon_{0}\right]}$ is bounded in $L^{\infty}\left([0, T], L^{p}\left(K_{0}\right)\right)$, there exists a sequence $\left(\varepsilon_{n}^{0}\right)_{n \in \mathbb{N}}$ in $\left(0, \varepsilon_{0}\right]$ with $\varepsilon_{n}^{0} \rightarrow 0$ as $n \rightarrow \infty$ such that $\left(\rho^{\varepsilon_{n}^{0}}\right)_{n \in \mathbb{N}}$ converges weakly-* in $L^{\infty}\left([0, T], L^{p}\left(K_{0}\right)\right)$. Now, assume that $i \in \mathbb{N}$ is such that $\left(\varepsilon_{n}^{i}\right)_{n \in \mathbb{N}}$ is constructed and $\varepsilon_{n}^{i} \rightarrow 0$ as $n \rightarrow \infty$. Since, by (4.18), $\left(\rho^{\varepsilon_{n}^{i}}\right)_{n \in \mathbb{N}}$ is bounded in $L^{\infty}\left([0, T], L^{p}\left(K_{i+1}\right)\right)$, there exists a subsequence $\left(\varepsilon_{n}^{i+1}\right)_{n \in \mathbb{N}}$ of $\left(\varepsilon_{n}^{i}\right)_{n \in \mathbb{N}}$ such that $\left(\rho^{\varepsilon_{n}^{i+1}}\right)_{n \in \mathbb{N}}$ converges weakly-* in $L^{\infty}\left([0, T], L^{p}\left(K_{i+1}\right)\right)$.

For $n \in \mathbb{N}$, let $\varepsilon_{n}=\varepsilon_{n}^{n}$. Then $\left(\rho^{\varepsilon_{n}}\right)_{n \in \mathbb{N}}$ converges weakly-* in $L^{\infty}\left([0, T], L^{p}\left(K_{i}\right)\right)$ for every $i \in \mathbb{N}$. Let $\bar{\rho} \in L^{\infty}\left([0, T], L_{\mathrm{loc}}^{p}(\Omega)\right)$ denote the weak-* limit of $\left(\rho^{\varepsilon_{n}}\right)_{n \in \mathbb{N}}$. One deduces from the weak convergence of $\left(\rho^{\varepsilon_{n}}\right)_{n \in \mathbb{N}}$ and (4.18) that, for every $i \in \mathbb{N}$ and almost every $t \in[0, T]$,

$$
\left\|\bar{\rho}_{t}\right\|_{L^{p}\left(K_{i}\right)}^{p} \leq e^{C(p-1) T}\left\|\rho_{0}\right\|_{L^{p}(\stackrel{\circ}{\Omega})}^{p}
$$

and thus

$$
\left\|\bar{\rho}_{t}\right\|_{L^{p}(\stackrel{\circ}{\Omega})}=\lim _{i \rightarrow \infty}\left\|\bar{\rho}_{t}\right\|_{L^{p}\left(K_{i}\right)} \leq e^{C\left(1-\frac{1}{p}\right) T}\left\|\rho_{0}\right\|_{L^{p}(\stackrel{\circ}{\Omega})}
$$

for almost every $t \in[0, T]$. In particular, one obtains that $\bar{\rho} \in L^{\infty}\left([0, T], L^{p}(\stackrel{\circ}{\Omega})\right)$.
Since $v^{\varepsilon} \rightarrow v$ in $L^{1}\left([0, T], L^{p^{\prime}}\left(\mathbb{R}^{d}\right)\right)$ as $\varepsilon \rightarrow 0$, one obtains from (4.17) that $\bar{\rho}$ satisfies, in the sense of distributions in $[0, T) \times \stackrel{\circ}{\Omega}$,

$$
\left\{\begin{array}{l}
\partial_{t} \bar{\rho}+\nabla \cdot(\bar{\rho} v)=0 \\
\bar{\rho}_{0}=\rho_{0}
\end{array}\right.
$$

On the other hand, the measure $\rho=\rho^{\eta}$ obtained from the MFG equilibrium $\eta$ also satisfies the continuity equation $\partial_{t} \rho+\nabla \cdot(\rho v)=0$ with initial condition $\rho_{0}$. It follows from Proposition 3.34 and [5, Theorem 3.1] that solutions to this equation are unique, and thus $\bar{\rho}=\rho$. In particular,

$$
\begin{equation*}
\left\|\rho_{t}\right\|_{L^{p}(\Omega)}^{p} \leq e^{C(p-1) T}\left\|\rho_{0}\right\|_{L^{p}(\stackrel{\circ}{\Omega})}^{p} \tag{4.19}
\end{equation*}
$$

for almost every $t \in[0, T]$. To conclude that (4.19) holds for every $t \in[0, T]$, let $\bar{t} \in[0, T]$ and $\left(t_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0, T]$ such that $t_{n} \rightarrow t$ as $n \rightarrow \infty$ and (4.19) holds at $t_{n}$ for every $n \in \mathbb{N}$. The sequence $\left(\rho_{t_{n}}\right)_{n \in \mathbb{N}}$ is bounded in $L^{p}(\Omega)$, and thus, up to the extraction of a subsequence, it admits a weak limit $\widetilde{\rho}$. On the other hand, $t \mapsto \rho_{t}=\left(e_{t}\right)_{\# \eta}$ is continuous with respect to the weak convergence of measures, and thus $\widetilde{\rho}=\rho_{\bar{t}}$. One concludes that (4.19)
holds for $\bar{t}$ by the $L^{p}$-weak convergence of $\left(\rho_{t_{n}}\right)_{n \in \mathbb{N}}$ to $\rho_{\bar{t}}$ and the weak lower semi-continuity of the $L^{p}$ norm.
4.3. Equilibria in a less regular model. In this section, we use the $L^{p}$ estimates on $\rho_{t}$ from Theorem 4.13 to study equilibria of the MFG model with $k$ given by (1.1) and $\psi=\mathbb{1}_{\Omega}$, i.e.,

$$
\begin{equation*}
k(\mu, x)=V\left(\int_{\Omega} \chi(x-y) \mathbb{1}_{\Omega}(y) \mathrm{d} \mu(y)\right), \quad \text { for all }(\mu, x) \in \mathcal{P}(\Omega) \times \Omega \tag{4.20}
\end{equation*}
$$

Notice that the lack of continuity of the dynamic $k$ with respect to $\mu$ prevents us from using the result of Section 4.1. So, the idea is to consider a sequence of cut-off functions $\left(\psi^{\varepsilon}\right)_{\varepsilon>0}$ taken in $\Psi_{\delta}$, for $\delta$ as in Proposition 4.12, and converging as $\varepsilon \rightarrow 0$ to $\mathbb{1}_{\Omega}$ in $L^{q}\left(\mathbb{R}^{d}\right)$ for all $q \in[1,+\infty)$, and to replace the dynamic $k$ with $k_{\varepsilon}$ defined from $\psi^{\varepsilon}$ as in (1.1), i.e.,

$$
\begin{equation*}
k_{\varepsilon}(\mu, x)=V\left(\int_{\Omega} \chi(x-y) \psi^{\varepsilon}(y) \mathrm{d} \mu(y)\right), \quad \text { for all }(\mu, x) \in \mathcal{P}(\Omega) \times \Omega . \tag{4.21}
\end{equation*}
$$

Our first result of this section shows that, under some suitable convergence assumptions on $k_{\varepsilon}$ as $\varepsilon \rightarrow 0$, one has uniform convergence of the value functions of the corresponding optimal control problems and that the limit of MFG equilibria is a MFG equilibrium for the limiting model.

Proposition 4.16. Let $\rho_{0} \in \mathcal{P}(\Omega)$. For $n \in \mathbb{N}$, let $k_{n}, k: \mathcal{P}(\Omega) \times \Omega \rightarrow \mathbb{R}^{+}$be such that $k_{n}$ is continuous on $\mathcal{P}(\Omega) \times \Omega$ and Lipschitz continuous with respect to the second variable. Let $\eta_{n}$ be a MFG equilibrium for $\rho_{0}$ associated with the control problem with dynamic $k_{n}$. In addition, assume the following:

- As $n \rightarrow \infty,\left(\eta_{n}\right)_{n \in \mathbb{N}}$ converges weakly in $\mathcal{P}(\Gamma)$ to some measure $\eta$.
- There exist two constants $k_{\min }$ and $k_{\max }$ such that $0<k_{\min } \leq k_{n} \leq k_{\max }<+\infty$.
- There exists a constant $M$ independent of $n$ such that $\left|\nabla k_{n}\right| \leq M$.
- For every $(t, x) \in \mathbb{R}^{+} \times \Omega$, we have $k_{n}\left(\left(e_{t}\right)_{\#} \eta_{n}, x\right) \rightarrow k\left(\left(e_{t}\right)_{\# \eta} \eta, x\right)$ as $n \rightarrow \infty$.
- For every $x \in \Omega, t \mapsto k\left(\left(e_{t}\right)_{\#} \eta, x\right)$ is continuous on $\mathbb{R}^{+}$.

For $n \in \mathbb{N}$, let $\varphi_{n}$ (resp. $\varphi$ ) be the value function associated with the control problem with dynamic $k_{n}$ (resp. $k$ ). Then
(a) $\varphi_{n} \rightarrow \varphi$ as $n \rightarrow \infty$ uniformly in $\mathbb{R}^{+} \times \Omega$, and
(b) $\eta$ is a MFG equilibrium for $\rho_{0}$ with dynamic $k$.

Proof. Let us first prove (a). Notice that, up to extracting a subsequence, $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ converges uniformly to some function $\widetilde{\varphi}$ on $\mathbb{R}^{+} \times \Omega$. Indeed, from Proposition 3.7, the sequence $\left(\varphi_{n}\right)_{n}$ is equibounded. Moreover, by Proposition 3.8, the value function $\varphi_{n}$ is Lipschitz in $\mathbb{R}^{+} \times \Omega$ with a Lipschitz constant depending only on the Lipschitz constant of the dynamic $k_{n}$ with respect to $x$, which is independent of $n$. Then, by Arzelà-Ascoli Theorem, $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ admits a uniform limit $\widetilde{\varphi}$ up to the extraction of a subsequence.

We now prove that the limit of $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is $\varphi$. Fix $(t, x) \in \mathbb{R}^{+} \times \Omega$. For every $n \in \mathbb{N}$, let $\gamma_{n}$ be an optimal trajectory for $x$, at time $t$, in the control problem with dynamic $k_{n}$. It is easy to observe that, up to extracting a subsequence, $\gamma_{n} \rightarrow \gamma$ uniformly for some $\gamma \in \Gamma_{k_{\max }}$. Yet, this $\gamma$ is, in fact, an admissible trajectory for $x$, at time $t$, in the control problem with dynamic $k$. Indeed, for a.e. $s \in(t, \infty)$, we have $\left|\gamma_{n}^{\prime}(s)\right| \leq k_{n}\left(\left(e_{s}\right)_{\#} \eta_{n}, \gamma_{n}(s)\right)$. So, letting $n \rightarrow \infty$, we get

$$
\left|\gamma^{\prime}(s)\right| \leq k\left(\left(e_{s}\right)_{\#} \eta, \gamma(s)\right), \quad \text { for a.e. } s \in(t, \infty) .
$$

Let $u_{n}$ be the optimal control associated with $\gamma_{n}$ and $u$ the control associated with $\gamma$. Set

$$
\tau_{n}:=\tau^{t, x, u_{n}}, \quad \tau_{\gamma}:=\tau^{t, x, u}, \quad z_{n}:=\gamma_{n}\left(t+\tau_{n}\right) \in \partial \Omega .
$$

It is clear that there exist $\bar{\tau} \geq 0$ and $z \in \partial \Omega$ such that, up to extracting subsequences, $\tau_{n} \rightarrow \bar{\tau}$ and $z_{n} \rightarrow z$ as $n \rightarrow \infty$. In particular, we have $z=\gamma(t+\bar{\tau})$ and then $\tau_{\gamma} \leq \bar{\tau}$. Consequently, by Lemma 3.1, $\varphi(t, x) \leq \bar{\tau}+g(z)=\lim _{n \rightarrow \infty} \varphi_{n}(t, x)=\widetilde{\varphi}(t, x)$.

To prove the converse inequality, let $\gamma$ be an optimal trajectory for $x$, at time $t$, in the control problem with dynamic $k$, and $u$ be the associated optimal control with $\gamma$. For $n \in \mathbb{N}$, let $\phi_{n}$ be a solution of

$$
\left\{\begin{array}{l}
\phi_{n}^{\prime}(s)=\frac{k_{n}\left(\left(e_{s}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(s)\right)\right)}{k\left(\left(e_{\phi_{n}(s)}\right) \neq \eta, \gamma\left(\phi_{n}(s)\right)\right)},  \tag{4.22}\\
\phi_{n}(t)=t .
\end{array}\right.
$$

Set

$$
\gamma_{n}(s)=\gamma\left(\phi_{n}(s)\right), \quad \text { for all } s \in[t, \infty) .
$$

It is clear that $\gamma_{n}$ is admissible for $x$, at time $t$, in the control problem with dynamic $k_{n}$, and its corresponding control $u_{n}$ is given by $u_{n}(s)=u\left(\phi_{n}(s)\right)$ for $s \geq t$. Let $\tau_{n}=\tau^{t, x, u_{n}}$. Hence, we have

$$
\begin{equation*}
\varphi_{n}(t, x) \leq \tau_{n}+g\left(\gamma_{n}\left(t+\tau_{n}\right)\right) . \tag{4.23}
\end{equation*}
$$

Yet, we observe easily that $\tau_{n}=\phi_{n}^{-1}(t+\tau)-t$, where $\tau:=\tau^{t, x, u}$. From (4.22), we have

$$
\int_{t}^{\phi_{n}(s)} k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right) \mathrm{d} r=\int_{t}^{s} k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right) \mathrm{d} r .
$$

Set

Then $\Psi$ is a bijective map from $[t,+\infty)$ to $[0,+\infty)$, whose inverse is $k_{\min }^{-1}$-Lipschitz continuous. We have

$$
\begin{aligned}
&\left|\phi_{n}(s)-s\right|=\left|\Psi^{-1}\left(\int_{t}^{s} k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right) \mathrm{d} r\right)-\Psi^{-1}\left(\int_{t}^{s} k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right) \mathrm{d} r\right)\right| \\
& \leq k_{\min }^{-1} \int_{t}^{s}\left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right)\right| \mathrm{d} r \\
& \leq k_{\min }^{-1} \int_{t}^{s}\left(\left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma\left(\phi_{n}(r)\right)\right)\right|\right. \\
& \quad+\mid k\left(\left(e_{r}\right)_{\#} \eta, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\# \eta, \gamma(r)) \mid) \mathrm{d} r}\right. \\
& \leq k_{\min }^{-1}\left(\int_{t}^{s}\left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma\left(\phi_{n}(r)\right)\right)\right| \mathrm{d} r\right. \\
&\left.\quad+M k_{\max } \int_{t}^{s}\left|\phi_{n}(r)-r\right| \mathrm{d} r\right) .
\end{aligned}
$$

Yet,

$$
\begin{aligned}
& \left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma\left(\phi_{n}(r)\right)\right)\right| \\
\leq & \mid\left(k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma\left(\phi_{n}(r)\right)\right)-k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma(r)\right)\right)-\left(k\left(\left(e_{r}\right)_{\#} \eta, \gamma\left(\phi_{n}(r)\right)\right)-k\left(\left(e_{r}\right)_{\# \eta, \gamma(r))}\right) \mid\right. \\
& +\left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma(r)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right)\right| \\
\leq & 2 M k_{\max }\left|\phi_{n}(r)-r\right|+\left|k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma(r)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right)\right| .
\end{aligned}
$$

Hence, one has

$$
\left|\phi_{n}(s)-s\right| \leq C\left(\int_{t}^{s} \mid k_{n}\left(\left(e_{r}\right)_{\left.\left.\# \eta_{n}, \gamma(r)\right)-k\left(\left(e_{r}\right)_{\#} \eta, \gamma(r)\right)\left|\mathrm{d} r+\int_{t}^{s}\right| \phi_{n}(r)-r \mid \mathrm{d} r\right), ~, ~}^{\text {, }}\right.\right.
$$

where $C>0$ depends only on $M, k_{\max }$, and $k_{\min }$. Using Gronwall's inequality, we get

$$
\left|\phi_{n}(s)-s\right| \leq C e^{C(s-t)} \int_{t}^{s} \mid k_{n}\left(\left(e_{r}\right)_{\#} \eta_{n}, \gamma(r)\right)-k\left(\left(e_{r}\right)_{\# \eta, \gamma(r))} \mid \mathrm{d} r .\right.
$$

Consequently, for every $s \geq t, \phi_{n}(s) \rightarrow s$ as $n \rightarrow \infty$. In particular, we have $\tau_{n}=\phi_{n}^{-1}(t+\tau)-$ $t \rightarrow \tau$. So, passing to the limit in (4.23), we get

$$
\widetilde{\varphi}(t, x) \leq \tau+g(\gamma(t+\tau))=\varphi(t, x) .
$$

This concludes the proof of (a).
To prove (b), we define, for $k \in \mathbb{N}^{*}$, the set $V_{k}:=\left\{\gamma \in \Gamma: d\left(\gamma, \bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right) \leq \frac{1}{k}\right\}$. We claim that, for every $k \in \mathbb{N}^{*}$, there is some $N_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\bigcup_{x \in \Omega} \Gamma^{\prime}\left[\rho^{\eta_{n}}, x\right] \subset V_{k} \quad \text { for every } n \geq N_{0} \tag{4.24}
\end{equation*}
$$

Indeed, if this is not the case, then there exists $k \in \mathbb{N}^{*}$ and sequences $\left(n_{j}\right)_{j \in \mathbb{N}},\left(x_{j}\right)_{j \in \mathbb{N}}$, and $\left(\gamma_{j}\right)_{j \in \mathbb{N}}$ with $n_{j} \rightarrow \infty$ as $j \rightarrow \infty$ and, for every $j \in \mathbb{N}, x_{j} \in \Omega$ and $\gamma_{j} \in \Gamma^{\prime}\left[\rho^{\eta_{\eta_{j}}}, x_{j}\right] \backslash V_{k}$. Up to extracting subsequences, there exist $x \in \Omega$ and $\gamma \in \Gamma_{k_{\max }}$ such that, as $j \rightarrow \infty, x_{j} \rightarrow x$ and $\gamma_{j} \rightarrow \gamma$ on $\Gamma$. For $j \in \mathbb{N}$, set $\tau_{j}=\tau^{0, x_{j}, u_{j}}$, where $u_{j}$ is the control corresponding to $\gamma_{j}$. Then, using Proposition 3.7, we infer that, up to extracting subsequences, there exists $\bar{\tau} \geq 0$ such that $\tau_{j} \rightarrow \bar{\tau}$ and $\gamma_{j}\left(\tau_{j}\right) \rightarrow \gamma(\bar{\tau}) \in \partial \Omega$, which implies that $\tau_{\gamma} \leq \bar{\tau}$. Moreover, it is easy to check that $\gamma$ is admissible in the control problem with dynamic $k$. Yet, we have

$$
\varphi_{n_{j}}\left(0, x_{j}\right)=\tau_{j}+g\left(\gamma_{j}\left(\tau_{j}\right)\right) .
$$

Then, passing to the limit when $j \rightarrow \infty$, we obtain from (a) and Lemma 3.1 that

$$
\varphi(0, x)=\bar{\tau}+g(\gamma(\bar{\tau})) \geq \tau_{\gamma}+g\left(\gamma\left(\tau_{\gamma}\right)\right) .
$$

This implies that $\gamma \in \Gamma^{\prime}\left[\rho^{\eta}, x\right]$, which is a contradiction.
As a consequence of (4.24) and the fact that $V_{k}$ is a closed subset of $\Gamma$, we have, for every $k \in \mathbb{N}^{*}$,

$$
\eta\left(V_{k}\right) \geq \limsup _{n \rightarrow \infty} \eta_{n}\left(V_{k}\right) \geq \limsup _{n \rightarrow \infty} \eta_{n}\left(\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta_{n}}, x\right]\right)=1 .
$$

Hence, $\eta\left(V_{k}\right)=1$ and, since $k$ is arbitrary and $\bigcap_{k \in \mathbb{N}^{*}} V_{k}=\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta}, x\right]$, we infer that $\eta\left(\bigcup_{x} \Gamma^{\prime}\left[\rho^{\eta}, x\right]\right)=1$, concluding the proof of (b).

One can now use Proposition 4.16 to obtain the existence of an equilibrium to the less regular dynamic $k$ defined in (4.20).

Theorem 4.17. Let $k$ be given by (4.20) and $\rho_{0} \in L^{p}(\Omega)$ for some $p \in(1,+\infty]$. Then there exists a MFG equilibrium $\eta$ for $\rho_{0}$. Moreover, letting $\rho=\rho^{\eta}$ and $\varphi$ be the value function of the optimal control problem (4.1), then $(\rho, \varphi)$ solves the MFG system (4.7).

Proof. For $\varepsilon>0$, let $k_{\varepsilon}$ be given by (4.21) and $\eta_{\varepsilon}$ be a MFG equilibrium for $\rho_{0}$ associated with the control problem with dynamic $k_{\varepsilon}$. Then there exists $\eta \in \mathcal{P}(\Gamma)$ and a sequence $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ with $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that $\eta_{\varepsilon_{n}} \rightharpoonup \eta$ as $n \rightarrow \infty$. To prove that $\eta$ is a MFG equilibrium for $\rho_{0}$, it suffices to show that the hypotheses of Proposition 4.16 are verified for the sequences $\left(k_{\varepsilon_{n}}\right)_{n \in \mathbb{N}}$ and $\left(\eta_{\varepsilon_{n}}\right)_{n \in \mathbb{N}}$. For $t \geq 0$, let $\rho_{t}^{\varepsilon}=\left(e_{t}\right)_{\#} \eta_{\varepsilon}$.

One easily obtains from (4.21) and Proposition 4.12 that there exist $k_{\min }, k_{\max }, M, C>$ 0 such that, for every $\varepsilon>0,0<k_{\min } \leq k_{\varepsilon} \leq k_{\max }<+\infty,\left|\nabla k_{\varepsilon}\right| \leq M$, and $\partial_{t} k_{\varepsilon} \geq$ $-C$. As a consequence of that, by Theorem 3.23, the value function $\varphi_{\varepsilon}$, associated with the control problem with the dynamic $k_{\varepsilon}$, is semi-concave with respect to $x$, and its semi-concavity constant is independent of $\varepsilon$. Then, Theorem 4.13 implies that

$$
\left\|\rho_{t}^{\varepsilon}\right\|_{L^{p}(\Omega)} \leq C\left\|\rho_{0}\right\|_{L^{p}(\Omega)}, \quad \text { for all } t \in \mathbb{R}^{+}, \varepsilon>0
$$

where the constant $C>0$ is independent of $t$ and $\varepsilon$.
Since $\eta_{\varepsilon_{n}} \rightharpoonup \eta$ in $\mathcal{P}(\Gamma)$ as $n \rightarrow \infty$, one deduces from the above uniform $L^{p}$ estimate that $\rho_{t}^{\varepsilon_{n}} \rightharpoonup \rho_{t}$ in $L^{p}$. In addition, $\psi^{\varepsilon} \rightarrow \mathbb{1}_{\Omega}$ in $L^{q}$ as $\varepsilon \rightarrow 0$, for all $q \in[1,+\infty)$. Using these facts, we get, for every $(t, x) \in \mathbb{R}^{+} \times \Omega$, that, as $n \rightarrow \infty$,
$k_{\varepsilon_{n}}\left(\left(e_{t}\right)_{\#} \eta_{\varepsilon_{n}}, x\right)=V\left(\int_{\Omega} \chi(x-y) \psi^{\varepsilon_{n}}(y) \rho_{t}^{\varepsilon_{n}}(y) \mathrm{d} y\right) \rightarrow V\left(\int_{\Omega} \chi(x-y) \rho_{t}(y) \mathrm{d} y\right)=k\left(\left(e_{t}\right)_{\#} \eta, x\right)$.
Moreover, for any $x \in \Omega$, the function $t \mapsto k\left(\left(e_{t}\right)_{\# \eta} \eta, x\right)$ is continuous on $\mathbb{R}^{+}$. Indeed, if $\left(t_{n}\right)_{n \in \mathbb{N}}$ is a sequence with $t_{n} \rightarrow t$, then $\rho_{t_{n}} \rightharpoonup \rho_{t}$ in $L^{p}$ and so we have

$$
k\left(\left(e_{t_{n}}\right)_{\#} \eta, x\right)=V\left(\int_{\Omega} \chi(x-y) \rho_{t_{n}}(y) \mathrm{d} y\right) \rightarrow V\left(\int_{\grave{\Omega}} \chi(x-y) \rho_{t}(y) \mathrm{d} y\right)=k\left(\left(e_{t}\right)_{\#} \eta, x\right) .
$$

Hence the hypotheses of Proposition 4.16 are satisfied, and then $\eta$ is a MFG equilibrium for $\rho_{0}$.

To obtain the MFG system (4.7) for this equilibrium, notice first that $(t, x) \mapsto k\left(\rho_{t}, x\right)$ is continuous and satisfies (H1) and (H2), and thus it follows from Proposition 3.5 that $\varphi$ satisfies the Hamilton-Jacobi equation in (4.7) in the viscosity sense.

By Theorem 4.11, for every $\varepsilon>0, \rho^{\varepsilon}$ satisfies the continuity equation in (4.7) with dynamic $k_{\varepsilon}$ and the corresponding value function $\varphi_{\varepsilon}$. This means that, for every $\phi \in C_{\mathrm{c}}^{\infty}((0,+\infty) \times \Omega)$, one has

$$
-\int_{0}^{\infty} \int_{\Omega} \partial_{t} \phi(t, x) \rho_{t}^{\varepsilon}(x) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\infty} \int_{\Omega} \rho_{t}^{\varepsilon}(x) k_{\varepsilon}\left(\rho_{t}^{\varepsilon}, x\right) \frac{\nabla \varphi_{\varepsilon}(t, x)}{\left|\nabla \varphi_{\varepsilon}(t, x)\right|} \cdot \nabla \phi(t, x) \mathrm{d} x \mathrm{~d} t=0
$$

Recall that, by Proposition 3.7, one has $\left.\rho_{t}^{\varepsilon}\right|_{\Omega}=0$ for every $\varepsilon>0$ and $t \geq T$, where $T=$ $\frac{1+\lambda k_{\max }}{1-\lambda k_{\max }} k_{\min }^{-1} \sup _{x \in \Omega} d(x, \partial \Omega)$. Hence,

$$
\begin{equation*}
-\int_{0}^{T} \int_{\grave{\Omega}} \partial_{t} \phi(t, x) \rho_{t}^{\varepsilon}(x) \mathrm{d} x \mathrm{~d} t+\int_{0}^{T} \int_{\grave{\Omega}} \rho_{t}^{\varepsilon}(x) k_{\varepsilon}\left(\rho_{t}^{\varepsilon}, x\right) \frac{\nabla \varphi_{\varepsilon}(t, x)}{\left|\nabla \varphi_{\varepsilon}(t, x)\right|} \cdot \nabla \phi(t, x) \mathrm{d} x \mathrm{~d} t=0 \tag{4.25}
\end{equation*}
$$

for every $\phi \in C_{\mathrm{c}}^{\infty}((0, T) \times \stackrel{\circ}{\Omega})$. Recall that, for every $t \in \mathbb{R}^{+}$, one has $\rho_{t}^{\varepsilon_{n}} \rightharpoonup \rho_{t}$ in $L^{p}$, and thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\grave{\Omega}} \partial_{t} \phi(t, x) \rho_{t}^{\varepsilon_{n}}(x) \mathrm{d} x=\int_{\AA} \partial_{t} \phi(t, x) \rho_{t}(x) \mathrm{d} x \tag{4.26}
\end{equation*}
$$

Moreover, $k_{\varepsilon_{n}}\left(\rho_{t}^{\varepsilon_{n}}, x\right) \rightarrow k\left(\rho_{t}, x\right)$ for every $(t, x) \in \mathbb{R}^{+} \times \Omega$. On the other hand, for every $t \in \mathbb{R}^{+}$ and $\varepsilon>0, x \mapsto \varphi_{\varepsilon}(t, x)$ is semi-concave and its semi-concavity constant $C$ is independent of $\varepsilon$. Then, by Proposition 4.16(a), $x \mapsto \varphi(t, x)$ is also semi-concave with the same semi-concavity constant. For every $t \in \mathbb{R}^{+}, n \in \mathbb{N}$, and almost every $x \in \AA, \nabla \varphi_{\varepsilon_{n}}(t, x)$ and $\nabla \varphi(t, x)$ exist. Then, for every $h>0$ small enough, one has

$$
\varphi_{\varepsilon_{n}}(t, x+h)-\varphi_{\varepsilon_{n}}(t, x)-\nabla \varphi_{\varepsilon_{n}}(t, x) \cdot h \leq C|h|^{2}
$$

Letting $n \rightarrow \infty$, up to extracting a subsequence, $\nabla \varphi_{\varepsilon_{n}}(t, x)$ converges to some $p \in \mathbb{R}^{d}$, and then

$$
\varphi(t, x+h)-\varphi(t, x)-p \cdot h \leq C|h|^{2}
$$

This means that $p \in \nabla^{+} \varphi(t, x)$ and, since $\nabla \varphi(t, x)$ exists, one concludes that $\nabla \varphi_{\varepsilon_{n}}(t, x) \rightarrow$ $\nabla \varphi(t, x)$ as $n \rightarrow \infty$. Moreover, by Proposition 3.27 , there exists $c>0$ such that $\left|\nabla \varphi_{\varepsilon_{n}}(t, x)\right| \geq$ $c$, implying that $\frac{\nabla \varphi_{\varepsilon_{n}}(t, x)}{\left|\nabla \varphi_{\varepsilon_{n}}(t, x)\right|} \rightarrow \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|}$ as $n \rightarrow \infty$. One then concludes that, for every $t \geq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\stackrel{\circ}{\Omega}} \rho_{t}^{\varepsilon_{n}}(x) k_{\varepsilon_{n}}\left(\rho_{t}^{\varepsilon_{n}}, x\right) \frac{\nabla \varphi_{\varepsilon_{n}}(t, x)}{\left|\nabla \varphi_{\varepsilon_{n}}(t, x)\right|} \cdot \nabla \phi(t, x) \mathrm{d} x=\int_{\stackrel{\circ}{\Omega}} \rho_{t}(x) k\left(\rho_{t}, x\right) \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|} \cdot \nabla \phi(t, x) \mathrm{d} x \tag{4.27}
\end{equation*}
$$

Combining (4.26) and (4.27), one obtains from (4.25) that

$$
-\int_{0}^{T} \int_{\stackrel{\Omega}{\prime}} \partial_{t} \phi(t, x) \rho_{t}(x) \mathrm{d} x \mathrm{~d} t+\int_{0}^{T} \int_{\stackrel{\Omega}{ }} \rho_{t}(x) k\left(\rho_{t}, x\right) \frac{\nabla \varphi(t, x)}{|\nabla \varphi(t, x)|} \cdot \nabla \phi(t, x) \mathrm{d} x \mathrm{~d} t=0
$$

yielding the conclusion.
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