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#### Abstract

In this paper we study the well-posedness of a simple model of boundary layer for rotating fluids between two concentric spheres near the equator. We show that this model can be seen as a degenerate elliptic equation, for which we prove an existence result thanks to a Lax-Milgram type lemma. We also prove uniqueness under an additional integrability assumption and present a transparent boundary condition for such layers.


## 1 Introduction

In this article we will study the linear Ekman boundary layer near the equator for a rotating fluid between two concentric spheres. With $v$ the azimuthal flow velocity and $\psi$ the stream function, the equation we will consider is

$$
\begin{align*}
\partial_{z} v+z \partial_{y} v-\frac{1}{2} \partial_{y}^{4} \psi & =s_{\psi} \\
\partial_{z} \psi+z \partial_{y} \psi+\frac{1}{2} \partial_{y}^{2} v & =s_{v} \tag{1}
\end{align*}
$$

We will mainly consider three domains and boundary conditions:
(I) The domain is $y>0, z>0$ and the boundary condition at $z=0$ is $\psi_{\mid z=0}=0$.
(II) The domain is $y>0, H>z>0$, the boundary condition at $z=0$ is $\psi_{\mid z=0}=0$ and the one at $z=H$ is $\psi_{\mid z=0}=\Lambda v$, where $\Lambda: H_{0}^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}$ is a non-positive operator.
(III) The domain is $y>0, z>H$ and the boundary condition at $z=H$ is $v_{\mid z=H}=v_{H} \in H_{0}^{\frac{1}{2}}$.

[^0]Other cases can be obtained by altering the $z$ boundary conditions (for example $\psi_{z=0}=-\Lambda v_{\mid z=0}$ ). The boundary condition at $y=0$ will be

$$
v_{\mid y=0}=V, \partial_{y} \psi_{\mid y=0}=\Upsilon, \psi_{\mid y=0}=\Psi
$$

and when not especially specified we will take $V=\Upsilon=0, \Psi=0$.
Since their description by Proudman [14] and their formal analysis by Stewartson [16, 17] the behavior of highly rotating fluids have been widely mathematically studied. We refer to the book of Chemin, Desjardins, Gallagher and Grenier [2] for more details. Although the case of a horizontal surface (and the resulting $E^{\frac{1}{2}}$ boundary layer called Ekman layer) is now well understood, especially since Grenier and Masmoudi [8, several other geometries have been considered. For a vertical surface (i.e the axis of rotation is perpendicular to the normal) the resulting boundary layer of size $E^{\frac{1}{3}}$ is well known and analysed (for a formal analysis see for example Van de Vooren [18], and for a detailed analysis with anisotropic viscosity see Bresch, Desjardins and Gérard-Varet [1]). In the spherical case the main difficulty is near the equator: as the latitude goes to 0 the Ekman boundary layer degenerates and the classical analysis becomes invalid, leading to the need for an additional assumption of smallness near the equatorial area (as in the article by Rousset [15]). It is to be noted that for small latitudes the $\beta$-plane model is used to take into account the variations of the angle between the axe of rotation and the normal of the surface as done by Dalibard and Saint-Raymond [4].

In this paper we will focus on a linear and time independent model taking into account the spherical geometry (or any other similar geometry) in the vicinity of the equator. The resulting boundary layer (of size $E^{\frac{1}{5}} \times E^{\frac{2}{5}}$ ) was first derived by Stewartson [16] and is a typical example of so called degenerate boundary layer [7,10]. The derivation of the equation and its numerical analysis have been done notably by Marcotte, Dormy and Soward [12], and is briefly recalled in the appendix, but up to our knowledge no formal proof of the well posedness of the problem exists.

For equation (1) we will prove the existence in the natural energy space. We will also prove the uniqueness assuming additional integrability. For case (II) and for variants these additional assumptions are redundant and we have one and only one solution, however for case (I) and (III) the resulting space is smaller leading to an incomplete result.

A simplified statement of the existence and uniqueness result for $s_{v}=s_{\psi}=0$ is:
Theorem 1. For any $V, \Upsilon \in H_{0}^{\frac{1}{2}}\left(\mathbb{R}_{+}\right), \Psi \in H_{0}^{\frac{3}{2}}\left(\mathbb{R}_{+}\right)$there exists a weak solution of (11) in cases (I)|(II)(III). This solution is such that

$$
\partial_{y} v \in L^{2}(\Omega), \partial_{y}^{2} \psi \in L^{2}(\Omega)
$$

Moreover if $v \in L^{2}, \psi \in L^{2}$ this solution is unique.
When uniqueness holds, a transparent boundary layer operator (similar to the one in [12]) will be described. Such an operator is of great interest for
numerical analysis or for connecting the boundary layer to the interior solution (or in this case to other boundary layers).

The main difficulty of the problem is that each approach to prove wellposedness stumbles on a different term. Let us observe the influence of each part of the equation:

- The $\partial_{z}$ term is the obvious source of the degenerate character of the equation as a boundary layer equation as without it we recover a simple ODE with respect to $y$. More precisely at each $z$ we recover the classical Ekman layer. Even if its size diverges as $z \rightarrow 0$ one can make a formal expansion in powers of $\sqrt{z}$ and $y / \sqrt{z}$ which is the same as doing an expansion in $\frac{1}{\sqrt{\cos (\theta)}}$ for the Ekman problem.
- The $z \partial_{y}$ term associated to the fact that $y>0$ is also a major source of difficulties as it renders the spherical geometry. It prevents any simplification using symmetry arguments and as a counterpart of a simple domain it creates transport along characteristics $z-y^{2} / 2=c$ which will create problems when trying to prove uniqueness. A possible approach would be to use well chosen weighted spaces that follow transport along those characteristics but we were unable to obtain satisfactory results with it. Without this transport term we recover the simple case of a vertical geometry.
- The fact that the equation is a system and without a maximum principle prevents us from directly using modulated energy methods or entropy estimates that are usually helpful in such situations, for example in crossdiffusion problems.
- Another main difference with standard cross-diffusion is the order of the operator in $y$ : one term is a laplacian but the other is a bilaplacian. This asymmetry coupled with the boundary at $y=0$ is the main obstacle when trying to find better variables for the problem as the different regularity leads to mismatches in boundary conditions. The same problem arises when trying to use the decomposition between symmetric and skew-symmetric term for Carleman like estimate.

For these reasons, and the fact that the domain in $y$ is unbounded, our approach will be to consider the problem as a degenerate elliptic one. As a drawback this overlooks the structure of the skew-symmetric term containing the $\partial_{z}$ and transport terms and leads to sub-optimal results in terms of regularity with respect to $z$.

In the first part we will deal with existence with a proof similar to the ones used by Fichera [5]. The main point is the use of a well-chosen space of test functions for a duality approach. This space must ensure both a coercivity condition for the adjoint via a positivity of boundary terms and the recovery of the boundary conditions which are weakly formulated. These two constraints dictate the set of admissible horizontal boundary conditions.

In the second part we will show the uniqueness by standard energy methods. We will also propose variations of the main problem allowing a uniqueness result in the same space as existence. For such variants we will define a transparent boundary operator similar to a Dirichlet to Neumann operator and of great importance for numerical simulation.

## 2 Existence and properties of weak solutions

In this section we prove the existence of weak solutions of (11) using duality and energy methods for degenerate elliptic equations similar to the ones used by Fichera [5. Thus, multiple boundary conditions can be weakly prescribed at $z=0$ and $z=H$, but the energy space is not regular enough to guarantee proper traces.

In the rest of the article we will denote $\boldsymbol{u}=(v, \psi)$ and $\boldsymbol{s}=\left(s_{\psi}, s_{v}\right)$. The equation can then be formulated as $L \boldsymbol{u}=\left(T-\frac{1}{2} D\right) \boldsymbol{u}=\boldsymbol{s}$ where we defined the positive symmetric operator $D$ and the skew-symmetric operator $T$ as

$$
T=\left(\begin{array}{cc}
0 & \partial_{z}+z \partial_{y} \\
\partial_{z}+z \partial_{y} & 0
\end{array}\right), D=\left(\begin{array}{cc}
\partial_{y}^{4} & 0 \\
0 & -\partial_{y}^{2}
\end{array}\right)
$$

The operator $D$ leads to the choice of the energy space $E_{0}$ and the operator $T$ prescribes both the allowed horizontal boundary conditions and the choice of the test function space. It is to be noted that the $z$ derivative and dependence is only involved in $T$, so it has no corresponding term in the energy space.

We will provide a detailed analysis for cases (I) and (II) and for homogeneous boundary conditions.

The other cases follow the exact same analysis, except for the choice of the space of test functions, which must be adapted to the horizontal boundary conditions. We will discuss nonhomogeneous boundary conditions in the next subsection.

### 2.1 Statement of the result

We define the Banach space $E_{0}$ by

$$
\|\boldsymbol{u}\|_{E_{0}}^{2}=\int_{\Omega}\left(\left|\partial_{y} v\right|^{2}+\left|\frac{v}{1+y}\right|^{2}\right)+\int_{\Omega}\left(\left|\partial_{y}^{2} \psi\right|^{2}+\left|\frac{\psi}{1+y^{2}}\right|^{2}\right)
$$

and to enforce homogeneous boundary conditions at $y=0$ we define

$$
\|\boldsymbol{u}\|_{E_{0,0}}^{2}=\int_{\Omega}\left(\left|\partial_{y} v\right|^{2}+\left|\frac{v}{y}\right|^{2}\right)+\int_{\Omega}\left(\left|\partial_{y}^{2} \psi\right|^{2}+\left|\frac{\psi}{y^{2}}\right|^{2}\right)
$$

Lastly for the weak formulation we denote the graph norm

$$
\|\boldsymbol{u}\|_{E_{1}}=\|\boldsymbol{u}\|_{E_{0,0}}+\|T \boldsymbol{u}\|_{E_{0,0}^{\prime}}
$$

Note that $E_{0}$ lacks regularity with respect to $z$ to have traces at $z=0$ (or $z=H$ ). Moreover, $\boldsymbol{u} \in E_{1}$ requires not only some weak (negative) regularity on $\partial_{z} \boldsymbol{u}$ but also a better integrability than just $E_{0}$.

An important point is that these $z$ boundary conditions are derived from the space of test functions. Let us consider
$\mathcal{D}=\left\{\varpi(y, z)=(w(y, z), \phi(y, z)) ; w \in C_{c}^{\infty}((0,+\infty) \times[0,+\infty)), \phi \in C_{c}^{\infty}((0,+\infty) \times(0,+\infty))\right\}$
for case (I) and
$\mathcal{D}=\left\{\varpi=(w, \phi) ; w \in C_{c}^{\infty}((0,+\infty) \times[0, H]), \phi \in C_{c}^{\infty}((0,+\infty) \times(0, H])\right.$ s.t $\left.\phi_{\mid z=H}=-\Lambda^{*} w_{\mid z=H}\right\}$
for case (II). Note that in fact we can replace $\mathcal{D}$ by its closure under the $E_{1}$ norm.

Given this set of definitions, the following existence theorem holds, where as for the rest of the paper $C$ denotes a numerical constant

Theorem 2. Let $\boldsymbol{s}=\left(s_{v}, s_{\psi}\right) \in E_{1}^{\prime}$.
(i) (existence of weak solutions) There exists $\boldsymbol{u} \in E_{0,0}$ such that $\forall \varpi=$ $(w, \phi) \in \mathcal{D}$
$\int_{\Omega}-v \partial_{z} \phi-z v \partial_{y} \phi-\frac{1}{2} \partial_{y}^{2} \psi \partial_{y}^{2} \phi+\int_{\Omega}-\psi \partial_{z} w-z \psi \partial_{y} w-\frac{1}{2} \partial_{y} v \partial_{y} w=\int_{\Omega} s_{\psi} \phi+\int_{\Omega} s_{v} w$
and

$$
\|\boldsymbol{u}\|_{E_{0,0}} \leq C\|\boldsymbol{s}\|_{E_{1}^{\prime}}
$$

(ii) (boundary conditions) If $\boldsymbol{u} \in E_{0} \cap H_{l o c}^{2}$ then $\psi_{\mid z=0}=0$ and in case (II), $\psi_{\mid z=H}=\Lambda v_{\mid z=H}$.
(iii) (interior regularity) If $\partial_{y}^{2} s \in E_{0}^{\prime}$ we have a Caccioppoli type inequality: for all $y_{0}>0, z_{1}>0$ there exist $C_{y_{0}, z_{1}}>0$ such that

$$
\int_{\left(y_{0}, \infty\right) \times\left(0, z_{1}\right)}\left|\partial_{y}^{4} \psi\right|^{2}+\left|\partial_{y}^{3} v\right|^{2} \leq C_{y_{0}, z_{1}}\left(\|\boldsymbol{u}\|_{E_{0}}^{2}+\left\|\partial_{y}^{2} \boldsymbol{u}\right\|_{E_{0}^{\prime}}\right)
$$

Remark. as we have

$$
\begin{aligned}
& \partial_{z} v=-z \partial_{y} v+\frac{1}{2} \partial_{y}^{4} \psi+s_{\psi} \\
& \partial_{z} \partial_{y} \psi=-z \partial_{y}^{2} \psi-\frac{1}{2} \partial_{y}^{3} v+\partial_{y} s_{v}
\end{aligned}
$$

from the interior regularity with respect to $y$ we can obtain interior regularity with respect to $z$.

Points (i), (ii) and (iii) will be proved in subsection 2.3, 2.4 and 2.5 respectively.

### 2.2 Remarks on nonhomogeneous boundary conditions

The previous result only considers homogeneous boundary conditions. As usual we can recover nonhomogeneous boundary condition by lifting these boundary conditions. In this subsection we will briefly discuss this lifting.

Note that an important difference with Ekman boundary layers is that we are able to impose 3 boundary conditions at $y=0$ whereas in classical Ekman boundary layers only 2 boundary conditions can be imposed. This difference does not come from any particularity of our system as the same number can be prescribed if we replace the transport $\partial_{z}+z \partial_{y}$ by $\lambda u+c \partial_{y}$ with $\lambda, c \neq 0$. On the contrary, one can only prescribe 22 conditions for Ekman layers. this comes from a degeneracy of the Ekman system, which causes the Ekman pumping.

In order to consider nonhomogeneous boundary conditions we will need the following lemma:

Lemma 1. - Let $\Psi \in H_{0}^{\frac{3}{2}}\left(\mathbb{R}_{+}\right)$i.e $\Psi \in H^{\frac{3}{2}}$ and $\Psi(0)=0$. Moreover suppose that $z \Psi \in H^{\frac{3}{2}}$. Then there exist $\boldsymbol{r} \in E_{0}$ such that

$$
\begin{gathered}
L \boldsymbol{r} \in E_{1}^{\prime} \text { and }\|L \boldsymbol{r}\|_{E_{1}^{\prime}} \leq C\|(1+z) \Psi\|_{H_{0}^{\frac{3}{2}}} \\
\boldsymbol{r}_{\mid z=0}=0, r_{v \mid y=0}=0, r_{\psi \mid y=0}=\Psi, \partial_{y} r_{\psi \mid y=0}=0
\end{gathered}
$$

- Let $\Upsilon \in H_{0}^{\frac{1}{2}}\left(\mathbb{R}_{+}\right)$i.e such that $\Upsilon \in H^{\frac{1}{2}}$ and

$$
\begin{equation*}
\int_{0}^{1} \frac{|\Upsilon|^{2}(z)}{z} d z<+\infty \tag{3}
\end{equation*}
$$

Let suppose moreover $z \Upsilon \in H^{\frac{1}{2}}\left(\mathbb{R}^{+}\right)$. Then there exist $\boldsymbol{r}=\left(r_{v}, r_{\psi}\right) \in E_{0}$ verifying

$$
\begin{gathered}
L \boldsymbol{r} \in E_{1}^{\prime} \text { and }\|L \boldsymbol{r}\|_{E_{1}^{\prime}} \leq C\|(1+z) \Upsilon\|_{H_{0}^{\frac{1}{2}}} \\
\boldsymbol{r}_{\mid z=0}=0, r_{v \mid y=0}=0, r_{\psi \mid y=0}=0, \partial_{y} r_{\psi \mid y=0}=\Upsilon
\end{gathered}
$$

- Let $V, v_{0} \in H^{\frac{1}{2}}\left(\mathbb{R}_{+}\right)$such that

$$
\begin{equation*}
\int_{0}^{1} \frac{\left|V(\zeta)-v_{0}(\zeta)\right|^{2}}{\zeta} d \zeta<+\infty \tag{4}
\end{equation*}
$$

and $z V \in H^{\frac{1}{2}}$. Then there exist $\boldsymbol{r}=\left(r_{v}, r_{\psi}\right) \in E_{0}$ verifying

$$
\begin{gathered}
L \boldsymbol{r} \in E_{1}^{\prime} \\
r_{v \mid z=0}=v_{0}, r_{\psi \mid z=0}=0, r_{v \mid y=0}=V, r_{\psi \mid y=0}=0, \partial_{y} r_{\psi \mid y=0}=0
\end{gathered}
$$

and

$$
\|L \boldsymbol{r}\|_{E_{1}^{\prime}} \leq C\left(\|(1+z) V\|_{H^{\frac{1}{2}}}+\left\|v_{0}\right\|_{H^{\frac{1}{2}}}+\sqrt{\int_{0}^{1} \frac{\left|V(\zeta)-v_{0}(\zeta)\right|^{2}}{\zeta} d \zeta}\right)
$$

The proof is exactly the same as the one of theorem 1.5.2.4 in Grisvard's book (9). Once the compatibility conditions (3), (4) are verified, one can find $r_{v} \in H^{1}(\Omega)$ and $r_{\psi} \in H^{2}(\Omega)$ verifying the boundary conditions. The only difference is that we first need to lift $(1+z)(V, \Upsilon, \Psi)$ and then divide the lifting by $(1+z)$ to obtain the correct integrability of $z \partial_{y} r$.

Note that there is no physical sense of non zero $\psi_{y \mid=0}$ in our problem. In fact this corresponds to the non penetration condition, and a non zero $\Psi$ will create a pumping similar to the Ekman pumping. However we included this case for the sake of mathematical completeness.

Moreover these hypotheses are far from optimal, in fact we recover more regularity with respect to $z$ than needed for $L \boldsymbol{r}$.

Once this lemma is established, by linearity, considering the equation for $\boldsymbol{u}-\boldsymbol{r}$ with source term $L \boldsymbol{r}$ we can solve the equation with source terms satisfying the hypothesis of the lemma.

In the rest of the paper we will thus consider only homogeneous boundary conditions at $y=0$.

For a nonhomogeneous horizontal boundary condition in case (III) condition (4) then becomes

$$
v_{\mid z=H}=v_{H} \in H_{0}^{\frac{1}{2}}
$$

This condition will be used in the formulation of the transparent boundary condition.

### 2.3 Duality principle (proof of (i))

To prove the first part of theorem 2 we will consider the equation as an elliptic equation, albeit a degenerate one. It will allow us to use classical functional analysis and to carefully encode the boundary conditions in the functional spaces.

Equation (2) can be seen formally as the following problem: find $\boldsymbol{u} \in E_{0,0}$ such that $\forall \varpi=(w, \phi) \in \mathcal{D} \subset E_{1}$,

$$
\begin{aligned}
\langle L \boldsymbol{u}, \varpi\rangle_{E_{1}^{\prime}, E_{1}} & =\int_{\Omega}-v \partial_{z} \phi-z v \partial_{y} \phi-\frac{1}{2} \partial_{y}^{2} \psi \partial_{y}^{2} \phi+\int_{\Omega}-\psi \partial_{z} w-z \psi \partial_{y} w-\frac{1}{2} \partial_{y} v \partial_{y} w \\
& =+\int_{\Omega} s_{\psi} \phi+\int_{\Omega} s_{v} w=\langle\boldsymbol{s}, \varpi\rangle_{E_{1}^{\prime}, E_{1}}
\end{aligned}
$$

where $L: E_{0,0} \rightarrow E_{1}^{\prime}$ is a continuous linear operator as $\|u\|_{E_{0}} \leq\|u\|_{E_{0,0}}$ and

$$
\left|\langle L \boldsymbol{u}, \varpi\rangle_{E_{1}, E_{1}^{\prime}}\right|=\left|\int_{\Omega} \boldsymbol{u} \cdot(T \varpi)+\frac{1}{2} \int_{\Omega}\left(\partial_{y}^{2} v \partial_{y}^{2} w+\partial_{y} \psi \partial_{y} \phi\right)\right| \leq\left(\|\boldsymbol{u}\|_{E_{0,0}}\|T \varpi\|_{E_{0,0}^{\prime}}+\|\boldsymbol{u}\|_{E_{0}}\|\varpi\|_{E_{0}}\right)
$$

Through usual functional analysis methods (typically Lions-Lax-Milgram theorem, see lemma 3 for details) we have at least one solution of $L \boldsymbol{u}=s$ as long there exist a coercivity inequality for the adjoint operator $L^{*}: E_{1} \rightarrow E_{0,0}^{\prime}$, i.e a constant $C$ such that

$$
\begin{array}{r}
\forall \varpi \in \mathcal{D} \subset E_{1}: \\
\left\|L^{*} \varpi\right\|_{E_{0,0}^{\prime}} \geq C\|\varpi\|_{E_{1}}
\end{array}
$$

We have for $\varpi \in \mathcal{D}$

$$
\begin{aligned}
\left\langle L^{*} \varpi, \varpi\right\rangle_{E_{0,0}^{\prime}, E_{0,0}} & =\int_{\Omega}-\partial_{z} w \phi-z \partial_{y} w \phi-\frac{1}{2} \partial_{y}^{2} \phi \partial_{y}^{2} \phi+\int_{\Omega}-\partial_{z} \phi w-z \partial_{y} \phi w-\frac{1}{2} \partial_{y} w \partial_{y} w \\
& =-\frac{1}{2} \int_{\Omega}\left|\partial_{y}^{2} \phi\right|^{2}+\left|\partial_{y} w\right|^{2}-\int_{\Omega} \partial_{z}(w \phi)+z \partial_{y}(w \phi)
\end{aligned}
$$

Using the fact that $w$ and $\phi$ are in $C_{c}^{\infty}((0,+\infty) \times[0,+\infty))$ Hardy's inequality (see for example [13]) reads as

$$
\frac{1}{2} \int_{\Omega}\left|\partial_{y}^{2} \phi\right|^{2}+\left|\partial_{y} w\right|^{2} \geq C\|\varpi\|_{E_{0,0}}^{2}
$$

The first term arising from the skew-symmetric part $T$ is

$$
\int_{\Omega} z \partial_{y}(w \phi)=0
$$

The last term arising from the skew-symmetric part $T$ is

$$
-\int_{\Omega} \partial_{z}(w \phi)
$$

For case (I) this term is 0 thanks to the boundary condition i.e the fact that $\varpi \in \mathcal{D}$.

For case (II) we have

$$
-\int_{\Omega} \partial_{z}(w \phi)=\int_{y} w_{\mid z=H} \Lambda^{*} w_{\mid z=H} d y \leq 0
$$

So for all cases

$$
\left\langle L^{*} \varpi, \varpi\right\rangle_{E_{0,0}^{\prime}, E_{0,0}} \leq-C\|\varpi\|_{E_{0,0}}^{2}
$$

leading to the inequality

$$
\|\varpi\|_{E_{0,0}} \leq C\left\|L^{*} \varpi\right\|_{E_{0,0}^{\prime}} .
$$

As $\varpi \in \mathcal{D}$ we have $T \boldsymbol{u}=-L^{*} \boldsymbol{u}-\frac{1}{2} D \boldsymbol{u}$ and as $\|D \varpi\|_{E_{0}^{\prime}} \leq c\|\varpi\|_{E_{0,0}}$

$$
\|\varpi\|_{E_{1}}=\|\varpi\|_{E_{0,0}}+\|T \varpi\|_{E_{0,0}^{\prime}} \leq\|\varpi\|_{E_{0,0}}+\left\|L^{*} \varpi\right\|_{E_{0,0}^{\prime}}+c\|\varpi\|_{E_{0,0}} \leq C\left\|L^{*} \varpi\right\|_{E_{0,0}^{\prime}}
$$

We recognize the coercivity inequality needed to prove the point $(i)$ of the theorem.

It can be checked that all the other cases can be analyzed along the very same lines, the main point and only part where $z$ boundary conditions appear being the sign of $-\int_{\Omega} \partial_{z}(w \phi)$.

### 2.4 Boundary conditions (proof of (ii))

As functions in the energy space $E_{0}$ do not display sufficient regularity to have traces at $z=0$, we used the duality formulation to prescribe such boundary conditions in a weak sense. For example $\psi_{\mid z=0}=0$ means that for all $w \in$ $C_{c}^{\infty}((0,+\infty) \times[0, \infty])$ we have

$$
\int_{\Omega} \psi \partial_{z} w=0
$$

It remains to demonstrate that for a sufficiently regular solution this formulation is equivalent to the aforementioned boundary conditions.

To do so, let us consider $\boldsymbol{u} \in E_{0} \cap H_{l o c}^{2}$ a solution of (2) (note that all weak solutions for a smooth source term have interior regularity by the point (iii)). Then all considered traces are well defined.

Let $h$ be a regular function such that $h(0)=1, \operatorname{supp} h \subset[0,1)$ and $g \in$ $C_{c}^{\infty}((0,+\infty))$. With $\varpi_{\eta}=\left(w_{\eta}, \phi_{\eta}\right)=\left(g(y) h\left(\frac{z}{\eta}\right), 0\right)=\left(g(y) h_{\eta}(z), 0\right) \in \mathcal{D}$ used as a test function we get

$$
-\int_{\Omega} \psi \partial_{z} w_{\eta}+\int_{\Omega}\left(-z \partial_{y} w_{\eta} \psi+\frac{1}{2} \partial_{y}^{2} w_{\eta} v\right)=\int_{\Omega} s_{v} w_{\eta}
$$

As $\left\|\varpi_{\eta}\right\|_{E_{0}} \rightarrow 0$ when $\eta \rightarrow 0$,

$$
\lim _{\eta \rightarrow 0} \int_{\Omega} \psi \partial_{z} w_{\eta}=0
$$

But $\partial_{z} h_{\eta}$ is approximating the identity, so

$$
\int_{\Omega} \partial_{z} \psi w_{\eta} \rightarrow \int_{0}^{\infty} g(y) \psi(y, 0) d y
$$

thus for all smooth $g$

$$
\int_{0}^{\infty} g(y) \psi(y, 0) d y=0
$$

i.e $\psi(y, 0)=0$.

Similarly for case (II) with

$$
\begin{aligned}
& w=g(y) h_{\eta}(z) \\
& \phi=-\Lambda^{*} g(y) h_{\eta}(z)
\end{aligned}
$$

as $\eta$ goes to 0 we obtain

$$
\int_{\Omega}\left(\Lambda^{*} g(y) v-\psi g(y)\right) \partial_{z} h_{\eta}(z)=0
$$

which leads to

$$
\int_{0}^{\infty}\left(\Lambda v_{y, H}-\psi_{y, H}\right)(y) g(y) d y=0
$$

for all $g$. This is the expected result.
As for the previous point the other cases (notably $v_{\mid z=H}=0$ ) can be described along the same lines.

### 2.5 Caccioppoli type inequality and interior regularity

In order to obtain interior regularity we use the elliptic character with respect to $y$ (associated with the $D$ part of the linear operator) to obtain Caccioppoli type inequalities with respect to $y$.

Let $\theta$ a smooth function on $\mathbb{R}$ such that

$$
\theta(\zeta)\left\{\begin{array}{l}
=0 \text { if } \zeta \in(-\infty, 0] \\
\in[0,1] \text { if } \zeta \in(0,1) \\
=1 \text { if } \zeta \in[1,+\infty)
\end{array}\right.
$$

Let $z-1>0, L>y_{0}>0$ and define

$$
\chi(y, z)=\theta\left(\frac{2 z_{1}-z}{z_{1}}\right) \theta\left(\frac{2 y-y_{0}}{y_{0}}\right) \theta\left(\frac{2 L-y}{L}\right)
$$

then $\chi$ is a smooth cut-off function such that $\chi=0$ outside $\left(y_{0} / 2,2 L\right) \times\left[0,2 z_{1}\right)$ and $\chi=1$ inside $\left[y_{0}, L\right] \times\left[0, z_{1}\right]$.

Let $\rho_{\varepsilon}$ an approximation of the identity with support inside $\mathbb{R}^{-}$and $\boldsymbol{u}_{\varepsilon}=$ $\rho_{\varepsilon} *_{y} \boldsymbol{u}$. We have $\boldsymbol{u}_{\varepsilon}$ smooth with respect to $y$ and solution of equation (11) with a source term $\boldsymbol{s}_{\varepsilon}=\rho_{\varepsilon} *_{y} \boldsymbol{s}$. Using the equation we can deduce that $\partial_{z} \boldsymbol{u}_{\varepsilon}$ is also smooth with respect to $y$ so $\partial_{y}^{2} \boldsymbol{u}_{\varepsilon} \chi^{4}$ and its derivatives with respect to $y$ are in $E_{1}^{\prime}$.

With $\partial_{y}^{2}\left(\partial_{y}^{2} \boldsymbol{u}_{\varepsilon} \chi^{4}\right)$ as a test function, integrating by parts we obtain after cancellation of most skew-symmetric terms

$$
\begin{gathered}
-\int \partial_{y}^{2} v_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \partial_{z} \chi^{4}-\int z \partial_{y}^{2} v_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \partial_{y} \chi^{4}-\int \partial_{y}^{6} \psi_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \chi^{4}+\int \partial_{y}^{4} v_{\varepsilon} \partial_{y}^{2} v_{\varepsilon} \chi^{4}= \\
2 \int \partial_{y}^{2} S_{\varepsilon \psi} \partial_{y}^{2} \psi_{\varepsilon} \chi^{4}+\partial_{y}^{2} S_{\varepsilon v} \partial_{y}^{2} v_{\varepsilon} \chi^{4}
\end{gathered}
$$

Integrating by parts again, we get

$$
\begin{aligned}
\int \partial_{y}^{4} v_{\varepsilon} \partial_{y}^{2} v_{\varepsilon} \chi^{4} & =-\int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4}+\frac{1}{2} \int \partial_{y}^{2} v_{\varepsilon} \partial_{y}^{2} v_{\varepsilon} \partial_{y}^{2} \chi^{4} \\
& =-\int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4}-\frac{1}{2} \int \partial_{y}^{3} v_{\varepsilon} \partial_{y} v_{\varepsilon} \partial_{y}^{2} \chi^{4}+\frac{1}{4} \int\left|\partial_{y} v_{\varepsilon}\right|^{2} \partial_{y}^{4} \chi^{4} \\
\int \partial_{y}^{6} \psi_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \chi^{4} & =\int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+\int \partial_{y}^{4} \psi_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \partial_{y}^{2} \chi^{4} \psi_{\varepsilon}-\int \partial_{y}^{3} \psi_{\varepsilon} \partial_{y}^{3} \psi_{\varepsilon} \partial_{y}^{2} \chi^{4} \\
& =\int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+2 \int \partial_{y}^{4} \psi_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \partial_{y}^{2} \chi^{4}-\frac{1}{2} \int\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2} \partial_{y}^{4} \chi^{4}
\end{aligned}
$$

Moreover, defining $\eta_{1}^{-1}=16\left\|\theta^{\prime}\right\|_{\infty}^{2}\left(\frac{1}{z_{1}}+z_{1}\left(\frac{2}{y_{0}}+\frac{1}{L}\right)\right) \geq 16 \sup \left|\left(\partial_{z}+z \partial_{y}\right) \chi\right|^{2}$
and using Cauchy-Schwarz inequality

$$
\begin{aligned}
\left|\int \partial_{y}^{2} v_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon}\left(\partial_{z}+z \partial_{y}\right) \chi^{4}\right| & \leq \frac{1}{4 \eta_{1}} \int\left(\partial_{y}^{2} \psi_{\varepsilon}\right)^{2} \chi^{4-2}+\eta_{1} \int\left|\partial_{y}^{2} v_{\varepsilon}\right|^{2} 4^{2}\left|\left(\partial_{z}+z \partial_{y}\right) \chi\right|^{2} \chi^{4} \\
& \leq \frac{1}{4 \eta_{1}} \int\left(\partial_{y}^{2} \psi_{\varepsilon}\right)^{2} \chi^{4-2}+\frac{\eta_{1}}{2} \int\left(\left|\partial_{y} v_{\varepsilon}\right|^{2}+\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2}\right) 4^{2}\left|\left(\partial_{z}+z \partial_{y}\right) \chi\right|^{2} \chi^{4} \\
& \leq \frac{1}{2} \int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4}+\int\left(\frac{1}{2}\left|\partial_{y} v_{\varepsilon}\right|^{2}+\frac{1}{4 \eta_{1}}\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2} \chi^{2}\right)
\end{aligned}
$$

and similarly with $\frac{1}{16} \eta_{2}^{-1}=\left(\left\|\theta^{\prime \prime}\right\|_{\infty}^{2} \frac{4}{y_{0}^{2}}+\frac{1}{L^{2}}\right)+\left(\left\|\theta^{\prime}\right\|_{\infty}^{2} \frac{2}{y_{0}}+\frac{1}{L}\right)$

$$
\begin{aligned}
\left|\int \partial_{y}^{3} v_{\varepsilon} \partial_{y} v_{\varepsilon} \partial_{y}^{2} \chi^{4}\right| & \leq \frac{1}{4} \int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4}+\int\left|\partial_{y} v_{\varepsilon}\right|^{2}\left(4^{2}\left|\partial_{y}^{2} \chi\right|^{2} \chi^{4-2}+(4(4-1))^{2}\left|\partial_{y} \chi\right|^{4} \chi^{4-4}\right) \\
& \leq \frac{1}{4} \int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4}+\frac{1}{\eta_{2}} \int\left|\partial_{y} v_{\varepsilon}\right|^{2}
\end{aligned}
$$

$$
\left|\int \partial_{y}^{4} \psi_{\varepsilon} \partial_{y}^{2} \psi_{\varepsilon} \partial_{y}^{2} \chi^{4}\right| \leq \frac{1}{4} \int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+\int\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2}\left(4^{2}\left|\partial_{y}^{2} \chi\right|^{2} \chi^{4-2}+(4(4-1))^{2}\left|\partial_{y} \chi\right|^{4} \chi^{4-4}\right)
$$

$$
\leq \frac{1}{4} \int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+\frac{1}{\eta_{2}} \int\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2}
$$

Therefore combining all these previous inequalities we end up with

$$
\int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+\int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4} \leq c \int\left(\partial_{y}^{2} s_{\varepsilon \psi} \partial_{y}^{2} \psi_{\varepsilon} \chi^{4}+\partial_{y}^{2} s_{\varepsilon v} \partial_{y}^{2} v_{\varepsilon} \chi^{4}\right)+C\left(\frac{1}{\eta_{1}}+\frac{1}{\eta_{2}}\right) \int\left(\left|\partial_{y} v_{\varepsilon}\right|^{2}+\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2}\right)
$$

where $c, C$ are numerical constants.
Using the fact that $\chi \geq 0, \chi=1$ on $\left(y_{0}, L\right) \times\left(0, z_{1}\right)$ and taking $L \rightarrow+\infty$, we finally obtain

$$
\int\left|\partial_{y}^{4} \psi_{\varepsilon}\right|^{2} \chi^{4}+\int\left|\partial_{y}^{3} v_{\varepsilon}\right|^{2} \chi^{4} \leq C_{y_{0}, z_{1}}\left(\left\|\boldsymbol{u}_{\varepsilon}\right\|_{E_{0}}^{2}+\left\|\partial_{y}^{2} \boldsymbol{s}_{\varepsilon}\right\|_{E_{0}^{\prime}}^{2}\right)
$$

The claimed estimate follows from $\varepsilon \rightarrow 0$.
This concludes the proof of theorem 2

## 3 Uniqueness and transparent boundary conditions

In order to prove that (11) admits a unique solution, we try to rely on an energy estimate. However the drawback of the weak formulation is that such an estimate makes no sense in the energy space as integrability with respect to $z$ is missing. In other words, we cannot take $\boldsymbol{u}$ as a test function. In this section
we will show the uniqueness of the solution in a smaller space $\widetilde{E_{0}}$. It is to be noted that as the difficulties appear when $z \rightarrow \infty$, in case (II) we can recover uniqueness.

Once uniqueness is obtained we can reduce the study on the whole space to the study on a bounded (in $z$ ) domain thanks to so called transparent boundary conditions. We will exhibit such boundary conditions and in the last part briefly see their explicit formulation in a simple setting.

### 3.1 Uniqueness

The main obstacle to uniqueness is once more the lack of information with respect to $z$ in the energy space. More precisely if, instead of a degenerate elliptic equation, we consider (11) as a transport equation, the transport term being $\partial_{z}+z \partial_{y}$ with a cross-diffusion term $\frac{1}{2}\left(\begin{array}{cc}0 & \partial_{y}^{4} \\ -\partial_{y}^{2} & 0\end{array}\right)$, the main risk is the loss of mass along the characteristics $y-\frac{z^{2}}{2}=c$. Unfortunately, in the unbounded case we were not able to show that such a problem does not occur as such characteristics go to infinity. However up to a hypothesis of integrability we can show uniqueness of weak solutions.

Let $\widetilde{E_{0}}$ be the set of all functions $\boldsymbol{u}=(v, \psi) \in E_{0}$ such that $v \in L^{2}$ and $\psi \in L^{2}$ i.e

$$
\begin{equation*}
\|\boldsymbol{u}\|_{E_{0}}^{2}=\int_{\Omega}\left(\left|\partial_{y} v\right|^{2}+\left|\frac{v}{1+y}\right|^{2}+|v|^{2}\right)+\int_{\Omega}\left(\left|\partial_{y}^{2} \psi\right|^{2}+\left|\frac{\psi}{1+y^{2}}\right|^{2}+|\psi|^{2}\right) \tag{5}
\end{equation*}
$$

Theorem 3. There exists at most one solution of (21) in $\widetilde{E_{0}}$.
Proof. As before we will focus on the case (I), the other cases following similar analysis.

By linearity it is sufficient to show that if $\boldsymbol{u} \in \widetilde{E_{0}}$ is a solution with homogeneous boundary conditions and $s=0$ then $\boldsymbol{u}=0$. Let $\boldsymbol{u}$ be such a function.

The formal argument is the following. Define

$$
\mathcal{E}(Z)=\int_{0}^{\infty} v(y, Z) \psi(y, Z) d y .
$$

We obtain differentiating with respect to $Z$

$$
\frac{d \mathcal{E}}{d Z}=\frac{1}{2} \int_{0}^{\infty}\left|\partial_{y}^{2} \psi\right|^{2}(y, Z)+\left|\partial_{y} v\right|^{2}(y, Z) d y \geq 0
$$

So $\mathcal{E}$ is 0 at $Z=0, L^{1}$ and non-decreasing. The only option is then $\mathcal{E}=0$ almost everywhere. This leads to

$$
\int_{\Omega}\left|\partial_{y}^{2} \psi\right|^{2}+\left|\partial_{y} v\right|^{2}=0
$$

i.e $\psi=0$ and $v=0$ considering the boundary conditions.

However we cannot apply directly this formal argument as it requires to use $\boldsymbol{u}$ as a test function, which is not possible due to insufficient $z$ regularity, i.e $E_{0} \not \subset E_{1}$.

So let $\boldsymbol{u}_{\varepsilon}$ be the convolution with respect to $z$ of an approximation of the identity $\rho_{\varepsilon}$ (with support in $\mathbb{R}^{-}$) with $\boldsymbol{u}$.

Then $\boldsymbol{u}_{\varepsilon} \in E_{1} \cap \widetilde{E_{0}}$, and the function

$$
\mathcal{E}_{\varepsilon}(Z)=\int_{0}^{\infty} v_{\varepsilon}(y, Z) \psi_{\varepsilon}(y, Z) d y
$$

is well defined in $L^{1}$. Moreover it is differentiable as $v_{\varepsilon}, \psi_{\varepsilon} \in C_{z}^{\infty}\left(L_{y}^{2}\right)$ and using the fact that

$$
\begin{aligned}
& \partial_{z} v_{\varepsilon}+z \partial_{y} v_{\varepsilon}-\frac{1}{2} \partial_{y}^{4} \psi_{\varepsilon}=r_{\varepsilon}^{\psi} \\
& \partial_{z} \psi_{\varepsilon}+z \partial_{y} \psi_{\varepsilon}+\frac{1}{2} \partial_{y}^{2} v_{\varepsilon}=r_{\varepsilon}^{v}
\end{aligned}
$$

where $\boldsymbol{r}_{\varepsilon}=z \partial_{y} \boldsymbol{u}_{\varepsilon}-\rho_{\varepsilon} *_{z}\left(z \partial_{y} \boldsymbol{u}\right)=\left(z \rho_{\varepsilon}(z)\right) *_{z} \partial_{y} \boldsymbol{u}$ (which goes to 0 in $L^{2}$ when $\varepsilon \rightarrow 0$ ), we obtain

$$
\frac{d \mathcal{E}_{\varepsilon}}{d Z}(Z)=\frac{1}{2} \int_{0}^{\infty}\left(\left|\partial_{y}^{2} \psi_{\varepsilon}\right|^{2}+\left|\partial_{y} v_{\varepsilon}\right|^{2}\right) d y+\int_{0}^{\infty}\left(r_{\varepsilon}^{\psi} \psi_{\varepsilon}+r_{\varepsilon}^{v} v_{\varepsilon}\right) d y
$$

So

$$
\mathcal{E}_{\varepsilon} \rightarrow \mathcal{E} \text { in } L^{1}
$$

and

$$
\frac{d \mathcal{E}_{\varepsilon}}{d Z} \rightarrow \frac{1}{2} \int_{0}^{\infty}\left|\partial_{y}^{2} \psi\right|^{2}(y, Z)+\left|\partial_{y} v\right|^{2}(y, Z) d y \text { in } L^{1}
$$

From there $\frac{d \mathcal{E}}{d Z}=\frac{1}{2} \int_{0}^{\infty}\left|\partial_{y}^{2} \psi\right|^{2}+\left|\partial_{y} v\right|^{2} d y$ as a distribution so

$$
\mathcal{E} \in W^{1,1}
$$

To conclude it remains to show that the now well-defined $\mathcal{E}(0)$ is indeed 0 .
By the Caccioppoli inequality of the theorem 2, for all $a>0$ the trace $v_{\mid z=0, y>a}$ is well defined and $\int_{a}^{\infty} v(y, 0) \psi(y, 0) d y=0$, so

$$
\mathcal{E}(0)=0
$$

The previously formal argument can now be used to obtain uniqueness.
It should be noted that we can obtain the uniqueness in $E_{0}$ in the following variants:

- If the domain is bounded in $z$ (case (II) then using the interior $z$ regularity, the boundaries at $z=0$ and $z=H$ and Poincaré inequalities in the $z$ variable we can recover a control of the $L^{2}$ norm of $u$, the boundaries condition at $z=H$ leading to $\mathcal{E}(H) \leq 0$.
- If the domain is $y \in \mathbb{R}, z>0$ then Fourier analysis leads easily to existence and uniqueness (see last subsection).
- If the equation includes additional zero order terms then the natural energy space (dictated by $D$ ) is $\widetilde{E_{0}}$ instead of $E_{0}$ and thus include an $L^{2}$ control so the existence and uniqueness is assured (see next subsection).
- If there is no transport term then the equation is the same as the one for the $E^{\frac{1}{3}}$ Stewartson layer and uniqueness can once more be recovered with explicit Fourier analysis.

It is reasonable to hope that uniqueness indeed holds for the case (I) of (1) but we need to have a better control along characteristics to show it.

### 3.2 Transparent boundary conditions

Similarly to the Dirichlet to Neumann operator for elliptic problems (used for example by Gerard-Varet and Masmoudi [6] for Navier-Stokes equations), in this section we show that solving the equation on the whole space is equivalent to solving the same equation on the two subdomains $(0<z<H$ and $z>H)$ with adequate boundary conditions on both subdomains.

Such a decomposition can be used to focus the study in a bounded (with respect to $z$ ) subdomain, which is especially useful for numerical analysis (as done in [12]) and for deriving boundary layer operators as in [3].

Unfortunately to make such a study a proper uniqueness result is needed. For this reason we will study variants of the initial problem, namely the one with additional zero order terms. It ensures that the energy norm controls the $L^{2}$ norm. The modified equation reads as

$$
\begin{align*}
& \partial_{z} v+z \partial_{y} v-\frac{1}{2} \partial_{y}^{4} \psi-\psi=s_{\psi} \\
& \partial_{z} \psi+z \partial_{y} \psi+\frac{1}{2} \partial_{y}^{2} v-v=s_{v} \tag{6}
\end{align*}
$$

As before, the boundary conditions at $y=0$ will always be $v_{\mid y=0}=\partial_{y} \psi_{\mid y=0}=$ $0, \psi_{\mid y=0}=0$. The horizontal condition will be either (I), (II) or (III).

The previous analysis leads to both existence and uniqueness for (6). With $\|\varpi\|_{\widetilde{E_{1}}}=\|\varpi\|_{\widetilde{E_{0}}}+\|\varpi\|_{\widetilde{E_{0}}}$, where $\widetilde{E_{0}}$ is defined by (5), we have
Lemma 2. There exist a weak solution of (6) in case (I), (II) and (III).
This solution is unique and

$$
\|\boldsymbol{u}\|_{\widetilde{E_{0}}} \leq\|\boldsymbol{u}\|_{\widetilde{E_{1}}} .
$$

Moreover in case (I), if $\partial_{z} s \in{\widetilde{E_{1}}}^{\prime}$ and $\boldsymbol{s} \in \widetilde{E_{0,0}}$ we have $\partial_{z} \boldsymbol{u} \in \widetilde{E_{0}}$ and

$$
\left\|\partial_{z} \boldsymbol{u}\right\|_{\widetilde{E_{0}}} \leq C\left(\left\|\partial_{z} s\right\|_{{\widetilde{E_{1}}}^{\prime}}+\|\boldsymbol{s}\|_{\widetilde{E_{0}}}\right) .
$$

Proof. The proof of this lemma is exactly the same as before, the only new point being the control on $\partial_{z} \boldsymbol{u}$. This comes from the fact that in this particular case we can deduce boundary conditions on $\partial_{z} \boldsymbol{u}$.

More precisely we have $\partial_{z} \boldsymbol{u}$ verifying inside the domain

$$
\begin{align*}
& \partial_{z}\left(\partial_{z} v\right)+z \partial_{y}\left(\partial_{z} v\right)-\frac{1}{2} \partial_{y}^{4}\left(\partial_{z} \psi\right)-\partial_{z} \psi=\partial_{z} s_{\psi}-\partial_{y} v  \tag{7}\\
& \partial_{z}\left(\partial_{z} \psi\right)+z \partial_{y}\left(\partial_{z} \psi\right)+\frac{1}{2} \partial_{y}^{2}\left(\partial_{z} v\right)-\partial_{z} v=\partial_{z} s_{v}-\partial_{y} \psi
\end{align*}
$$

and the boundary conditions at $y=0$ are $\partial_{z} v=\partial_{y} \partial_{z} \psi=0, \partial_{z} \psi=0$. Moreover, contrary to the original problem (11), we have $\left(\partial_{y} \psi, \partial_{y} v\right) \in L^{2}$ and $\widetilde{E_{1}} \subset L^{2}$ so

$$
\left\|\left(\partial_{z} s_{v}-\partial_{y} \psi, \partial_{z} s_{\psi}-\partial_{y} v\right)\right\|_{\widetilde{E}_{1}^{\prime}} \leq C\left(\left\|\partial_{z} s\right\|_{{\widetilde{E_{1}}}^{\prime}}+\|s\|_{{\widetilde{E_{1}}}^{\prime}}\right)
$$

All that remains is the boundary condition at $z=0$. In case (I), the equation (11) leads to

$$
\partial_{z} v_{\mid z=0}=s_{\psi \mid z=0}
$$

which is an admissible boundary condition.
Once we have obtained this result we can now consider transparent boundary conditions.

Theorem 4. (i) (v-to- $\psi$ operator) For all $H>0$ there exists a non-positive operator $\Lambda_{H}: H_{0}^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}$ such that the only solution of (6) in the domain $y>0, z>H$ with boundary condition $v_{\mid z=H}=V$ verifies $\psi_{\mid z=H}=\Lambda_{H} V$.
(ii) (transparent BC) Let $H_{0}>0$ and let s verifying the hypothesis of lemma圆 be a source term with support inside $0<z<H_{0}$. For any $H>H_{0}$ let $\boldsymbol{u}^{b}$ be the solution of (6) on the domain $y>0, H>z>0$ with boundary conditions of type (II)

$$
\psi_{\mid z=0}^{b}=0, \psi_{\mid z=H}^{b}=\Lambda_{H} v_{\mid z=H}^{b}
$$

and let $\boldsymbol{u}_{t}$ be the solution of (6) on $y>0, z>H$ with type (III) boundary condition

$$
v_{z=H}^{t}=v_{\mid z=H}^{b}
$$

and zero source term. Then $\boldsymbol{u}^{b} 1_{0<z<H}+\boldsymbol{u}^{t} 1_{z \geq H}$ is the solution of (6) on the whole domain $y>0, z>0$ with boundary condition $\psi_{\mid z=0}=0$.

Proof. We start by the point (i), i.e the definition of the operator $\Lambda_{H}$.
For $V \in H_{0}^{\frac{1}{2}}$ let $\boldsymbol{u}^{V}$ the solution of (6) in case (III) with nonhomogeneous boundary condition $v_{\mid z=H}=V$. Let us recall that such a solution is obtained by considering homogeneous boundary condition but with a source term $s^{V}=L \boldsymbol{r}^{V}$ where $\boldsymbol{r}^{V}$ is an appropriate lifting.

Similarly for any $W \in H_{0}^{\frac{1}{2}}$ let $\boldsymbol{u}^{W}$ be the solution of (6) with $w_{\mid z=H}=W$.

Using the same argument as in the proof of theorem 3

$$
\mathcal{Q}(Z)=\int_{0}^{\infty}\left(v^{W} \psi^{V}\right)(y, Z) d y
$$

is well defined and in $W^{1,1}$ (note that $\mathcal{E}$ is the quadratic form associated with the bilinear form $\mathcal{Q}$ ) and

$$
\frac{d \mathcal{Q}}{d Z}=\int_{0}^{\infty}\left(\partial_{y}^{2} \psi^{V} \partial_{y}^{2} \psi^{W}+\partial_{y} v^{V} \partial_{y} v^{W}+v^{V} v^{W}+\psi^{V} \psi^{W}\right)(y, Z) d y
$$

So as

$$
\begin{aligned}
\|\mathcal{Q}\|_{L^{\infty}} & \leq C\|\mathcal{Q}\|_{W^{1,1}} \leq C\left(\int\left|v^{W} \psi^{V}\right|+\int\left(\partial_{y}^{2} \psi^{V} \partial_{y}^{2} \psi^{W}+\partial_{y} v^{V} \partial_{y} v^{W}+v^{V} v^{W}+\psi^{V} \psi^{W}\right)\right) \\
& \leq C\left\|u^{V}\right\|_{\widetilde{E_{0}}}\left\|u^{W}\right\|_{\widetilde{E_{0}}} \leq C\left\|s^{V}\right\|_{\widetilde{E}_{1}^{\prime}}\left\|s^{W}\right\|_{{\widetilde{E_{1}}}^{\prime}} \\
& \leq C\|V\|_{H_{0}^{\frac{1}{2}}}\|W\|_{H_{0}^{\frac{1}{2}}}
\end{aligned}
$$

we obtain

$$
\forall W \in H_{0}^{\frac{1}{2}},\left|\int_{0}^{\infty} W \psi_{\mid z=H}^{V} d y\right| \leq C\|V\|_{H_{0}^{\frac{1}{2}}}\|W\|_{H_{0}^{\frac{1}{2}}}
$$

This means that $\psi_{\mid z=H}^{V} \in H^{-\frac{1}{2}}$ and moreover the application $\Lambda_{H}: V \mapsto$ $\psi_{\mid z=H}^{V}$ is continuous from $H_{0}^{\frac{1}{2}}$ to its dual space.

At last since $\mathcal{Q}(Z) \rightarrow 0$ when $Z \rightarrow \infty$ we have

$$
\int_{0}^{\infty} V \Lambda_{H} V d y=\int_{0}^{\infty} V \psi_{\mid z=H}^{V} d y=-\int_{H}^{\infty} \int_{0}^{\infty}\left|\partial_{y}^{2} \psi^{V}\right|^{2}+\left|\partial_{y} v^{V}\right|^{2}+\left|v^{V}\right|^{2}+\left|\psi^{V}\right|^{2} d y d z \leq 0
$$

and therefore $\Lambda_{H}$ is a non-positive operator.
It remains to prove (ii) i.e that this condition is indeed a transparent boundary condition.

First of all let $\boldsymbol{u}$ be the solution of (6) in case (I) and with source term $\boldsymbol{s}$.
Then by lemma $2 v$ has proper trace in $H_{0}^{\frac{1}{2}}$ and $v_{\mid z=H}, \psi_{\mid z=H}$ are well defined. So $\psi_{\mid z=H}=\Lambda_{H} v_{\mid z=H}$ and $\boldsymbol{u}$ is a solution of (6) so by uniqueness in the case (II) we have $\boldsymbol{u} 1_{0 \leq z \leq H}=\boldsymbol{u}^{b}$.

We deduce that $\boldsymbol{u}_{\mid z=H}^{b}$ is well defined and is an admissible trace so $\boldsymbol{u}^{t}$ is well defined and once more by uniqueness in case (III) $\boldsymbol{u} 1_{z \geq}=\boldsymbol{u}^{t}$.

We can prove this result without solving the problem on the whole space: by constructing $\boldsymbol{u}$ from $\boldsymbol{u}^{b}$ and $\boldsymbol{u}^{t}$ in order to show that such $v$-to- $\psi$ operator is necessary to ensure the continuity of both $v$ and $\psi$.

With $\boldsymbol{u}=\boldsymbol{u}^{b} 1_{0 \leq z \leq H}+\boldsymbol{u}^{t} 1_{z \geq H}$ it is straightforward to see that the weak formulation on the whole space is verified for any test function with support inside $0<z<H$ or $z>H$.

Let $\varpi=(w, \phi) \in \mathcal{D}$. Let $\chi$ be a smooth function such that $\chi(s)=0$ for $|s|>2$ and $\chi(s)=1$ for $|s|<1$.

Then with $\chi_{\varepsilon}(z)=\chi\left(\frac{z-H}{\varepsilon}\right)$ using the fact that $\varpi=\varpi \chi_{\varepsilon}+\varpi\left(1-\chi_{\varepsilon}\right)$ we obtain

$$
\langle L \boldsymbol{u}, \varpi\rangle=\left\langle L \boldsymbol{u}, \varpi\left(1-\chi_{\varepsilon}\right)\right\rangle+\left\langle L \boldsymbol{u}, \varpi \chi_{\varepsilon}\right\rangle=\left\langle\boldsymbol{s}+0, \varpi\left(1-\chi_{\varepsilon}\right)\right\rangle+\left\langle L \boldsymbol{u}, \varpi \chi_{\varepsilon}\right\rangle
$$

as $\varpi\left(1-\chi_{\varepsilon}\right)$ is the sum of a function with support inside $0<z<H$ and a function with support inside $z>H$.

The last term is

$$
\begin{aligned}
& \int_{\Omega}-v\left(\partial_{z} \phi \chi_{\varepsilon}+\phi \partial_{z} \chi_{\varepsilon}\right)-z v \partial_{y} \phi \chi_{\varepsilon}-\frac{1}{2} \partial_{y}^{2} \psi \partial_{y}^{2} \phi \chi_{\varepsilon}+\psi \phi \chi_{\varepsilon} \\
+ & \int_{\Omega}-\psi\left(\partial_{z} w \chi_{\varepsilon}+w \partial_{z} \chi_{\varepsilon}\right)-z \psi \partial_{y} w \chi_{\varepsilon}-\frac{1}{2} \partial_{y} v \partial_{y} w \chi_{\varepsilon}+v w \chi_{\varepsilon}
\end{aligned}
$$

and we will show that it goes to 0 when $\varepsilon \rightarrow 0$.
Indeed as $\boldsymbol{u} \in \widetilde{E_{0}}$ and $\varpi \in \widetilde{E_{1}}$ we have when $\varepsilon \rightarrow 0$
$\int_{\Omega}-v \partial_{z} \phi \chi_{\varepsilon}-z v \partial_{y} \phi \chi_{\varepsilon}-\frac{1}{2} \partial_{y}^{2} \psi \partial_{y}^{2} \phi \chi_{\varepsilon}+\psi \phi \chi_{\varepsilon}+\int_{\Omega}-\psi \partial_{z} w \chi_{\varepsilon}-z \psi \partial_{y} w \chi_{\varepsilon}-\frac{1}{2} \partial_{y} v \partial_{y} w \chi_{\varepsilon}+v w \chi_{\varepsilon} \rightarrow 0$.
As $\varpi$ is identically 0 near $y=0$ and $s=0$ near $z=H$ using once more the same arguments as before

$$
\int_{\Omega} v \phi \partial_{z} \chi_{\varepsilon}+\psi w \partial_{z} \chi_{\varepsilon} \rightarrow \int_{y=0}^{\infty}\left(\left(v^{b}-v^{t}\right) \phi+\left(\psi^{b}-\psi^{t}\right) w\right)(y, H) d y
$$

which is zero, as the boundary conditions can be rewritten as $v^{b}-v^{t}=0$ and $\psi^{b}-\psi^{t}=\Lambda_{H} v^{b}-\psi^{t}=\Lambda_{H} v^{b}-\Lambda_{H} v^{t}=0$.

### 3.3 The case of the half plane

In the case where the domain is the half-plane $z>0$ existence and uniqueness are a lot more easier. In fact we can use Fourier transform. Denoting by $\widehat{f}(\xi, z)$ the Fourier transform of $f(y, z)$ with respect to $y$ one can see that the problem can be rewritten as an ODE for each $\xi$

$$
\left(\begin{array}{cc}
\partial_{z}+z i \xi & -\xi^{4} \\
-\xi^{2} & \partial_{z}+z i \xi
\end{array}\right)\binom{\widehat{v}}{\widehat{\psi}}=\binom{\widehat{s_{\psi}}}{\widehat{s_{v}}} .
$$

Hence with $\widehat{w_{ \pm}}=\widehat{v} \pm|\xi| \widehat{\psi}$ the problem is diagonalized

$$
\partial_{z} \widehat{w}_{ \pm}+\left(z i \xi \mp|\xi|^{3}\right) \widehat{w_{ \pm}}=\widehat{s}_{ \pm}
$$

and the explicit solution is

$$
\widehat{w}_{ \pm}(\xi, z)=\widehat{w}_{ \pm}(0) e^{-\frac{z^{2}}{2} i \xi} e^{ \pm|\xi|^{3} z}+\int_{0}^{z} e^{-\frac{z^{2}-s^{2}}{2} i \xi} e^{ \pm|\xi|^{3}(z-s)} \widehat{s_{ \pm}}(s) d s
$$

Note that two exponential modes appear: one in $e^{-|\xi|^{3} z}$ and one in $e^{|\xi|^{3} z}$. To ensure that $\widehat{w}_{+}$ansd $\widehat{w}_{-}$are both in $L^{2}$, a necessary and sufficient condition is that the coefficient of $\exp \left(|\xi|^{3} z\right)$ is 0 . This offers another explanation of why only one condition at $z=0$ can be fixed.

For the transparent boundary condition, if there is no source term this condition simply becomes $\widehat{w}_{+}(\xi, H)=0$ i.e

$$
\forall \xi, \widehat{v}+|\xi| \widehat{\psi}=0
$$

which in real space translates as $\Lambda_{H}=-(-\Delta)^{\frac{-1}{2}}$. This is exactly the condition used in [12] for the numerical approximation.

It is to be noted that in this case the operator $\Lambda_{H}$ goes in fact from $\dot{H}^{\frac{1}{2}}$ to $\dot{H}^{\frac{3}{2}}$ which is the expected regularity as $\partial_{y} \psi$ is of the same regularity as $v$.

But in our case because of the transport term we cannot use symmetries to extend (11) to the whole half space.

## Appendix

## Physical derivation

We recall here the main steps of the derivation of (11) and refer to [12] for details.
We consider the Stokes-Coriolis problem between two surfaces of revolution $\Gamma_{ \pm}$(our main focus will be spheres of radius $R_{ \pm}$) and denote by ( $X, \Phi, Z$ ) the cylindrical coordinates. The Stokes equation of an incompressible fluid rotating around the axis $e_{Z}$ where we neglect the transport, in non-dimensional variables and with $E$ the Ekman number, can be written as

$$
\begin{aligned}
\nabla p+e_{Z} \times U-E \Delta U & =0 \\
\nabla \cdot U & =0
\end{aligned}
$$

We consider non-penetration boundary conditions on $\Gamma_{ \pm}$

$$
\begin{aligned}
& U \cdot n=0 \\
& U=V_{ \pm} e_{\Phi}+\Upsilon_{ \pm} e_{\Phi} \times n
\end{aligned}
$$

If we consider an axisymmetric flow, $U=\left(U_{X}(X, Z), V(X, Z), U_{Z}(X, Z)\right)$ then the incompressibility condition becomes $\partial_{X} U_{X}+\partial_{Z} U_{Z}=0$ so there exist a stream function $\Psi$ such that

$$
U=\left(\begin{array}{c}
\partial_{Z} \Psi \\
V \\
-\partial_{X} \Psi
\end{array}\right)
$$

Figure 1: The different scalings and boundary layers


The corresponding equations are

$$
\begin{aligned}
\partial_{z} V-E \Delta^{2} \Psi & =0 \\
\partial_{z} \Psi+E \Delta V & =0
\end{aligned}
$$

and the boundary conditions

$$
\begin{array}{r}
V_{\mid \Gamma^{+}}=V_{+}, V_{\mid \Gamma^{-}}=V_{-} \\
\partial_{n} \Psi_{\mid \Gamma^{+}}=\Upsilon_{+}, \partial_{n} \Psi_{\mid \Gamma^{-}}=\Upsilon_{-} \\
\Psi_{\mid \Gamma^{ \pm}=0}=0
\end{array}
$$

When $E \rightarrow 0$ we obtain the formal equations $\partial_{Z} V=0, \partial_{Z} \Psi=0$. So at the main order in $E$, inside the domain

$$
\begin{aligned}
& V(X, Z)=V^{0}(X)+o(1) \\
& \Psi(X, Z)=0+o(1)
\end{aligned}
$$

In order to find $V^{0}$ and pursue further the asymptotic expansion we must consider the boundary layer ensuring that the boundary conditions are satisfied.

Near a horizontal boundary (i.e constant $Z$ ) we recover the classical Ekman scaling

$$
\begin{aligned}
& V=v\left(X, \frac{Z}{E^{\frac{1}{2}}}\right) \\
& \Psi=E^{\frac{1}{2}} \psi\left(X, \frac{Z}{E^{\frac{1}{2}}}\right)
\end{aligned}
$$

and with $(x, z)$ the rescaled variables the boundary equation is

$$
\begin{gathered}
\partial_{z} v-\partial_{z}^{4} \psi=0 \\
\partial_{z} \psi+\partial_{z}^{2} v=0
\end{gathered}
$$

Note that the same equation holds for any boundary as long as $\cos (\theta)=e_{Z} \cdot n$ does not approach 0 where $\theta$ is the angle between the normal of the surface and the axis of rotation. In this case the scaling is

$$
Z=\frac{z}{E^{\frac{1}{2}} \cos (\theta)^{-\frac{1}{2}}}
$$

For a vertical boundary (i.e constant $X$ ) the scaling is

$$
\begin{aligned}
& V=v\left(\frac{X}{E^{\frac{1}{3}}}, Z\right) \\
& \Psi=E^{\frac{1}{3}} \psi\left(\frac{X}{E^{\frac{1}{3}}}, Z\right)
\end{aligned}
$$

and the equation

$$
\begin{gathered}
\partial_{z} v-\partial_{y}^{4} \psi=0 \\
\partial_{z} \psi+\partial_{y}^{2} v=0
\end{gathered}
$$

In the case of $\cos (\theta)$ approaching 0 the previous scaling and equation are no longer correct.

If the boundary is $Z=(-X)^{\alpha} 1_{X<0}$, denoting by $Y=X+Z^{\frac{1}{\alpha}}$ the equation becomes

$$
\begin{aligned}
& \left(\partial_{Z}+\alpha^{-1} Z^{\frac{1-\alpha}{\alpha}} \partial_{Y}\right) V-E\left(\partial_{Z}^{2}+\partial_{Y}^{2}+2 \alpha^{-1} Z^{\frac{1-\alpha}{\alpha}} \partial_{Y} \partial_{Z}\right)^{2} \Psi=0 \\
& \left(\partial_{Z}+\alpha^{-1} Z^{\frac{1-\alpha}{\alpha}} \partial_{Y}\right) \Psi+E\left(\partial_{Z}^{2}+\partial_{Y}^{2}+2 \alpha^{-1} Z^{\frac{1-\alpha}{\alpha}} \partial_{Y} \partial_{Z}\right) V=0
\end{aligned}
$$

The scaling is then

$$
\begin{aligned}
& V=v\left(\frac{y}{E^{\frac{1}{3-\alpha}}}, \frac{z}{E^{\frac{\alpha}{3-\alpha}}}\right) \\
& \Psi=E^{\frac{1}{3-\alpha}} \psi\left(\frac{y}{E^{\frac{1}{3-\alpha}}}, \frac{z}{E^{\frac{\alpha}{3-\alpha}}}\right)
\end{aligned}
$$

and the associated equation becomes

$$
\begin{aligned}
& \partial_{z} v+\alpha^{-1} z^{\frac{1-\alpha}{\alpha}} \partial_{y} v-\partial_{y}^{4} \psi-E^{\frac{4(1-\alpha)}{(3-\alpha)}} \partial_{z}^{4} \psi=0 \\
& \partial_{z} \psi+\alpha^{-1} z^{\frac{1-\alpha}{\alpha}} \partial_{y} \psi+\partial_{y}^{2} v+E^{\frac{2(1-\alpha)}{(3-\alpha)}} \partial_{z}^{2} v=0
\end{aligned}
$$

with domain $y>0, z>0$.
The higher terms in $\partial_{z}$ lead to another boundary layer of size $E^{\frac{3(1-\alpha)}{2(3-\alpha)}}$ in $z$ i.e a standard Ekman layer of size $E^{\frac{3(1-\alpha)}{2(3-\alpha)}+\frac{\alpha}{1-\alpha}}=E^{\frac{1}{2}}$. Note that this Ekman layer can be expressed in term of a boundary condition connecting $v$ and $\partial_{z} \psi$ but that in the physical case it is simply a symmetry condition, $\psi=0$.

Considering only the higher order in $E$ we obtain the announced equation for the spherical case $\alpha=\frac{1}{2}$.

Note that there are other boundary layers in the vicinity of the equator or of the cylinder $X=R_{-}$, but since we do not describe them in this paper we did not include them in figure 3.3. We refer to [12, 16] for a complete physical description.

## Duality argument

To prove existence of a solution we used a simpler version of Lions-Lax-Milgram [11] which can be rewritten as:

Lemma 3. Let $E$ and $F$ two reflexive Banach spaces and

$$
L: E \rightarrow F^{\prime}
$$

a continuous operator.
Let $D \subset F$ a dense subspace of $F$ and $L^{*}$ the adjoint of $L$ from $F$ to $E^{\prime}$.
If there exists a constant $\gamma>0$ such that

$$
\begin{equation*}
\forall v \in D,\left\|L^{*} v\right\|_{E^{\prime}} \geq \gamma\|v\|_{F} \tag{8}
\end{equation*}
$$

then for all $f \in F^{\prime}$ there exist a solution $u$ of

$$
L u=f
$$

with

$$
\|u\|_{E} \leq \frac{1}{\gamma}\|f\|_{F^{\prime}}
$$

The proof is elementary but as we did not find this exact formulation in the literature we detail the proof for the reader's convenience.

Let us first notice that the relation (8), also called observability inequality, ensures that $L^{*}$ is injective. Thus the linear form

$$
\begin{aligned}
\phi: L^{*} D & \rightarrow \mathbb{R} \\
L^{*} v & \mapsto\langle f, v\rangle_{F^{\prime}, F}
\end{aligned}
$$

is well defined. Moreover it is continuous

$$
\left|\phi\left(L^{*} v\right)\right|=\left|\langle f, v\rangle_{F^{\prime}, F}\right| \leq\|f\|_{F^{\prime}}\|v\|_{F} \leq \frac{1}{\gamma}\|f\|_{F^{\prime}}\left\|L^{*} v\right\|_{E^{\prime}}
$$

As $D$ is dense we can define $\phi$ as a continuous form on $L^{*} F \subset E^{\prime}$.
Using Hahn-Banach theorem, we then extend $\phi$ as a linear continuous form on the whole $E^{\prime}$. As $E$ is a reflexive Banach space there exists $u \in E$ such that

$$
\forall g \in E^{\prime},\langle u, g\rangle_{E, E^{\prime}}=\phi(g)
$$

and in particular

$$
\forall L^{*} v \in L^{*} F,\left\langle u, L^{*} v\right\rangle_{E, E^{\prime}}=\phi\left(L^{*} v\right)=\langle f, v\rangle_{F^{\prime}, F}
$$

i.e

$$
\forall v \in F,\langle L u, v\rangle_{F^{\prime}, F}=\langle f, v\rangle_{F^{\prime}, F}
$$
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