
HAL Id: hal-01962092
https://hal.science/hal-01962092v1

Submitted on 21 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

The Fatou coordinate for parabolic Dulac germs
Pavao Mardešić, Maja Resman, Jean-Philippe Rolin, Vesna Županović

To cite this version:
Pavao Mardešić, Maja Resman, Jean-Philippe Rolin, Vesna Županović. The Fatou coordinate
for parabolic Dulac germs. Journal of Differential Equations, 2019, 266 (6), pp.3479-3513.
�10.1016/j.jde.2018.09.008�. �hal-01962092�

https://hal.science/hal-01962092v1
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


THE FATOU COORDINATE FOR PARABOLIC DULAC GERMS

P. MARDEŠIĆ1, M. RESMAN2, J.-P. ROLIN3, V. ŽUPANOVIĆ4

Abstract. We study the class of parabolic Dulac germs of hyperbolic polycy-
cles. For such germs we give a constructive proof of the existence of a unique
Fatou coordinate, admitting an asymptotic expansion in the power-iterated
logarithm monomials.
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1. Introduction

A classical problem for germs of diffeomorphisms on the real or complex line at
a fixed point is the problem of embedding in the flow of vector fields or, equiva-
lently, the construction of a Fatou coordinate in which the diffeomorphisms is the
translation by one.

The problem is solved in most cases in the analytic setting. Denote by f the
analytic germ of a diffeomorphism, and by λ the multiplier of the fixed point. The
problem is fully solved in the following two cases: in the hyperbolic case (|λ| 6= 1)
by König’s and Bötcher’s linearization theorem; in the parabolic, i.e. tangent-to-
identity, case (λ = 1, to which also the case of λ being a root of unity is reduced)
by the Leau-Fatou theorem, see e.g. [10].

We solve the problem of existence and uniqueness of Fatou coordinates in a
non-analytic case: for parabolic Dulac germs. Dulac germs are germs f on (R+, 0)
analytic outside of zero, having the well-known Dulac power-log asymptotic expan-
sion f̂ and which are moreover quasi-analytic, i.e. which admit an extension to a
complex domain ensuring the injectivity of the mapping f 7→ f̂ (see Definition 2.3).
In fact, we build a Fatou coordinate which admits a transasymptotic expansion in
power-logarithm monomials (see Section 3.1). This guarantees its uniqueness.

Our work on Dulac germs is motivated by the study of cyclicity of polycycles of
analytic vector fields. Indeed, it is proved by Ilyashenko [7] that the first-return
maps of hyperbolic polycycles are Dulac germs in the sense of Definition 2.3. The
class of parabolic Dulac germs is the most interesting case in the study of the cyclic-
ity of polycycles. Recall that the cyclicity is the maximal number of limit cycles
which can appear in a neighborhood of the polycycle in an analytic deformation.
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Cycles are given by zeros of the displacement germ ∆(x), that is the Dulac germ
minus the identity. In the case of a non-parabolic Dulac germ, the displacement
germ is of the form ∆(x) = ax + o(x), with a 6= 0 [1]. In the parabolic case the
displacement function is flatter than a function having a linear term, so one should
expect higher cyclicity. This is indeed a theorem in the case of hyperbolic loops (i.e.
polycycles with one vertex): there exist parabolic Dulac germs corresponding to
homoclinic loops of arbitrary high cyclicity [16], whereas in the non-parabolic case
the cyclicity is one [1]. In [13], universal bounds for cyclicity of hyperbolic poly-
cycles of 2, 3 and 4 vertices are given under some generic conditions. They imply
that the corresponding Dulac germ is non-parabolic. The cyclicity problem in the
parabolic case, even for polycycles with such low number of vertices, is widely open.

The problem of embedding of diffeomorphisms in a flow has been studied previ-
ously in various non-analytic contexts. For a tangent-to-identity C∞ germ f with
a non-flat contact with the identity, the embedding of f in the flow of a smooth
vector field is proved by Takens [20, Theorem 4]. Recall that a germ f has a flat
contact with the identity if f(x)−x tends to 0 faster than any power of x as x→ 0.
The case of a parabolic C∞ germ with a flat contact with the identity and 0 as an
isolated fixed point, and an extra non-oscillation condition, is considered by Serg-
eraert [18, Theorem 3.1]. This result can be applied, for example, in the study of
conjugation classes of some C∞ codimension one foliations of the cylinder S1 × R.
Finally, if f is a germ of Cr diffeomorphism of R+, r ≥ 2, with 0 as an isolated
fixed point, then a classical result of Szekeres says that f embeds in the flow of a
C1 vector field, which is Cr−1 outside 0 [19].

Note that none of these results applies as such in our framework. First, a para-
bolic Dulac germ f , while having analytic representatives on open intervals (0, d),
is not in general C∞ at 0. Moreover, thanks to the quasi-analyticity result of [7],
if f is not equal to the identity, then its Dulac asymptotic expansion is different
from x. Hence, unlike the situation considered by Sergeraert, f does not have a
flat contact with the identity. Finally, Szekeres’ result could be applied to Dulac
germs of class C2 at 0. However, Szekeres’ methods do not lead to an asymptotic
expansion of the Fatou coordinate in the power-iterated log scale.

In our study, the main difficulty consists in giving a meaning to the notion of
transasymptotic expansion. In the classical case of Dulac germs, the problem does
not occur as, in the expansions, each power of x is multiplied by a polynomial
function in log(x). However, this is not the case anymore for the Fatou coordinate
[11]. In order to build a Fatou coordinate, we perform a transfinite version of the
classical Poincaré algorithm. In each step, we solve the same Abel equation on the
formal and on the germ level. To this end, each time a power of x is multiplied in
the expansion by an infinite series, we choose an appropriate representative of this
series, consistently with the Abel equation. We call integral section this suitable
choice of a representative (see Definitions 3.2 and 3.8).

The problem of the choice of a germ represented by an infinite series is a key
problem in the study of analytic dynamical systems. The problem appears in
Ilyashenko’s solution of Dulac’s problem. The solution is given by imposing the
existence of an analytic extension of the germ to a sufficiently big complex domain
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(quasi-analyticity), [7]. In our construction of the Fatou coordinate, the successive
choices are done by imposing to the germs that appear in the process to be solutions
of Abel equations.

Perspectives. Analytic classification of parabolic analytic germs was given by
Ecalle-Voronin moduli (see [5, 21] or [8] for an overview). It was given by com-
parison of Fatou coordinates on corresponding sectors in the complex plane. We
want to extend Ecalle-Voronin moduli to Dulac germs. We hence need Fatou coor-
dinates defined on sufficently large complex sectors. Our main result is formulated
on the real line (i.e. on (0, d), d > 0). However, by Ilyashenko [6], the Dulac germ
extends to a standard quadratic domain in the complex domain. In this paper, we
construct the Fatou coordinate in a small sector in the complex domain containing
the interval (0, d). Extension of the construction to maximal f -invariant domains
should permit the description of the dynamics of the complex Dulac germ on a
standard quadratic domain. By comparison of Fatou coordinates on different sec-
tors, we expect to obtain in the future the definition of Ecalle-Voronin moduli for
Dulac germs.

An additional motivation for our study is to answer the following question: Can
we recognize a Dulac germ by looking at the size of ε-neighborhoods of its orbits?
A similar question, but for analytic germs, was discussed in [14] and [15]. The
embedding in a flow of a Dulac germ f will be used in [12] to define an appropri-
ate generalization of the length of the ε-neighborhood of an orbit of f . The idea
is to read the formal class and the Ecalle-Voronin moduli of a Dulac germ in the
parameter ε-space, rather than in the phase space.

Organization of the paper. In Section 2 we formulate our main theorem about
the existence and the uniqueness of the Fatou coordinate for a Dulac germ f and
its Dulac expansion f̂ respectively.

In Section 3, we show the non-uniqueness of transasymptotic expansions in the
power-iterated log scale in general. In order to remedy this flaw, we introduce the
notion of sectional asymptotic expansions and define a particular type of such ex-
pansions adapted to Dulac germs and their corresponding Fatou coordinates which
will ensure their uniqueness. The proof of the results of this section is given in
Section 7.

We recall in Section 4 the classical notion of embedding as the time-one map
of a flow and state the equivalence between the existence of a Fatou coordinate
and an embedding in a flow, for analytic germs on open intervals and for parabolic
transseries. The proof of these facts is also postponed to Section 7.

In Section 5 we give some examples of sectional asymptotic expansions.
Finally, Section 6 is dedicated to the precise description of the Fatou coordinate of

a Dulac germ and to the proof of the Theorem. The existence of a Fatou coordinate
is established simultaneously for a Dulac germ and its formal expansion. This allows
in particular to prove that the Fatou coordinate of a Dulac germ admits a sectional
asymptotic expansion in a power-iterated log scale, in the sense of Section 3. It
is worth noticing that the proofs in Section 6 rely on the particular form of Dulac
transseries. Part of the proof of the existence of the Fatou coordinate for Dulac
germs in Section 6 is inspired by a similar classical result for parabolic analytic
germs which is explained, for example, in [9].
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2. Main definitions and results

We define here the classes of power-iterated log transseries, and recall the notions
of Dulac germs and Fatou coordinate, which are needed to state the Theorem about
the Fatou coordinate of a Dulac germ.

We first introduce several classes of transseries. We put `0 := x, ` := `1 :=
1

− log x , and define inductively `j+1 = ` ◦ `j , j ∈ N, as symbols for iterated loga-
rithms.

Definition 2.1 (The classes L̂∞j and L̂). Denote by L̂∞j , j ∈ N0, the set of all
transseries of the type:

(2.1) f̂(x) =

∞∑
i0=0

∞∑
i1=0

· · ·
∞∑
ij=0

ai0,...,ijx
αi0 `αi0,i1 · · · `

αi0,...,ij
j , ai0,...,ij ∈ R, x > 0,

where (αi0,...,ik)ik∈N is a strictly increasing sequence of real numbers tending to +∞
(or finite), for every k = 0, . . . , j. If, moreover, α0 > 0 (the infinitesimal cases), we
denote the class by L̂j. The subset of L̂1 resp. L̂∞1 of transseries with only integer
powers of ` will be denoted by L̂ resp. L̂∞.

A monomial in L̂∞j , j ∈ N0, is any term of the form axγ0`γ1 · · · `γjj , γi ∈ R,
i ∈ {0, . . . , j}, and a ∈ R \ {0}.

A transseries xαi0
(∑∞

i1=0 · · ·
∑∞
ij=0 ai0,...,ij`

αi0,i1 · · · `
αi0,...,ij
j

)
, i0 ∈ N0, from

(2.1) is called a block of f̂ ∈ L̂. That is, a block of f̂ ∈ L̂ is a transseries containing
all monomials from f̂ sharing the same power of x.

For f̂ ∈ L̂∞j , the support of f̂ , denoted by Supp(f̂), is defined as the set of
exponents of all monomials in f̂ with non-zero coefficients:

Supp(f̂) :=
{

(αi0 , αi0,i1 , . . . , αi0,i1,...,ij ) : ai0,...,ij 6= 0
}
.

Put
L̂ :=

⋃
j∈N0

L̂∞j

for the class of all power-iterated logarithm transseries of finite depth in iterated
logarithms.

Note that the classes L̂∞j , j ∈ N0, are the sub-classes of power-iterated logarithm
transseries, whose support is any well-ordered subset of Rj+1 (for the lexicographic
order). We restrict only to the subclass with exponents forming a strictly increasing
sequence tending to +∞. In this paper, we work with Dulac germs and their
expansions, for which this condition is verified.

Notice that x = `0. The classes L̂0 or L̂∞0 are made of formal power series:

f̂(x) =
∑
i∈N

aix
αi , ai ∈ R, x > 0,

such that (αi)i is a strictly increasing real sequence tending to +∞.

For f̂ ∈ L̂∞j , we denote by Lt(f̂) its leading term, which is defined as the smallest
term aγ0,γ1,...,γj x

γ0`γ1`γ22 · · · `
γj
j in f̂ (by the lexicographic order on the monomials)
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with a non-zero coefficient aγ0,γ1,...,γj 6= 0. The tuple (γ0, γ1, . . . , γj) is called the
order of f̂ , and is denoted by ord(f̂) = (γ0, γ1, . . . , γj). The transseries f̂ ∈ L̂j ,
j ∈ N0, is called parabolic if ord(f̂) = (1, 0, . . . , 0).

We denote by G the set of all germs at 0 of real functions defined on some open
interval (0, ε), ε > 0 (meaning that two functions f and g define the same germ
if there exists an interval (0, ε), ε > 0, where they coincide). Furthermore, by
GAN ⊂ G we denote the set of all germs at 0 of real functions defined and analytic
on some interval (0, ε), ε > 0.

In the paper, we will use notation o(·) in two different contexts: for germs
from G and for transseries from L̂. We always mean that x → 0. In the case of
germs, f(x) = o(xγ0`γ1 · · · `γkk ) means that limx→0

f(x)

xγ0`γ1 ···`γkk
= 0. In the case

of transseries, f̂(x) = o(xγ0`γ1 · · · `γkk ) means that the leading monomial of f̂ is
lexicographically of strictly bigger order than the monomial xγ0`γ1 · · · `γkk .

Definition 2.2. Let (αi)i be a sequence of strictly positive real numbers. We say
that (αi)i is an increasing sequence of finite type if it is of one of the following
types:

(1) finite and strictly increasing with i, or
(2) infinite, strictly increasing as i → ∞ and finitely generated (there exist

strictly positive real generators β1, . . . , βn, such that for every αi there exist
ai1, . . . , a

i
n ∈ N such that αi =

∑n
j=1 a

i
jβj).

Note that in the case (2) it necessarily follows that αi →∞, as i→∞.

We now recall the definition of a Dulac series from [4], [6] or [17], and define
what we mean by a Dulac germ.

Definition 2.3 (Dulac germs).
1. We say that f̂ ∈ L̂ is a Dulac series ([4], [6], [17]) if it is of the form:

(2.2) f̂ =

∞∑
i=1

Pi(`)xαi ,

where (Pi)i is a sequence of polynomials and (αi)i an increasing sequence of finite
type (see Definition 2.2).

2. We say that f ∈ GAN is a Dulac germ if:
• there exists a sequence (Pi) of polynomials and an increasing sequence of
finite type (αi)i (see Definition 2.2), such that

f −
n∑
i=1

Pi(`)xαi = o(xαn), n ∈ N,

• f is quasi-analytic: it can be extended to an analytic function to a standard
quadratic domain in C with the same expansion (2.2), as precisely defined
by Ilyashenko, see [6], [17].

If moreover P1 ≡ 1, α1 = 1, and at least one of the polynomials Pi, i > 1, is not
zero, then f is called a parabolic Dulac germ.

The quasi-analyticity property ensures that a Dulac germ f is uniquely deter-
mined by its Dulac asymptotic series f̂ , see [6].



THE FATOU COORDINATE FOR PARABOLIC DULAC GERMS 6

Note that the germs of first return maps of hyperbolic polycycles of planar ana-
lytic vector fields are Dulac germs in the sense of Definition 2.3, see e.g. [4, 6].

We recall finally what is the Fatou coordinate of a real germ:

Definition 2.4 (Fatou coordinate).
1. Let f be an analytic germ on (0, d), d > 0. Let (0, d) be invariant for f . We

say that a strictly monotonic analytic germ Ψ on (0, d) is a Fatou coordinate for
f if

(2.3) Ψ(f(x))−Ψ(x) = 1, x ∈ (0, d).

2. Let f̂ ∈ L̂ be parabolic. We say that Ψ̂ ∈ L̂ is a formal Fatou coordinate for
f̂ if the following equation is satisfied formally in L̂ :

(2.4) Ψ̂(f̂)− Ψ̂ = 1.

Classically, equation (2.3) is called the Abel equation for f .

We now formulate the main result of this paper. The notion of sectional asymp-
totic expansions is introduced in Section 3 to ensure the uniqueness of transfinite
asymptotic expansions in L̂. In particular, the notion of integral sections is adapted
to the Fatou coordinate.

The constructive proof of the Theorem and a more precise description of the
Fatou coordinate for a Dulac germ is given in Section 6.

Theorem. Let f ∈ GAN be a parabolic Dulac germ and let f̂ ∈ L̂ be its Dulac
expansion.

1. There exists a unique (up to an additive constant) formal Fatou coordinate Ψ̂

for f̂ in L̂. It belongs to L̂∞2 .
2. There exists a unique (up to an additive constant) Fatou coordinate Ψ ∈ GAN

for the germ f which admits a sectional asymptotic expansion with respect to an
integral section in the class L̂ (in the sense of Definitions 3.3 and 3.13).

3. Let s be a fixed integral section and Ψ̂ ∈ L̂∞2 the formal Fatou coordinate
(with a fixed choice of the additive constant). Then there exists a choice of the
additive constant in Ψ ∈ GAN from 2. such that the formal Fatou coordinate Ψ̂
is the (unique) sectional asymptotic expansion of Ψ ∈ GAN with respect to s. The
Fatou coordinate Ψ is of the form:

Ψ = Ψ∞ +R,

where Ψ∞ →∞ and R = o(1), as x→ 0.
4. Ψ̂ = Ψ̂∞ + R̂, where Ψ̂∞ ∈ L̂∞2 is the sectional asymptotic expansion of Ψ∞

with respect to s and R̂ ∈ L̂ is the sectional asymptotic expansion of R with respect
to s.

Note that different choices of integral sections s in 3. lead to change Ψ only by
an additive constant C ∈ R.

Note that Ψ∞ → ∞, x → 0, is the infinite part, and R = o(1), x → 0, is the
infinitesimal part. We call Ψ∞ the principal part of Ψ.
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Remark 2.5. Let f ∈ GAN be a parabolic Dulac germ. Let ord(id− f) = (α1,m),
m ∈ N−0 , α1 > 1. The function R from the Theorem satisfies the modified Abel
difference equation:

(2.5) R(f(x))−R(x) = δ(x).

Here, δ is analytic on an open interval (0, d), d > 0, and small : δ(x) = O(xγ), with
γ > α1 − 1.

Remark 2.6 (Non-uniqueness of the Fatou coordinate in GAN , if one does not
require the existence of its asymptotic expansion in L̂).

Note that any strictly monotonic Ψ ∈ GAN whose inverse Ψ−1, as a germ at
infinity, satisfies Ψ−1(w + 1) = f(Ψ−1(w)), is a Fatou coordinate for f . This gives
us freedom of choice of Ψ−1 on the fundamental domain [0, 1) and the rule for its
extension at the neighborhood of ∞, thus, non-unicity of a Fatou coordinate for f .

In particular, let Ψ1 ∈ GAN be the Fatou coordinate constructed in the proof
of the Theorem that admits a sectional expansion Ψ̂1 ∈ L̂∞2 . Let Ψ2 ∈ GAN be
defined by Ψ2 := Ψ1 + T1 ◦ Ψ1, where T1 is any periodic function on R of period
1 whose derivative T ′1 is bounded in (−1, 1) (e.g. T1(x) = 1

4π sin(2πx), x ∈ R). It
can be easily checked that Ψ2 is also a Fatou coordinate for f (by Definition 2.4).
It does not admit an expansion in L̂, due to periodicity of T1.

Remark 2.7. Note that the Fatou coordinate Ψ ∈ GAN for Dulac germ f in the
Theorem admitting only a sectional asymptotic expansion in L̂ is not unique, as
we will show in Example 6 in Subsection 6.1.5. On the other hand, we prove in
Subsection 6.1.5 that a Fatou coordinate Ψ ∈ GAN for f admitting a sectional
asymptotic expansion with respect to an integral sectional in L̂ is unique.

3. Sectional asymptotic expansions

This paper is motivated by the study of Dulac germs (see Definition 2.3) and
their Fatou coordinates. The Dulac asymptotic expansions involve monomials of the
form xα logp x, α ∈ R, p ∈ N, where each power of x is multiplied by a polynomial
in log x. The Dulac expansion of a germ is therefore uniquely given by the classical
Poincaré algorithm. On the contrary, it turns out that the asymptotic expansions
of Fatou coordinates of Dulac germs involve also powers of x multiplied by possibly
divergent series in iterated logarithms. Hence, the classical Poincaré algorithm does
not suffice to produce them. In this work we give a generalization of the algorithm to
explain what it means for a germ from G to have a transfinite asymptotic expansion.
In particular, our construction applies to Fatou coordinates.

Let us first illustrate our definitions on some examples.

Example 1. 1) Suppose that we want to express that the asymptotic expansion
of the germ f ∈ G is the series f̂ (x) = x

(
1 + ` + `2 + · · ·

)
+ x2. Obviously, we

first require that, for every p ∈ N, f (x) −
∑p
n=0 x`

n = o (x`p). This corresponds
to the first steps of the Poincaré algorithm, which are indexed by integers. Now an
extra step is needed, which may be thought of as indexed by the ordinal number
ω. To perform this step, we can take advantage of the convergence of the series∑
n≥0 `

n = 1
1−` to require that f (x)− x 1

1−` is equivalent to x2 at the origin.

2) The above process does not work if the first power of x in the series f̂ is
multiplied by a divergent series in `. For example, how to give a meaning to the
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statement that the series f̂ (x) = x
∑
n≥0 n!`n + x2 is an asymptotic expansion of

the germ f ∈ G? Our answer consists in choosing a germ g ∈ G to which the series
x
∑
n≥0 n!`n is asymptotic in the classical sense. The germ g can be seen as a sum

of this series. Then we perform an extra step by requiring that f (x) − g (x) is
equivalent to x2 at the origin. That is, we first follow the usual Poincaré algorithm
along steps indexed by integers. Once we have reached the step indexed by the first
limit ordinal ω, we associate a sum g to (in general divergent) series x

∑
n≥0 n!`n

in order to proceed further.

3) In the same way, we say that a germ f ∈ G admits an asymptotic expansion
f̂ (x) = x

∑
n≥0 n!`n + x2

∑
n≥0 (n!)

2
`n + x3 if there exist two germs g1, g2 ∈ G

(two sums) such that:
- x
∑
n≥0 n!`n is the (classical Poincaré) asymptotic expansion of g1 at 0,

- x2
∑
n≥0 (n!)

2
`n is the (classical) asymptotic expansion of g2 at 0, and

- f − g1 − g2 is equivalent to x3 at the origin.
In this case, we will say that x

∑
n≥0 n!`n + x2

∑
n≥0 (n!)

2
`n is a transfinite as-

ymptotic expansion of g1 + g2 and that f̂ is a transfinite asymptotic expansion of
f .

Remark 3.1 (Non-uniqueness of asymptotic expansions in L̂ of germs from G).
In Subsection 3.1 below, we give a general version of the method illustrated by
the above examples. The usual algorithm due to Poincaré, which associates an
asymptotic expansion to a germ, proceeds term by term along steps indexed by
integers, that is, by ordinals less than ω. For germs of functions considered in
this work, transfinite asymptotic expansions will be produced in L̂ by a transfinite
version of this algorithm. The algorithm continues along steps indexed by ordinals
(bigger than ω), as it is the case in the examples above. We see that, when we reach
a step indexed by a limit ordinal, we have to provide a sum in order to continue.

This feature leads us to stress an important fact. Whereas the classical algorithm
associates to a germ a well-defined, unique asymptotic expansion, the expansions
produced in L̂ by the generalized method are in general not unique: in the examples
above, different choices of sums g, g1 and g2 may lead to different asymptotic
expansions. This non-uniqueness is illustrated by Example 2 below.

3.1. Transfinite Poincaré algorithm. Let the classes L̂∞j , j ∈ N, and L̂ be as in
Definition 2.1. In this section we define in full generality what it means for a series
f̂ ∈ L̂ to be an asymptotic expansion of a germ f ∈ G. This definition can be seen
as transfinite version of the usual definition of Poincaré.

Consider a germ f ∈ G, a transseries f̂ ∈ L̂ and an ordinal θ ≥ 1 (where 0

denotes the smallest ordinal). We say that f̂ is a truncated asymptotic expansion of
length θ of f , and we write f ∼

θ
f̂ , if there exist a sequence (hα)0≤α<θ of elements

of G, and a sequence (f̂α)0≤α<θ of elements of L̂, such that:

1. f̂ = limν<θ f̂ν (for the product topology with respect to the discrete topology
introduced in [11]);

2. h0 = f , f̂0 = 0;
3. for all 0 < α < θ, we have:
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(a) if α := ν + 1 is a successor ordinal, then
(i) either hν → 0 faster than any monomial from L̂ and θ = α+ 1, f̂α = f̂ν and

hα = hν ,
(ii) or there exists a monomial in L̂ (see Definition 2.1), denoted by Lt (hν) ∈ L̂,

such that

lim
x→0

hν (x)

Lt (hν)
= 1, f̂α = f̂ν + Lt (hν) , hα = hν − Lt (hν) ,

(b) if α < θ is a limit ordinal, then f̂α = limν<α f̂ν and
(i) either θ = α + 1 and, for every β ∈ R, there exists a block of f̂α whose

monomials are smaller than xβ ,
(ii) or there exists a germ gα ∈ G with

gα ∼
α
f̂α and hα = f − gα.

Notice that in case (b), the sequence (f̂ν)ν<α necessarily converges in the product
topology with respect to the discrete topology introduced in [11], due to the fact
that the orders of the monomials in the expansion strictly increase in each step.

Moreover, the existence of such a germ gα is trivially guaranteed. Indeed, with-
out any additional restrictions imposed on the choice, we always have a trivial
choice of the germ: if f ∼

θ
f̂ , then f itself admits an asymptotic expansion f̂α of

length α, f ∼
α
f̂α, for any α < θ. Of course, we may (and usually do) choose some

other germ that admits the same expansion. In particular, a good choice of a germ
will be given by an integral section (see Section 3.3).

Finally, in the cases 3.(a)(i) and 3.(b)(i) of the above definition, the series f̂α is
considered as a total expansion of f , rather than a truncated expansion. We call f̂α
simply an asymptotic expansion of f , and we write f ∼ f̂α, without any reference
to its length.

Actually, the germs gα above can be seen as sums of the transseries f̂α. Since
`k are exponentially small with respect to `k+1, k ∈ N0, as x → 0, because of the
relation

e
− 1

`k+1 = `k,

different choices of sums gα lead in general to different transfinite asymptotic ex-
pansions. This is illustrated in Example 2 below.

Example 2.

(1) f(x) = x
1−`+x2.We can also write it as f(x) = x( 1

1−`+e−
1
` ). The algorithm

described above produces the intermediate series f̂ω = x
(
1 + ` + `2 + · · ·

)
.

Now we can associate two sums to f̂ω, namely:

gω,1 (x) =
x

1− `
and gω,2 (x) =

x

1− `
+ x2 = f (x) .

Note that the second sum corresponds to the ending remark in the algo-
rithm, which says that f itself can always be chosen as a possible sum for
any of the intermediate series f̂α, for α < θ limit ordinal. Hence, depending
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on the choice made at stage ω, the series:

f̂(x) = x(1 + ` + `2 + `3 + · · · ), and f̂(x) = x(1 + ` + `2 + · · · ) + x2,

are two (equally good) asymptotic expansions of f in L̂ ⊂ L̂.
(2) f(x) = x

1−` . Obviously, f admits an asymptotic expansion f̂ ∈ L̂1, f̂ =

x(1 + ` + `2 + · · · ). However, equally legitimate asymptotic expansions by
the transfinite Poincaré algorithm from Remark 3.1 are, for example:

f(x) = x
( 1

1− `
+ `ke

− 1
`

)
− x2`k

⇒ f̂(x) = x(1 + ` + `2 + · · · )− x2`k ∈ L̂k, k ∈ N.
In this manner, we can easily generate non-unique asymptotic expansions of f ∈ G
in L̂. Moreover, they can belong to any L̂k, k ∈ N. Note additionally that there
does not exist a minimal j ∈ N such that the expansion of f in L̂j is unique.
Indeed, if we put ` instead of `k in the example above, we get non-uniqueness of
the expansion already in the class L̂1.

On the contrary, just note that in the class L̂∞0 , the asymptotic expansion of a
germ, if it exists, is unique (by the Poincaré algorithm).

3.2. Sections. Sectional asymptotic expansions. Based on the content of the
previous section, we can now define the notion of asymptotic transseries:

Definition 3.2 (The set Ŝ of asymptotic transseries in L̂). A series f̂ ∈ L̂ such that
there exists an element f ∈ G with f∼f̂ (as described in Section 3.1) is called an
asymptotic transseries. We denote by Ŝ ⊆ L̂ the set of all asymptotic transseries.
By S ⊆ G, we denote the set of all germs which admit an asymptotic expansion in
Ŝ (in the sense of Subsection 3.1).

We have stressed in the previous section the non-uniqueness of asymptotic expan-
sions of germs in S. This comes from the multiple “sums” which can be associated
to the intermediate series at each limit ordinal step of the transfinite Poincaré algo-
rithm. Therefore, in Definition 3.2, asymptotic expansions of germs in L̂ (as well as
in any L̂∞j , j ≥ 1) are not unique. Note that the power asymptotic expansion of a
germ (that is, the asymptotic expansion in L̂∞0 ), if it exists, is by classical Poincaré
algorithm always unique. The uniqueness of the transfinite asymptotic expansion
can be obtained by setting a “summation mapping” which associates to every series
f̂α indexed by limit ordinal α a well defined sum gα ∈ G (using the notations of
Section 3.1).

Actually, picking a particular “sum” of a series among infinitely many possible
ones is an operation quite similar to picking an element in the fiber over a point of
the base space, in the situation of a fiber bundle. Hence in the sequel we call such
a summation mapping a section (see the precise Definition 3.3), and the associated
expansions sectional asymptotic expansions. In particular, we define later a partic-
ular choice of a section adapted to our problem that will guarantee the uniqueness
of the asymptotic expansion of a germ with respect to this section.

It is convenient to impose upon our sections to be linear maps defined on appro-
priate vector subspaces of Ŝ. Notice however that, while Ŝ is obviously a vector
space, it is not the case for the set S, as the following example shows.



THE FATOU COORDINATE FOR PARABOLIC DULAC GERMS 11

Example 3 (S is not a vector space). Take

f1(x) = x
1

1− `
∈ G, f2(x) = x

1

1− `
+ x2 sin(x) ∈ G

Note that f2 can be written as f2(x) = x
(

1
1−` +e−1/` sin(e−1/`)

)
. Since both germs

1
1−` and 1

1−` + e−1/` sin(e−1/`) admit 1 + ` + `2 + . . . ∈ L̂0 as a power asymptotic
expansion, both f1 and f2 admit f̂ = x(1 + ` + `2 + . . .) ∈ L̂1 as their asymptotic
expansion in L̂ (as in Definition 3.2). On the other hand, f1(x) − f2(x) = x2 sinx

obviously does not admit an asymptotic expansion in L̂.

Definition 3.3.
(i) A section s is any linear mapping defined on some vector space Îs ⊆ Ŝ,

s : Îs → GAN ,
where ĝ ∈ Ŝ is an asymptotic expansion of s(ĝ) ∈ GAN (obtained by the transfinite
Poincaré algorithm from Section 3.1).

We say that the germ g = s(ĝ) is the sectional sum of ĝ with respect to the
section s.

(ii) We say that a germ f ∈ GAN admits a sectional asymptotic expansion f̂ ∈ Ŝ
with respect to the section s if:

- f ∼ f̂ (see Section 3.1),
- at each limit ordinal step 0 < α < θ it holds that f̂α ∈ Îs and gα = s(f̂α),
where θ is the length of the expansion f̂ of f .

That is, the choice of germs gα ∈ GAN at limit ordinal steps of the transfinite
Poincaré algorithm is uniquely determined by the section s.

Notice that there exist germs from G that admit sectional asymptotic expansions
in L̂ with respect to some section, but which do not admit sectional asymptotic
expansion in L̂ with respect to some other section. Take, for example, the germ

f(x) = x ·
( 1

1− `
+ x · sin 1

`

)
and any section s such that s

(
x
∑∞
k=0 `

k
)

= x
1−` . Obviously, f does not admit

asymptotic expansion in L̂ with respect to s. On the contrary, take any section s
such that s

(
x
∑∞
k=0 `

k
)

= x
1−` +e−

1
` sin 1

` . Then the sectional asymptotic expansion
of f with respect to the section s is then equal to f̂(x) = x

∑∞
k=0 `

k.

Proposition 3.4 (Uniqueness of the s-sectional asymptotic expansion). The s-
sectional asymptotic expansion of a germ f ∈ G, if it exists, is unique.

The proof follows by the definition of s-sectional asymptotic expansions and the
transfinite Poincaré algorithm from Subsection 3.1.

On the other hand, note that by Definition 3.3, the injectivity of the mapping
f 7→ f̂ , where f̂ is the s-sectional asymptotic expansion of f , is not implied.

It is clear that all the sectional asymptotic expansions of a germ f ∈ S have the
same leading term (see Definition 2.1). Hence we can put:

Definition 3.5. Let f ∈ S. The leading term of f , denoted by Lt(f), is the leading
term Lt(f̂) of its any sectional asymptotic expansion f̂ ∈ Ŝ.
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We define here what we mean by convergent transseries in L̂, which are canoni-
cally summable in some sense. We introduce a desired property of sections: we call
it coherence. It means that a section respects convergence, that is, to a convergent
transseries in L̂ assigns its sum.

Definition 3.6 (Convergent transseries in L̂). Let f̂ ∈ L̂∞j , j ∈ N0. We will say
that f̂ given by (2.1) is a convergent transseries if (2.1) is a summable family of
monomials (summable pointwise on some open interval (0, d), d > 0). That is, if
there exists d > 0 such that the multiple sum converges absolutely on (0, d):

(3.1)
∞∑
i0=0

∞∑
i1=0

· · ·
∞∑
ij=0

∣∣ai0...ij ∣∣xαi0 `αi0i1 · · · `αi0···ij
j <∞, x ∈ (0, d) .

In that case, by f ∈ G we denote the sum of f̂ on (0, d) in the sense of summable
families:

(3.2)

f(x) :=

∞∑
i0=0

∞∑
i1=0

· · ·
∞∑
ij=0

a+i0...ijx
αi0 `αi0i1 · · · `

αi0···ij
j

−
∞∑
i0=0

∞∑
i1=0

· · ·
∞∑
ij=0

a−i0...ijx
αi0 `αi0i1 · · · `

αi0···ij
j , x ∈ (0, d)

where a+i0...ij := max{ai0...ij , 0} > 0, a−i0...ij := max{−ai0...ij , 0} > 0.

For exact definition and properties of summable families, see e.g. [3]. Note that,
due to positivity, the order of summation in (3.1) and (3.2) is not important.

Definition 3.7 (Coherent sections). We say that a section s is coherent if it re-
spects convergence. That is, if for every convergent f̂ ∈ Îs ⊆ Ŝ it holds that
s(f̂) = f , where f is the sum of f̂ in the sense of Definition 3.6.

Let s be a coherent section. Let f̂ convergent, with sum f ∈ G, belong to Îs.
By Fubini’s theorem, all partial expansions of f , f̂α, with respect to s, are also
convergent. By Definition 3.3 of sections, it implies that also f̂α ∈ Îs. Therefore,
the above definition of coherence is consistent.

3.3. Integral sections. We define here a particular family of coherent sections
which we call the integral sections. The definition of integral section is based on
Definition 3.8, which provides a formula for assigning a unique sum to a special
type of divergent series in L̂∞0 , which we call integrally summable. The formula is
adapted to the Fatou coordinate constructed in Section 6. It uses the fact that the
Fatou coordinate, as a formal transseries or as a germ at 0, is a solution of the Abel
equation. See Example 4 (2) in Section 5 or Example 5 in Section 6 for a better
understanding.

Definition 3.8 (Integrally summable series in L̂∞0 ).
(1) By L̂I0 ⊂ L̂∞0 we denote the set of all formal series

f̂(y) =

∞∑
n=N

any
n ∈ L̂∞0 , N ∈ Z, an ∈ R,

which are either:
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(i) convergent on an open interval (0, δ), δ > 0, or
(ii) divergent and such that there exists α ∈ R, α 6= 0, for which

(3.3)
d

dx

(
xαf̂(`)

)
= xα−1R(`),

formally in L̂∞, where R is a convergent Laurent series.
We call L̂I0 the set of integrally summable series of L̂∞0 .

(2)

(i) If f̂ is convergent, we define its integral sum as the usual sum (on an
interval (0, δ)).

(ii) If f̂ ∈ L̂I0 is divergent, we define its integral sum f ∈ GAN by:

(3.4) f(y) :=

´ e−1/y

d
sα−1R

(
`(s)

)
ds

e−
α
y

,

where `(s) = − 1
log s . We put d = 0 if sα−1R

(
`(s)

)
is integrable at 0 (i.e.

α > 0) and d > 0 otherwise (i.e. α < 0).

Remark 3.9. Note that the two parts of the definition of the integral sum are
consistent. Indeed, in the case when f̂ is convergent, let R be a convergent series
defined by (3.3) for α = 0. Now, the integral expression (3.4) for f(y), with α = 0,
d > 0, coincides with the sum of f̂ up to a constant.

Remark 3.10. The idea behind the definition of an integral sum f of f̂ is that f
is defined as a germ from GAN such that the same equation as (3.3) is satisfied, but
in the sense of germs:

d

dx

(
xαf(`)

)
= xα−1R(`), x ∈ (0, d), d > 0.

Note that the solution of (3.3) in the sense of germs is given by (3.4).

Proposition 3.11. The exponent α 6= 0 in Definition 3.8 (1) (ii) is unique. We
call such α the exponent of integration of f̂ .

The proof is in the Appendix. Note that if (3.3) were true for α = 0, it would
imply that f̂ is convergent, so we can suppose α 6= 0 for divergent series.

Remark 3.12.
(1) Note that the integral sum f of f̂ ∈ L̂I0, as defined by (3.4), is unique for

α > 0. It is unique only up to Ce
α
y , C ∈ R, for α < 0, due to the possible choice of

d > 0. For α = 0 (that is, if f̂ is convergent), the integral sum is unique.
(2) Proposition 7.3 in the Appendix shows that f̂ ∈ L̂I0 is the power asymptotic

expansion of its integral sums. In the case α < 0, the term Ce
α
x in the integral sum

f is exponentially small with respect to monomials in L̂0. Therefore, adding such
a term to f does not change its asymptotic expansion f̂ ∈ L̂0.

Definition 3.13 (Integral sections). The vector subspace Î of Ŝ generated by the
transseries ĝ(x) = xαf̂(`), where f̂ ∈ L̂I0 and α ∈ R is the exponent of integration
of f̂ (or an arbitrary real number if f̂ convergent), is called the space of integrally
asymptotic transseries.
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An integral section is any coherent section s : Î → GAN which, to every generator
ĝ(x) = xαf̂(`) of Î, associates s(ĝ) = xαf(`), where f ∈ GAN is the integral sum
of f̂ given by (3.4).

Note that the germ f is unique only up to an additive constant (Remark 3.12).
Likewise, the integral sections s are linear mappings only up to an additive constant.

4. Embedding in a one-parameter flow

In this section (Propositions 4.3 and 4.4) we discuss the close relationship be-
tween the existence of a (formal) Fatou coordinate for a germ f ∈ GAN (resp. f̂)
and an embedding of f ∈ GAN (resp. f̂) in a (formal) one-parameter flow. For
the explicit relation, consult also the constructive proofs of propositions in the
Appendix.

Definition 4.1 (One-parameter local flow, standard definition). Let a and b be
two continuous functions defined on (0, d) such that a(x) < 0 < b(x). A family
{f t}t∈(a(x),b(x)) of functions defined on some open interval (0, d), d > 0, is called a
one-parameter flow on (0, d) if:

(1) f0(x) = x, x ∈ (0, d),
(2) If s ∈ (a(x), b(x)) and t ∈ (a(fs(x)), b(fs(x))) then t+ s ∈ (a(x), b(x)) and

f t+s(x) = f t(fs(x)), x ∈ (0, d).

We say that the one-parameter flow {f t} is a C1-flow if the mapping t 7→ f t(x) is
of class C1

(
(a(x), b(x))

)
, for every x ∈ (0, d).

Let f ∈ GAN . We say that f embeds as the time-one map in a flow {f t} if
f1 = f (that is, if f1 exists and is equal to f on some interval (0, d)).

Definition 4.2 (Formal one-parameter flow, see [11]). We say that a one-parameter
family {f̂ t}t∈R, f̂ t ∈ L̂, is a C1-formal flow if:

(1) f̂0 = id, f̂ t+s = f̂ t ◦ f̂s, s, t ∈ R,
(2) S := ∪t∈RSupp(f̂ t) is a well-ordered subset of R>0 × Z,
(3) t 7→ [f̂ t](α,m) is of the class C1(R), for every (α,m) ∈ S.

Here, [f̂ t](α,m) denotes the coefficient (which is a function of t) of the monomial
xα`m in f̂ t. Again, we say that f̂ ∈ L̂ embeds in the flow {f̂ t}t∈R as the time-one
map if f̂ = f̂1.

In [11], we have proved that any parabolic transseries f̂ ∈ L̂ is the time-one map
of a unique C1-flow in L̂. The next proposition states that, accordingly, the formal
Fatou coordinate exists and is unique.

Proposition 4.3 (Existence and uniqueness of the formal Fatou coordinate). Let
f̂ ∈ L̂ be parabolic. The formal Fatou coordinate Ψ̂ exists and is unique in L̂, up
to an additive constant. Moreover, Ψ̂ ∈ L̂∞2 . Let {f̂ t} be the (unique) C1-flow in
L̂ in which f̂ embeds as the time-one map. Then:

(4.1) Ψ̂(f̂ t(x))− Ψ̂(x) = t, t ∈ R.

For a more precise description of the formal Fatou coordinate of a parabolic
f̂ ∈ L̂, see Remark 7.1 in the Appendix. If f̂ is moreover parabolic and Dulac, the
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description is provided in Proposition 6.4.

The next proposition establishes, for an analytic germ in GAN , the equivalence
between the existence of an analytic Fatou coordinate and the embedding of the
germ in a C1-flow:
Proposition 4.4. Let f be an analytic function defined on some open interval
(0, d), d > 0, such that f(0) = 0 (in the limit sense) and 0 < f(x) < x, x ∈ (0, d).1

The following statements are equivalent:
1. there exists a Fatou coordinate Ψ for f defined and analytic on (0, d),
2. there exists a C1-flow {f t}, ft defined and analytic on (0, d), in which f can

be embedded as the time one-map, and such that the function ξ defined on (0, d) by

ξ :=
d

dt
f t
∣∣∣
t=0

is non-oscillatory2.
In this case, for the Fatou coordinate Ψ and for the corresponding flow {f t}, the

following holds:

(4.2) Ψ(f t(x))−Ψ(x) = t, x ∈ (0, d), t ∈ (R+, 0).

The proofs of Propositions 4.3 and 4.4, are given in the Appendix. Also, see
Remark 7.4 in the Appendix for the explanation of the importance of the non-
oscillatority assumption in Proposition 4.4.

In the particular case of a parabolic Dulac germ f , the existence, uniqueness
and the description of the Fatou coordinate for f , as well as of the formal Fatou
coordinate for its Dulac expansion f̂ , are given in Section 6 (in the proof of the
Theorem) by means of an explicit construction.

5. Examples

Example 4 (Examples of sectional asymptotic expansions in L̂).
(1) The asymptotic expansion of a Dulac germ f ∈ GAN is unique and equal to

its Dulac expansion:

f̂ =

∞∑
i=1

xαiPi(`) ∈ L̂,

where (αi)i is an increasing sequence of finite type (Definition 2.2) and Pi is a
sequence of polynomials. Indeed, since Pi are polynomials (finite sums of powers of
`), the asymptotic expansion f̂ of a Dulac germ f is unambigously defined by the
standard Poincaré algorithm.

(2) The time-one map f ∈ GAN of the vector field X = ξ(x) d
dx , ξ(x) = x2`(x)−1,

admits a unique Poincaré asymptotic expansion f̂ ∈ L̂ given by the formal expo-
nential f̂(x) = Exp

(
x2`−1 d

dx

)
.id. It is not transfinite, since every power of x in the

expansion is multiplied by only finitely many powers of `.
A Fatou coordinate Ψ ∈ GAN of f is computed by

Ψ(x) =

ˆ x

d

1

ξ(x)
dx =

ˆ x

d

x−2`(x) dx, d > 0.

1That is, 0 is the only fixed point in (0, d). Moreover, it is attracting.
2non-oscillatority means that there is no accumulation of zero points at 0
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On the other hand, a formal Fatou coordinate of its expansion f̂ can be computed
as a formal antiderivative in L̂ of x−2` without constant term3:

Ψ̂(x) =

ˆ
dx

ξ(x)
=

ˆ
x−2` dx,

see the proof of Proposition 4.3. By integration by parts,

Ψ̂(x) = −x−1
∞∑
n=1

n!`n.

The above series T̂ (`) :=
∑∞
n=1 n!`n is a divergent series in L̂0. There are many

ways to find a germ T ∈ GAN which admits T̂ as its power asymptotic expan-
sion. We choose one particular sum, the integral sum from Definition 3.8, which
is uniquely defined up to a term Cx. That is, we choose an integral section s. By
Definition 3.13,

T :=

´ x
d
x−2`(x) dx

−x−1
∈ GAN , d > 0.

Due to the choice of d > 0, we get integral sums differing by a constant. Up to a
constant, Ψ is the sectional sum of Ψ̂ with respect to the integral section s and Ψ̂
is the Poincaré asymptotic expansion of Ψ(x) = −x−1T (x) ∈ GAN .

(3) Let s be a coherent section as defined in Definition 3.7. The following exam-
ples of germs in GAN admit sectional asymptotic expansions with respect to s in
L̂:

f(x) := F (x, `, `2), g(x) := G(x,
x

`
),

where F is a germ at the origin of a function of three variables analytic at (0, 0, 0)
and G a germ at the origin of a function of two variables analytic at (0, 0).

Let us show the statement for f (for g analogously). For y, z small enough, the
germ x 7→ F (x, y, z) is analytic at 0. Therefore, for every n ∈ N, we have:

F (x, y, z) =

n∑
k=0

gk(y, z)xk +Rn(x, y, z),

where x 7→ Rn(x, y, z) is analytic, for fixed small y, z. Take the Lagrange form of
the remainder Rn(x, y, z), for y, z fixed:

Rn(x, y, z) =

ˆ x

0

∂n+1
t F (t, y, z)

(x− t)n

n!
dt

Since F is analytic in y, z, we get that Rn is analytic in the three variables, and,
moreover, we get the following uniform bound in y, z:

|Rn(x, y, z)| ≤ C xn+1

(n+ 1)!
,

on some small ball around (0, 0, 0). Since Rn is analytic in y, z, n ∈ N, we conclude
that the functions gk(y, z) are also analytic in y, z, for all k = 0, . . . , n, and we
can repeat the same procedure for their expansions at the next level. Finally,
f admits the unique sectional asymptotic expansion with respect to s equal to
F̂ (x, `, `2) ∈ L̂2, where F̂ is the Taylor expansion of F at (0, 0, 0).

3By formal antiderivative in L̂ of a transseries f̂ ∈ L̂ without constant term we mean a
transseries from L̂ obtained by integrating f̂ monomial by monomial, with constant of integration
equal to 0.
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As a simple example of this type of germ, take e.g.

f(x) =
1

1− x
1− `

1−`2

.

Its sectional asymptotic expansion in L̂2 with respect to s is given by the transseries:

f̂ =

∞∑
k=0

xk
(

1− `

1− `2

)−k
=

∞∑
k=0

∞∑
l=0

∞∑
r=0

(
−k
l

)(
−l
r

)
(−1)l+rxk`l`r2.

6. Proof of the Theorem

The proof of the Theorem is constructive. Before proving the Theorem, we give
an example illustrating our construction of the Fatou coordinate.

Example 5. Take a Dulac germ f ∈ GAN with the expansion:

f̂(x) = x− x2`−1 + o(x3)

The algorithm which will be described in this section is a block-by-block construc-
tion of the formal Fatou coordinate Ψ̂ ∈ L̂ satisfying formally in L̂ the Fatou
equation:

Ψ̂
(
x− x2`−1 + o(x3)

)
− Ψ̂(x) = 1.

Blocks of a transseries from L̂ are defined in Definition 2.1. Let Ψ̂1 be the leading
block of Ψ̂, that is, Ψ̂ = Ψ̂1 + h.o.b. Here, h.o.b. stands for blocks of strictly higher
order (in x). Applying the formal Taylor expansion, the lowest-order block on
the left-hand side is −Ψ̂′1(x) · x2`−1, so it should equal 1 on the right-hand side.
Therefore, Ψ̂1 is given as the formal antiderivative of −x2` in L̂ without constant
term (see footnote on p. 15):

(6.1) Ψ̂1(x) =

ˆ
dx

x2 log x
.

To continue, put Ψ̂ = Ψ̂1 + R̂ in the Fatou equation and repeat the procedure for
the following blocks. By formal integration by parts, we see that

(6.2) Ψ̂1(x) = x−1
∞∑
n=1

n!`n.

For every ` ∈ (0, d), the numeric series
∑∞
n=1 n!`n is divergent (and the formal

series f̂(`) =
∑∞
n=1 n!`n is Borel summable). However, following our construction,

this series is uniquely real summable. That is, we also perform a parallel block by
block construction on the level of germs. Let

Ψ1(x) :=

ˆ x

d

dt

t2 log t
, d > 0,

be an analytic analogue of Ψ̂1 from (6.1). Note that different choices of d > 0
lead to germs Ψ1 differing by a constant. Obviously, Ψ1 ∈ GAN and therefore the
integral sum f(`) := e−1/`Ψ1(e−1/`) of f̂ belongs to GAN . By Proposition 7.3, the
power asymptotic expansion of f ∈ GAN is equal to f̂ . This procedure is formalized
in Definition 3.8. Consequently, the Poincaré asymptotic expansions of Ψ1 are, up
to additive constants, equal to the formal series Ψ̂1.
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6.1. The proof of the Theorem.
Point 1. has already been proven in Proposition 4.3. We now give a constructive

proof of the existence of Ψ̂ ∈ L̂∞2 from 1. As illustrated in Example 5, simultane-
ously with formal Fatou coordinate Ψ̂, we construct a Fatou coordinate Ψ ∈ GAN
from point 2. and prove the relation between Ψ̂ and Ψ from 3. and 4. We follow in
large part the construction of the Fatou coordinate for parabolic diffeomorphisms
as explained, for example, in [8].

We proceed in four steps:
Step 1. In Subsection 6.1.1, we construct the formal Fatou coordinate Ψ̂, by

solving block by block the formal Abel equation. By block, we mean the (formal)
sum of all the monomials of f̂ which share a common power of x. We also get
the precise form (6.21) of Ψ̂. Recall that the formal Fatou coordinate is unique by
Proposition 4.3.

Simultaneously, we provide the “block by block” construction of a Fatou coor-
dinate Ψ ∈ GAN , where the germ for each block (from GAN ) is represented by an
integral. We prove that each formal block is the Poincaré asymptotic expansion of
the corresponding integrally defined germ from GAN , at least up to a constant term
(Remark 3.12).

Additionally, we control the support of the formal Fatou coordinate, and prove
that the powers of x it contains belong to a finitely generated4 lattice .

Step 2. (see Subsection 6.1.2). The control of the support obtained in the
previous step allows to conclude that the principal part Ψ̂∞ of the Fatou coordinate
is obtained after finitely many steps of the “block by block” algorithm. We prove
also that the principal part Ψ̂∞ is the sectional asymptotic expansion in L̂ with
respect to any integral section s of the principal part Ψ∞, up to a constant term
depending on the choice of the integral section. That is, depending on the choice
of constants of integration in the integrals for the infinite part.

Step 3. In Subsection 6.1.3, we solve the modified Abel equation (2.5) for the
remaining infinitesimal part of the Fatou coordinate R̂. The infinitesimal part R
is obtained directly from the equation in the form of a convergent series, following
the method explained in [8]. We prove in Section 6.1.4 that the formal infinitesimal
part R̂ of Ψ̂ obtained blockwise (in countably many steps) is indeed the sectional
asymptotic expansion in L̂ with respect to any integral section s of the infinitesimal
part R of Ψ.

Step 4. Finally, in Subsection 6.1.5, we prove the uniqueness of the formal
Fatou coordinate Ψ̂ ∈ L̂ up to an additive constant. Furthermore, we prove the
uniqueness, up to an additive constant, of the Fatou coordinate Ψ ∈ GAN admitting
an integral sectional asymptotic expansion in L̂. Moreover, for a fixed constant term
in Ψ̂ ∈ L̂∞2 and for a fixed integral section s, any such Fatou coordinate Ψ ∈ GAN
constructed in the proof admits Ψ̂ as its sectional asymptotic expansion with respect
to s, up to an additive constant.

If we change the integral section s, the sectional asymptotic expansion with
respect to s of a fixed Fatou coordinate Ψ ∈ GAN changes only by an additive
constant.

4Every element is a linear combination over positive integers of finitely many generators of the
lattice.
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6.1.1. The Fatou coordinate and the control of the support.

Let
f(x) = x− xα1P1(`−1)− xα2P2(`−1) + o(xα2)

be a parabolic Dulac germ. Here, 1 < α1 < α2 < . . . is an increasing sequence of
finite typeor a strictly increasing sequence tending to +∞, whose elements belong
to a finitely generated (see the footnote5) sub-semigroup of (R>0,+) and Pi are
polynomials. Let f̂ ∈ L̂ be its Dulac expansion.

We construct the formal Fatou coordinate Ψ̂ satisfying the formal Abel equation

(6.3) Ψ̂(f̂)− Ψ̂ = 1

block by block and we control its support. By one block, we mean the sum of all
monomials sharing a common power of x, as defined in Definition 2.1. We call
the power of x of a block the order of the block. In each step, we consider the
construction from two sides:

1. the side of formal transseries, and
2. the side of analytic germs in GAN .

Let us now describe the induction step. Put

Ψ̂ = Ψ̂1 + R̂1,

where Ψ̂1 represents the lowest-order block of Ψ̂. Since we search for a solution Ψ̂

in L̂, and since f̂ is parabolic, we can expand the Abel equation (6.3) using Taylor
expansions:

Ψ̂′ · ĝ +
1

2!
Ψ̂′′ · ĝ2 + · · · = 1,

where ĝ = id− f̂ = xα1P1(`−1) +xα2P2(`−1) + · · · . The term (Ψ̂1)′ ·xα1P1(`−1) is
the block of the strictly lowest order on the left-hand side, so it should equal 1 on
the right-hand side. Therefore,

(Ψ̂1)′ =
x−α1

P1(`−1)
= x−α1Q1(`).

Here, Q1 is a rational function. We obtain the formal antiderivative Ψ̂∞1 ∈ L̂∞2 by
expanding the integral formally, using integration by parts, without adding constant
term, as explained in the footnote on p. 15 (see Proposition 7.3 in the Appendix).

On the other hand, we define:

Ψ1(x) :=

ˆ x

d

t−α1Q1(`) dt, d > 0.

Obviously, Ψ1 ∈ GAN . Note that α1 > 1 or (α1 = 1, 5 ord(Q1) ≤ 1), so Ψ1(x)→∞,
as x → 0. Note that Ψ1 is unique only up to an additive constant (free choice of
d > 0). In the sequel, this will be the case for infinite blocks (i.e. which tend to ∞,
as x → 0). On the other hand, infinitesimal blocks (which tend to 0, as x → ∞)
will give unique germs.

By Proposition 7.3 in the Appendix, Ψ̂1 is the sectional asymptotic expansion in
L̂∞2 of Ψ1 ∈ GAN with respect to any integral section, up to an additive constant.

5Here and in the sequel, by ord(Q1) we mean the order (as defined after Definition 2.1) of the
power series Q̂1(`) in `, which is the power asymptotic expansion of the rational function Q1 at
` = 0.
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The Abel equation for R1 becomes:

(6.4) R1(f(x))−R1(x) = 1−
(
Ψ1(f(x))−Ψ1(x)

)
= 1−

ˆ f(x)

x

t−α1Q1(`) dt.

Let us denote by δ1(x) := 1 −
´ f(x)
x

t−α1Q1(`) dt the new right-hand side of the
equation. Obviously, δ1 ∈ GAN , as a difference of analytic germs.

On the other hand, applying Taylor expansion to Ψ̂1, the formal Abel equation
becomes:

R̂1(f̂(x))− R̂1(x) = 1−
(
Ψ̂1(f̂(x))− Ψ̂1(x)

)
,(6.5)

= 1− (Ψ̂1)′ĝ − 1

2!
(Ψ̂1)′′ĝ2 + · · · ,

= 1− x−α1

P1(`−1)
ĝ − 1

2!

( x−α1

P1(`−1)

)′
ĝ2 + · · · =: δ̂1(x).

Note that, due to the fact that the power of x in the leading term of f̂ is strictly
bigger than 1, the Taylor formula above converges formally and is true in the formal
setting. This is a classical result that can be checked in e.g. [2]. We denote the
right-hand side of (6.5) by δ̂1 ∈ L̂∞1 . It can be checked from the above computation
that the leading block in δ̂1 is of order min{α1 − 1, α2 − α1}. Similarly, we have
δ1 = O(xmin{α2−α1,α1−1}−ε), for every ε > 0. By parallel constructions, δ̂1 is the
sectional asymptotic expansion of δ1 with respect to a coherent section (series in `
are convergent).

Furthermore, it can be seen that δ̂1 consists of blocks of the type xβR(`−1),
where R is a rational function whose denominator can only be a positive integer
power of the polynomial P1(`−1), and β belongs to the set:

R1 := {(αn1 + · · ·+ αnk − k)− (α1 − 1), k ∈ N},

where αni > 1 are powers of x in f̂ . Since the sequence (αi)i is finitely generated,
the set R1 belongs to a finitely generated lattice. In particular, it is well-ordered
by the standard order < on R.

Now, we repeat the same procedure of elimination for germs (resp. for formal
series), with right-hand side δ1 (resp. δ̂1) instead of 1. We put R̂1 = Ψ̂∞2 + R̂2. To
eliminate the first block from δ̂1, say xβR(`−1), we take:

(6.6) (Ψ̂2)′ =
xβR(`−1)

xα1P1(`−1)
= xβ−α1Q2(`),

where Q2 is a rational function.
In the same step, we define the germ Ψ2 ∈ GAN :

(6.7) Ψ2(x) :=

ˆ x

d

t−(α1−β)Q2(`(t)) dt,

where d > 0 if α1 − β > 1 or (α1 = β + 1, ord(Q2) ≤ 1), and d = 0 if α1 − β >
1 or (α1 = β+1, ord(Q2) ≤ 1). Obviously, Ψ∞2 ∈ GAN . Note that there are no new
singularities created in Q2(`), since the denominator of R(`−1)

P1(`−1)
is just a positive

integer power of P1(`−1).
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Note here that, depending on the order of the right-hand side in (6.6) (that is,
depending on the step of the algorithm), in (6.7) we get either Ψ2(x)→∞ (infinite
block) or Ψ2(x) = o(1) (infinitesimal block), as x → 0. In the former case, we
may choose the constant in Ψ2 arbitrarily (any small d > 0), while in the latter
we put d = 0 in order to have Ψ2(0) = 0 and thus to avoid constant terms in the
infinitesimal part of the Fatou coordinate. We will show below that there are only
finitely many infinite steps, but at most countably many infinitesimal steps.

Repeating the same procedure, we conclude that the blocks in δ̂2 are of the form
xβR(`−1), where R is again a rational function whose denominator can only be a
positive integer power of the polynomial P1(`−1), and and

β ∈ R2 := {(αn1
+ · · ·+ αnk − k)− 2(α1 − 1), k ∈ N, k ≥ 2} ∪ R1.

At the r-th step of this procedure, the powers of x in δ̂r are:

β ∈ Rr := ∪p∈N, p≤r{(αn1
+ · · ·+ αnk − k)− p(α1 − 1), k ∈ N, k ≥ p}.

Therefore, the monomials appearing in the algorithm on the right-hand side of the
modified Abel equation are always of the form xβR(`−1), where

β ∈ R :=
⋃
r∈N
{(αn1 + · · ·+ αnk − k)− r(α1 − 1)| k ∈ N, k ≥ r} =

={(αn1
− α1) + · · ·+ (αnr − α1) + (αnr+1

− 1) + · · ·+ (αnk − 1), r ≤ k, r, k ∈ N}.

That is, the set R is the set of all finite sums of nonegative elements of the form
(αi − α1) and (αi − 1), where αi ≥ 1, i ∈ N, is the sequence of powers of x in the
Dulac expansion f̂(x). Since (αi)i belong to a finitely generated lattice, it is the
same for the elements of R. In particular, R is well-ordered. Its order type is ω,
and its elements form a sequence tending to +∞. Since all the powers of x in the
common support of all the right-hand sides δ in the course of the algorithm belong
to R, they can either be ordered in an infinite strictly increasing sequence tending
to +∞ or there are only finitely many of them. In the latter case, the block by
block algorithm terminates in finitely many steps. Otherwise, it needs ω steps to
terminate. In any case, the construction by blocks of the formal Fatou coordinate
is not transfinite, as it terminates in at most ω steps.

Furthermore, thanks to the direct relation of Ψ̂r and the leading block of δ̂r
described in (6.6), and by Proposition 7.3, we also see that the support of Ψ̂ is
well-ordered.

6.1.2. The principal (infinite) part of the Fatou coordinate. Let α1 > 1 be
such that ord(id− f̂) = (α1,m), m ∈ Z−, as above. We have proved in Section 6.1.1
that the orders of the blocks on the right-hand sides of the Fatou equation in the
course of eliminations belong to a finitely generated lattice. The order of the leading
block on the right-hand side in every step strictly increases. Therefore, it follows
that after finitely many steps of block by block eliminations, the order of the right-
hand side δ̂ becomes strictly bigger than α1 − 1.

We denote by r0 ∈ N the smallest number such that, after r0 steps, the Abel
equation becomes:

Rr0(f(x))−Rr0(x) = o(xα1−1).
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The r0-th step is the critical step between the infinite and the infinitesimal part
of the Fatou coordinate. That is:

Rr0−1(x)→∞, Rr0(x)→ 0 as x→ 0.

This is a direct consequence of the following Proposition 6.1:

Proposition 6.1 (Order of the blocks in the algorithm). Let β ∈ R be the order
of the leading block of the right-hand side δ̂k ∈ L̂ of the equation

R̂(f̂)− R̂ = δ̂k.

Then the leading block Ψ̂k ∈ L̂∞2 of R̂ is a block of order β − (α1 − 1). Moreover,
a) if β > α1 − 1, then Ψ̂k ∈ L̂,
b) if β < α1 − 1, then Ψ̂k ∈ L̂∞,
c) if β = α1 − 1, then Ψ̂k ∈ L̂∞2 .

Proof. By Taylor expansion, as described in the algorithm in Section 6.1.1,

Ψ̂k =

ˆ
x−(α1−β)Q̂(`) dx,

where Q̂ is an asymptotic expansion of a rational function, and
´
denotes the formal

integral. The result now follows by Proposition 7.3. �

It follows that there exists an index r0 ∈ N, called the critical index, such that
all the infinite blocks of Ψ or Ψ̂ are exactly those (finitely many) indexed by r ≤ r0.
Hence we define the principal part of Ψ ∈ GAN or Ψ̂ ∈ L̂∞2 by:

Ψ∞ = Ψ1 + · · ·+ Ψr0 ,

Ψ̂∞ = Ψ̂1 + · · ·+ Ψ̂r0 .

Note that, by the integral definition (6.7) (1) of infinite blocks Ψi, i = 1 . . . r0, due
to arbitrary choices of d > 0, Ψ∞ defined above is unique only up to an additive
constant. Therefore, by Proposition 7.3, parallel construction and by the definition
of integral sections and sectional asymptotic expansions in Section 3, the formal
principal part Ψ̂∞ ∈ L̂∞2 obtained by the blockwise integration by parts is the
sectional asymptotic expansion of Ψ∞ with respect to any integral section s, up to
appropriate choices of constant terms in both Ψ∞ and Ψ̂∞. Also, the change of the
integral section s leads to the change in constant terms in Ψ∞ or in Ψ̂∞.

6.1.3. The infinitesimal part of the Fatou coordinate. Let r0 be the critical
index defined at the end of Section 6.1.2. The germ R = Ψ − Ψ∞, R ∈ GAN ,
satisfies the difference equation:

(6.8) R(f(x))−R(x) = δ(x),

where δ(x) = O(xγ), with γ > α1 − 1, δ ∈ GAN . Note that this is the first step of
the block by block algorithm for which we obtain an infinitesimal solution. That
is, R = o(1), as x→ 0.

On the one hand, we continue solving formally block by block (expanding inte-
grals by integration by parts). We have already proved at the end of Section 6.1.1
that we terminate the formal block by block algorithm in countably many steps:

(6.9) R̂ =
∑
i∈N

R̂r0+i.
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By Proposition 6.1, R̂r0+i ∈ L̂, i ∈ N, are blocks of strictly increasing orders, so
R̂ ∈ L̂.

On the other hand, in each step we get a germ Rr0+i ∈ GAN , i ∈ N, which is
defined by an appropriate integral in (6.7), with d = 0. Note that Rr0+i = o(1), as
x→ 0, as a consequence of the fact that we have put d = 0.

Therefore, by Proposition 7.3, R̂r0+i is exactly the sectional asymptotic expan-
sion of Rr0+i in L̂ with respect to any integral section.

Instead of proving that the infinite series of analytic germs from GAN is an ana-
lytic germ from GAN , once that we have reached the equation for the infinitesimal
part (6.8), we directly construct a germ R ∈ GAN , R(x) = o(1), satisfying (6.8), by
following the classical construction explained in [8]. We define:

(6.10) R(x) := −
∞∑
k=0

δ
(
f◦k(x)

)
.

We prove in Proposition 6.2 that the above sum with δ ∈ GAN and δ(x) = O(xγ),
γ > α1− 1, converges for sufficiently small d > 0 to an analytic function defined on
(0, d). That is, that R defined by (6.10) is well-defined and R ∈ GAN . Directly by
Proposition 6.2 below, we get that R(x) = o(1), as x→ 0.

Now, Ψ = Ψ∞ +R, Ψ ∈ GAN , is a Fatou coordinate for f .

Proposition 6.2. Let f ∈ GAN be the Dulac germ as above. Let α1 > 1 be the order
of the leading block in the Dulac expansion of id− f . Let δ ∈ GAN be an analytic
germ on some open interval (0, d), d > 0, satisfying δ(x) = O(xγ), γ > α1 − 1,
obtained in the block-by-block construction described above. Then h defined by the
series

(6.11) h(x) := −
∞∑
k=0

δ
(
f◦k(x)

)
belongs to GAN . Moreover, for every ε > 0, h(x) = o(xγ−(α1−1+ε)), as x→ 0.

Proof. The idea is to follow the procedure described in e.g. Loray [8] for regular
germs at 0, and to apply Weierstrass theorem. To be able to apply Weierstrass
theorem, we need to extend f and δ from (0, d) ⊂ R+ analytically to an open,
f -invariant set U ⊂ C in the complex plane, chosen such that the sum

(6.12) h(z) := −
∞∑
k=0

δ
(
f◦k(z)

)
converges normally on U . Then, in particular, the sum −

∑∞
k=0 δ

(
f◦k(x)

)
converges

for sufficiently small x ∈ (0, d) to h ∈ GAN .
The quasi-analyticity of the Dulac germ f ∈ GAN (see [7, Definition 2 and

Corollary 3]) means that f can be extended from (0, d) to an analytic function f(z)
defined on a standard quadratic domain Q, as defined in Ilyashenko [7].

Beware that here we work in the original chart and not in the logarithmic chart
as Ilyashenko does. More precisely, we restrict to an open sectorial domain VP at
the origin, centered at the positive real line.

We construct now an open set U ⊂ VP containing (0, d), d > 0, which is invariant
under f . Moreover we prove the existence on U of bounds which guarantee normal
convergence of (6.12). We adapt the construction given in Loray [8].
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Moreover, the function δ can be analytically extended to U ⊂ VP . Indeed, the
function δ is the sum of finitely many integrals, see (6.4). Each of these integrals
is well-defined and analytic on VP . Moreover, by [7, Corollary 3], the same Dulac
asymptotic expansion at 0 of f holds on the whole domain VP . Therefore, the
asymptotic behavior at 0 of δ on VP coincides with its behavior on the real line.

Let us now return to the construction of the f -invariant open set U ⊂ VP where
we show the normal convergence of the series.

Let f̂(z) = z − azα1`m + h.o.t., a ∈ R, be the Dulac expansion of f . We make a
change of coordinates

(6.13) w = Ψ0(z) =
1

a(α1 − 1)
z−α1+1`−m.

Note that Ψ0 is the leading term in the expansion of the Fatou coordinate of
f . The idea is to transform f to almost a translation by 1. It can be shown
that this change of variables is a well-defined, univalued analytic homeomorphism
Ψ0 : VP → Ψ0(VP ), for an appropriate choice of a small sector VP centered at (0, d).
Indeed, up to a scalar multiplication, we can write Ψ0 as the composition:

(6.14) Ψ0 = f3 ◦ f2 ◦ f1, f1(z) = z−
α1−1
m , f2(z) = z · (− log z), f3(z) = zm.

All three functions are analytic homeomorphisms on corresponding domains. To
see that f2 is an analytic homeomorphism, we can consider the function h(z) =
− log f2(e−z) = z − log z, which is a small perturbation of identity at infinity.

We construct now an f -invariant domain inside VP . We work in the w-plane at
∞ = Ψ0(0) (see (6.13)). We show that there exists an open subset of the image
Ψ0(VP ) which is f̃ -invariant, where f̃ is the analogue of f in the w-plane, defined
in (6.15) below. Its pre-image by Ψ0 is then an open subset U of VP in the z-plane,
which contains (0, d) and which is f -invariant.

Let us analyze the shape of Ψ0(VP ). Since Ψ0 is a homeomorphism from VP
to Ψ0(VP ), Ψ0(VP ) is open and connected, since VP is. In fact, by decomposition
(6.14) of Ψ0, we see that Ψ0 maps sector VP to almost a sector, that is, the image
Ψ0(VP ) contains a sector at∞ (of sufficiently big radius and small opening). Denote
this sector by WR1,θ1 ⊂ Ψ0(VP ).

Let f0 be the germ from GAN with the Fatou coordinate Ψ0, that is, defined by

f0(z) := Ψ−10

(
Ψ0(z) + 1

)
, z ∈ VP .

The map Ψ0 is analytic on VP and Ψ0(z) + 1 remains in the image Ψ0(VP ) for
every z ∈ VP , as we show below when analyzing the image Ψ0(VP ), after possibly
reducing the radius and the opening of VP . Hence, f0 is well-defined and analytic
on VP . By the Taylor expansion and explicit formula for Ψ0, we get that f0(z) =
z − azα1`m + o(zα1`m). Note that the leading term of the expansion of f0 − id is
the same as the leading term of f − id.

We define f̃(w) := Ψ0 ◦ f ◦Ψ−10 (w) (an analogue of f in the w-plane, defined on
the image by Ψ0 of an f -invariant subset of VP ). In this new coordinate w = Ψ0 (z),
it can be checked that there exists a germ h(w) such that:

f̃(w) = Ψ0(f(z)) = Ψ0(f0(z) +R(z))

= Ψ0(f0(z)) + Ψ′0(f0(z)) ·R(z) + h.o.t.

= Ψ0(z) + 1 + g(z) = w + 1 + h(w),(6.15)
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and h(w) = o(1) as w → +∞. The function R above is defined by f(z) = f0(z) +

R(z), so R is analytic on VP with R(z) = czα2`k + o(zα2`k), c ∈ R, (α2, k) �
(α1,m), z → 0, z ∈ VP . Thus,

h(w) =

{
C(logw)−p + o((logw)−p), p ∈ N, if α2 = α1,

Cw−β logr w + o(w−β logr w), β > 0, r ∈ R, if α2 > α1, C ∈ R.

(6.16)

It is easier to get estimates and f̃ -invariance in the w-plane. Let R > 0. If |w| > R
then from (6.16) we get:

(6.17) |h(w)| ≤

{
c(logR)−p, if α2 = α1,

cR−(β−ε), ε > 0, β − ε > 0, if α2 > α1, c > 0.

We now construct an f̃ -invariant sector WR,αR ⊂ Ψ0(VP ). To this end we define
αR > 0 such that

(6.18) sinαR :=

{
c(logR)−p, if α2 = α1,

cR−(β−ε), ε > 0, if α2 > α1.

Take R big enough so that the open sector WR,αR in the w-plane of radius |w| > R
and of opening 2αR is contained inWR1,θ1 (R > R1 and αR < θ1). This is possible,
since αR → 0, as R→∞.

By construction, on WR,αR it holds that, for every w ∈ WR,αR , the sector cen-
tered at w with opening 2αR is completely contained in WR,αR . Using (6.15),
(6.17) and (6.18), we obtain, for every w such that |w| ≥ R, that the whole orbit
{f̃◦n(w) : n ∈ N0} remains in the open sector centered at w with opening 2αR.
Therefore, the open sector WR,αR is invariant for f̃(w).

Moreover, for w ∈WR,αR we get, by (6.15), (6.17), the following estimates:

|f̃◦n(w)− w − n| ≤

{
cnR−(β−ε),

cn(logR)−p.

It follows that:

(6.19) |f̃◦n(w)| ≥ CR · n, CR > 0, w ∈WR,αR .

The sector WR,αR is open and contains (R,+∞) ⊂ R+. Denote by U ⊂ C its
pre-image in the z-plane by the homeomorphism Ψ−10 :

U := Ψ−10 (WR,αR).

Obviously, U is an open set, containing (0, d), and invariant under f . From (6.19),
returning to the variable z we get:

|f◦n(z)| ≤ DR · n−(α1−1−ε), n ∈ N, DR > 0, z ∈ U,

for any small ε > 0 such that α1 − 1 − ε > 0. Using this estimate, f -invariance
of U and the fact that δ(z) = O(zγ), γ > α1 − 1, z ∈ U , it holds that the series
(6.11) is well-defined and converges normally on U . By the Weierstrass theorem, the
function h defined by the series (6.11) is analytic on U . In particular, h

∣∣
(0,d)

∈ GAN .
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Having shown the convergence of the series (6.11) towards an analytic germ
h ∈ GAN , the rest of the proof can be carried through on (0, d). Let ε > 0 such
that γ > α1 − 1 + ε. By Proposition 6.3, we get that there exists d > 0 such that

f◦k(x) ≤
(k

2

)− 1
α1−1+ε , x ∈ (0, d).

The last point of the proposition follows from the following inequalities:

|h(x)| =
∣∣∣− ∞∑

k=0

δ(f◦k(x))
∣∣∣ ≤ C∑

k≥0

xγ(1 +
k

2
xα1−1+ε)−

γ
α1−1+ε

≤ C1x
γ

ˆ ∞
0

(1 +
t

2
xα1+ε−1)−

γ
α1−1+ε dt ≤ O(xγ−(α1−1+ε)), x→ 0+,

where C > 0 and C1 > 0 are constants. �

Proposition 6.3. Consider an analytic function f on (0, d) satisfying 0 < f(x) <
x, x ∈ (0, d). Let α > 0 such that, for every ε > 0:

lim
x→0

xα+ε

x− f(x)
= 0.

Then for every ε > 0 there exist n0 ∈ N and d1 > 0, such that

(6.20) 0 < f◦n(x) < x
(

1 +
n

2
xα+ε−1

)− 1
α+ε−1

, x ∈ (0, d1), n ≥ n0.

Proof. Take ε > 0 and f1(x) = x − xα+ε. We prove the proposition for f1, and
the statement for f follows. To prove the estimate, we use the change of variables
w = 1

(α+ε−1)xα+ε , w ∈ (M,∞), by which f1 becomes:

F1(w) = w + 1 +O(w−1).

It is now easy to end the proof working with F1. �

6.1.4. The sectional asymptotic expansions of the Fatou coordinate with
respect to integral sections. We prove here that R ∈ GAN defined by (6.10)
admits the formal infinitesimal part of the Fatou coordinate R̂ ∈ L̂ constructed in
(6.9) as its sectional asymptotic expansion with respect to any integral section s.
We have already proven in Subsection 6.1.2 that Ψ∞ ∈ GAN admits Ψ̂∞ ∈ L̂∞2 as its
sectional asymptotic expansion with respect to any integral section for appropriate
choices of constant terms in Ψ∞, Ψ̂∞. Consequently, the Fatou coordinate Ψ =

Ψ∞ + R ∈ GAN will admit the formal Fatou coordinate Ψ̂ = Ψ̂∞ + R̂ ∈ L̂∞2
as its sectional asymptotic expansion with respect to any integral section, with
appropriate choice of constant terms in Ψ∞, Ψ̂∞. Finally, different choices of
integral sections lead to different choices of the constants in Ψ or in Ψ̂, if Ψ̂ is to be
the sectional asymptotic expansion of Ψ with respect to the new integral section.

Put hn := R −
∑n
i=1Rr0+i, n ∈ N. Obviously, hn ∈ GAN and hn = o(1) (since

R = o(1) and Rr0+i = o(1), i ∈ N). It can easily be checked that hn satisfies the
difference equation with the right-hand side δn(x) = O(xγn), where γn → ∞ and
δn ∈ GAN . Iterating the equation for hn and passing to limit as for R(x) before,
we get that hn is necessarily given by the formula:

hn(x) = −
∞∑
k=0

δn(f◦k(x)).
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By Proposition 6.2, we get that hn = O(xβn), where βn → ∞. Together with
the fact that R̂r0+i ∈ L̂ is the sectional asymptotic expansion of Rr0+i ∈ GAN ,
with respect to any integral section (see Proposition 7.3), i ∈ N, this proves that
R ∈ GAN , R = o(1), admits R̂ ∈ L̂ as the sectional asymptotic expansion with
respect to any integral section.

6.1.5. Uniqueness of the Fatou coordinate.
By Proposition 4.3, the formal Fatou coordinate Ψ̂ ∈ L̂∞2 is unique in L̂, up to

an additive constant.

Example 6 (Non-uniqueness of a Fatou coordinate with only sectional asymptotic
expansion in L). Let Ψ ∈ GAN be the Fatou coordinate for f Dulac constructed in
the algorithm. It admits a sectional asymptotic expansion Ψ̂ ∈ L̂∞2 with respect to
an integral section:

Ψ̂ =

∞∑
i=1

xαi f̂i(`),

where α1 < 0. The integral section attributes to partial expansion
∑n
i=1 x

αi f̂i(`)
at each limit ordinal stage n ∈ N the sum

∑n
i=1 x

αifi(`) ∈ GAN , where fi ∈ GAN
are integral sums of f̂i ∈ L̂I0.

Take now another Fatou coordinate for f :

Ψ1 = Ψ + sin(2πΨ).

Obviously, Ψ1 ∈ GAN and satisfies the Abel equation. We prove that Ψ1 admits
the same Ψ̂ as its sectional asymptotic expansion if we take e.g. the section s that
maps:

xα1 f̂1 7→ xα1
(
f1(`) + e

α1
` sin(2πΨ(e−1/`))

)
,

xαi f̂i 7→ xαifi, i ≥ 2.

Note that the real sine function is bounded, so e
α1
` sin(2πΨ(e−1/`)), α1 < 0, is

exponentially small with respect to `. Therefore f1(`)+e
α1
` sin(2πΨ(e−1/`)) admits

Poincaré asymptotic expansion f̂1(`). To conclude, Ψ1(x) admits the sectional
asymptotic expansion Ψ̂ with respect to section s (which is not integral sectional).

We prove now that the Fatou coordinate for a Dulac germ f admitting a sectional
asymptotic expansion in L̂ with respect to an integral section is unique (up to an
additive constant). Suppose the contrary, that is, that Ψ1 ∈ GAN and Ψ2 ∈ GAN
are two Fatou coordinates for f that admit integral sectional asymptotic expansions
in L̂. Note that if Ψ1 and Ψ2 admit integral sectional asymptotic expansions in
L̂, then Ψ1 −Ψ2 admits an integral sectional asymptotic expansion in L̂ (this can
be easily seen by definition of integral sectional asymptotic expansions as sum of
blocks

∑
i∈N
´ x
∗ x

γiRi(`)dx, where Ri is a rational function, and γi ∈ R strictly
increase as i → ∞). This is not the case for only sectional asymptotic expansions
in L̂. Take, for example, Ψ and Ψ1 from Example 6 which both admit sectional
asymptotic expansions in L̂, but their difference, sin(2πΨ), obviously does not admit
an asymptotic expansion in L̂.

The difference Ψ1 −Ψ2 ∈ GAN satisfies the equation:

(Ψ1 −Ψ2)(f(x)) = (Ψ1 −Ψ2)(x).
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Since Ψ1−Ψ2 admits an integral sectional asymptotic expansion, we have that (by
blocks) there exists β ∈ R, a rational function R not identically equal to 0 and
δ > 0 such that

Ψ1(x)−Ψ2(x) =

ˆ x

∗
R(`)xβ + o(xβ+1+δ), x→ 0.

Since f(x) = x+ xα1P1(`) + o(xα1+δ), x→ 0 , by Taylor formula we get:

(Ψ1 −Ψ2)′(ξx) ·
(
xα1P1(`) + o(xα1+δ)

)
= 0,

where ξx = x+ o(x), x→ 0. We conclude (Ψ1 −Ψ2)′(ξx) = 0 for small x, but this
is not possible since (Ψ1 −Ψ2)′(ξx) ∼ xβR(`) ∼ xβ`M , M ∈ Z, as x→ 0. The last
approximation follows since R(`) is a rational function not identically equal to 0.

6.2. A precise form of the formal Fatou coordinate. In the course of the proof
of the Theorem (in Subsection 6.1.1), we have also proved a more precise form of
the formal Fatou coordinate Ψ̂ as stated below in Proposition 6.4. In particular,
we have proved that there is only one monomial in Ψ̂ which contains the double
logarithm.

Proposition 6.4 (The formal Fatou coordinate of a parabolic Dulac germ). Let
Ψ̂ ∈ L̂∞2 be the (unique in L̂ up to an additive constant) formal Fatou coordinate for
a parabolic Dulac germ f ∈ GAN . Then there exists ρ ∈ R such that Ψ̂−ρ`−12 ∈ L̂∞,
and

(6.21) Ψ̂− ρ`−12 =

∞∑
i=1

xαi f̂i(`).

Here,
1. α1 < 0,
2. αi is a strictly increasing real sequence tending to +∞ (finitely generated),
3. f̂i ∈ L̂∞0 is a formal Laurent series given by:

(6.22) f̂i(`) =

´
xαi−1R̂i(`) dx

xαi
,

where R̂i is a convergent series (more precisely, the power asymptotic expansion of
a rational function).

Note that, in general, f̂i(y) is a divergent power series for every positive value
y > 0. Nevertheless, it is what we call integrally summable in Definition 3.8.

7. Appendix

The following Remark is used in Section 4.

Remark 7.1 (Description of the formal Fatou coordinate for parabolic transseries).
We explain here another way of deducing that the formal Fatou coordinate Ψ̂ ∈ L̂

of a parabolic f̂ ∈ L̂ belongs to the class L̂∞2 and its precise form.
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Recall the formal normal form f̂0 of f̂ in L̂ deduced in [11], given as the formal
time-one map of a simple vector field:

f̂ = x+ axα`m + h.o.t., with α > 1, or α = 1 and m ∈ N,

f̂0(x) = Exp
(
ξ̂0(x)

d

dx

)
· id,

ξ̂0(x) =
axα`m

1 + aα
2 x

α−1`m −
(
am
2 + b

a

)
xα−1`m+1

d

dx
, b ∈ R.

By the existence part of Proposition 4.3, we look for a formal Fatou coordinate of
f̂0 as the formal antiderivative of 1

ξ̂0
:

Ψ̂0 =
1

a

ˆ
x−α`−m dt+

α

2
log x+ (

m

2
+

b

a2
)

ˆ
dx

x log x

=
1

a
ĥ(x)− α

2
`−1 + (

m

2
+

b

a2
)`−12 + C, C ∈ R.

Here, ĥ ∈ L̂∞ is obtained by repeated formal integration by parts:

(7.1)
ˆ
x−α`−m dx =

{
1

1−αx
−α+1`−m + m

1−α
´
x−α`−m+1 dx, α 6= 1,

− 1
m+1`

−m−1 + C, C ∈ R, α = 1, m ∈ N.

In particular, in the case when m ∈ N, ĥ contains only finitely many monomials.

Now put Ψ̂ := Ψ̂0 ◦ ϕ̂, where ϕ̂ ∈ L̂ parabolic is the formal change of variables
reducing f̂ to f̂0. It is easy to check that the composition Ψ̂ belongs to L̂∞2 . It
is obviously a Fatou coordinate for f̂ , since Ψ̂0 satisfies the Abel equation for f̂0.
Moreover, by Proposition 4.3, the formal Fatou coordinate of f̂ is unique in L̂ (up
to a constant term).

Therefore, at most one term with double logarithm `−12 appears in the formal
Fatou coordinate Ψ̂ of f̂ . It corresponds to the residual term bx2α−1`2m+1 in the
normal form f̂0(x) = x+ axα`m + bx2α−1`2m+1.

7.1. Propositions for Section 3.
Proof of Proposition 3.11. Suppose that f̂ is divergent and that there are two

exponents of integration α 6= β for f̂ . Then
d

dx

(
xαf̂(`)

)
= xα−1R1(`),

d

dx

(
xβ f̂(`)

)
= xβ−1R2(`).

Therefore,
d

dx

(
xαf̂(`)

)
=

d

dx

(
xα−β · xβ f̂(`)

)
= (α− β)xα−1f̂(`) + xα−β

d

dx

(
xβ f̂(`)

)
=

= (α− β)xα−1f̂(`) + xα−1R2(`)

⇒ xα−1R1(`) = (α− β)xα−1f̂(`) + xα−1R2(`).

Since R1 and R2 are both convergent Laurent series and α − β 6= 0, this is a
contradiction with divergence of f̂ . �

Proposition 7.2. Let α ∈ R, m ∈ Z. Let

a(x) :=

ˆ x

d

t−α`m dt,
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with d > 0 if α > 1 or (α = 1, m ≤ 1), and d = 0 if α < 1 or (α = 1, m > 1).
The integral is divergent at 0 in the first case and convergent in the second. Then
a ∈ GAN and

a(x) =


O(x−α+1`m), x→ 0+, α 6= 1,
`m−1

m−1 + C, C ∈ R, α = 1, m < 1,

`−12 + C, C ∈ R, α = 1, m = 1,
`m−1

1−m , α = 1, m > 1.

The proof is based on elementary calculus.

The following proposition is an easy consequence of Proposition 7.2 and integra-
tion by parts:

Proposition 7.3.
(1) Let R̂ ∈ L̂∞0 and let n0 := ord(R̂), n0 ∈ Z. For α ∈ R consider the transseries
F̂ and f̂ respectively defined by:

(7.2) F̂ (x) =

´
xα−1R̂ (`(x)) dx

xα
and f̂ (y) = F̂

(
e−1/y

)
,

where the numerator of F̂ (x) is the formal antiderivative in L̂ of xα−1R̂ (`(x))

without constant term (as explained in the footnote on p. 15). Then F̂ ∈ L̂∞2 and
f̂ ∈ L̂∞1 . Moreover:

a) if α 6= 0 then f̂ ∈ L̂∞0 and

f̂(y) =

∞∑
n=0

any
n0+n, an ∈ R;

b) if α = 0 then

f̂(y) =

{∑−n0

n=0 any
n0−1+n + b log y +

∑∞
n=0 bny

n, n0 ≤ 1,∑∞
n=0 any

n0−1+n, n0 > 1, an, bn, b ∈ R.

(2) Let R ∈ GAN admit the integer power asymptotic expansion R̂ ∈ L̂∞0 . Let
f ∈ GAN be given by:

(7.3) f(y) :=

´ e−1/y

d
sα−1R

(
`(s)

)
ds

e−
α
y

,

where d > 0 if α < 0 or (α = 0 and n0 ≤ 1), and d = 0 if α > 0 or (α = 0 and
n0 > 1).

Then f̂ ∈ L̂∞0 defined in (7.2) is the power asymptotic expansion of f ∈ GAN if
α 6= 0. If α = 0, f̂ is the Poincaré asymptotic expansion of f up to a constant.

7.2. Proofs of propositions from Section 4.

Proof of Proposition 4.3.
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The chain rule. As a prerequisite for the proof, we prove that the chain rule is
valid in our formal setting. That is, if Ψ̂ ∈ L̂∞2 and {f̂ t}, f̂ t ∈ L̂ is a C1-flow as
defined in [11, Def.1.2], then:

d

dt

(
Ψ̂(f̂ t(x))

)
= Ψ̂′

(
f̂ t(x)

)
· d

dt
f̂ t(x)

holds formally in L̂∞2 . Here, d
dt applied to a transseries means the derivation mono-

mial by monomial. Since f̂ t(x) = x+h.o.t. with coefficients in C1(R), it stems from
Neuman’s Lemma (see [2]) that the coefficients of Ψ̂(f̂ t (x)) also belong to C1 (R).

It is sufficient to prove the equality in L̂∞2 for a single monomial m(x) from the
support Supp(Ψ̂):

d

dt
(m(f̂ t(x))) = m′(f̂ t(x)) · d

dt
f̂ t(x).

Both sides share a common well-ordered support. Take any monomial from this
support. By Neumann’s lemma, on both sides only finitely many monomials from
f̂ t contribute to it. Now the equality holds if we replace f̂ t by the finite sum of its
terms corresponding to these first monomials. Therefore, the coefficients of every
monomial on both sides coincide.

The existence. Take Ψ̂ to be the formal antiderivative in L̂ without constant
term (as explained in the footnote on p. 15) of 1/ξ̂, where

ξ̂ :=
d

dt
f̂ t
∣∣∣
t=0

.

We prove that Ψ̂ satisfies the equation (2.4) for the formal Fatou coordinate. Inte-
grating formally 1/ξ̂ (every monomial is formally integrated by parts), we conclude
that Ψ̂ ∈ L̂∞2 . Indeed, since ξ̂ ∈ L̂, we get that 1/ξ̂ ∈ L̂∞. In the integration pro-
cess, the double logarithm `−12 is generated when integrating the monomial x−1`.

Using d
dt
f̂ t = ξ̂(f̂ t), by the chain rule proved above, we get that

d

dt

(
Ψ̂(f̂t(x))

)
= Ψ̂′(f̂ t(x)) · d

dt
f̂ t(x) =

1

ξ̂(f̂ t(x))
· d

dt
f̂ t(x) = 1.

Integrating this equality from 0 to t gives the equality (4.1). In particular, Ψ̂(f̂(x))−
Ψ̂(x) = 1.

The uniqueness. Suppose that there exist two formal Fatou coordinates Ψ̂1, Ψ̂2 ∈
L̂. Let Ψ̂ := Ψ̂1−Ψ̂2. Then Ψ̂ ∈ L̂, that is, Ψ̂ ∈ L̂∞j for some j ∈ N0, and it satisfies:

Ψ̂(f̂(x))− Ψ̂(x) = 0.

Since f̂ ∈ L̂, by Taylor expansion in L̂∞j , we get:

Ψ̂′ · ĝ +
1

2!
Ψ̂′′ · ĝ2 + · · · = 0.

If Ψ̂′ 6= 0 in L̂∞j , since ord(ĝ) � (1, 0), the leading term of the left-hand side is
the non-zero leading term of Ψ̂′ · ĝ, which is a contradiction. Therefore, Ψ̂′ = 0, so
Ψ̂ = C, C ∈ R (which can be easily checked by analysing leading terms or looked
up in [2] ). �



THE FATOU COORDINATE FOR PARABOLIC DULAC GERMS 32

Proof of Proposition 4.4. We prove both directions.
1. Suppose that an analytic Fatou coordinate Ψ for f exists on (0, d). By def-

inition it is strictly monotonic on (0, d). Since f(x) < x, Ψ is strictly decreasing
on (0, d). Therefore its image is the interval (Ψ(d),+∞). Then the family {f t} of
analytic functions on (0, d), d > 0, defined by:

(7.4) f t(x) := Ψ−1
(
Ψ(x) + t

)
,

is well-defined and analytic for t ∈ (Ψ(d) − Ψ(x),+∞), x ∈ (0, d). Note that, for
every x ∈ (0, d), due to monotonicity of Ψ, Ψ(d)−Ψ(x) < 0, and t can be extended
to +∞ in the positive direction. We conclude that f1 exists for all x ∈ (0, d) and
{f t} gives a C1-flow in which f embeds as the time-one map.

Furthermore,

ξ :=
d

dt
f t
∣∣∣
t=0

=
d

dt
Ψ−1

(
Ψ(x) + t

)∣∣∣
t=0

=
1

Ψ′
.

Since Ψ is a strictly monotonic on (0, d), either Ψ′ > 0 or Ψ′ < 0 in (0, d), so ξ is
non-oscillatory in (0, d).

2. The vector field whose flow is given by the C1-family {f t}, t ∈ R, of analytic
functions on (0, d), is given by the formula:

X = ξ(x)
d

dx
, where ξ :=

d

dt
f t
∣∣∣
t=0

.

Obviously, ξ is also analytic on (0, d). Take Ψ to be the antiderivative of 1/ξ. That
is, Ψ′ = 1

ξ . We prove that Ψ is a Fatou coordinate for f , that is, satisfies (2.3). We
solve the differential equation for the flow:

ẋ = ξ(x)

dx

ξ(x)
= dt,

t =

ˆ ft(x)

x

ds

ξ(s)
.

We get that

Ψ(f t(x))−Ψ(x) = t, x ∈ (0, d), t ∈ (R+, 0) (the exact interval depending on x).

In particular, Ψ(f(x)) − Ψ(x) = 1 (note that by assumption f embeds in {f t} on
(0, d) as time-1 map, so f is defined for every x ∈ (0, d).

Moreover, since Ψ′ = 1
ξ , and ξ does not change sign in some interval (0, d), Ψ is

strictly monotonic in the same interval. �

Remark 7.4 (The importance of non-oscillatority in Proposition 4.4). Consider
the flow {f t}t of an analytic vector field X = ξ d

dx on (0, d). Take a non-singular
point x0 > 0 of the vector field (ξ(x0) 6= 0). Then, by (4.2), the Fatou coordinate
Ψx0

is defined at a point x as the time t ∈ R such that f t (x0) = x. In particular,
Ψx0 (x0) = 0. Obviously, Ψx0 cannot be defined at any singular (equilibrium) point
of vector field ξ.

For example, the flow {f t}t∈R of the analytic vector field X = x2 sin(1/x) d
dx

on (0, d) consists of analytic maps on (0, d). But, as the vector field X admits
infinitely many singular points which accumulate at the origin, we cannot define a
Fatou coordinate on any interval (0, d1).
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