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#### Abstract

The Shapley effects are global sensitivity indices: they quantify the impact of each input variable on the output variable in a model. In this work, we suggest new estimators of these sensitivity indices. When the input distribution is known, we investigate the already existing estimator defined in 18 and suggest a new one with a lower variance. Then, when the distribution of the inputs is unknown, we extend these estimators. Finally, we provide asymptotic properties of the estimators studied in this article.


## 1 Introduction

Sensitivity indices are important tools in sensitivity analysis. They aim at quantify the impact of the input variables on the output of a model. In this way, they give a better understanding of numerical models and improve their interpretability. For example, the sensitivity indices enable to know if the variation of an input variable can lead to an important variation of the output or not.

In global sensitivity analysis, the input variables $X_{1}, \ldots, X_{p}$ are asummed to be random variables. Sobol defined the first sensitivity indices for a general framework, called the Sobol indices, in [17]. Many other sensitivity indices have been defined and studied (see [1] for a general review of these indices). Nevertheless, many of these indices suffer from a lack of interpretation when the input variables are dependent. To overcome this lack of interpretation, many variants of Sobol indices have been suggested for dependent input variables (see for example [11], 12] and [3]).

Recently, Owen defined new sensitivity indices in [14] called "Shapley effects" that have good properties and that are easy to interpret, even in the dependent case. The main advantages of these sensitivity indices compared to the Sobol
indices (and their variants) are: they remain positive, their sum is equal to one and there is exactly one indice for each input (and there are no indices for groups of variables). The Shapley effects are based on the notion of "Shapley value", that originates from game theory in [16]. The Shapley value has been widely studied (4], [5]) and applied in different fields (see for example [13] or [9]). However, only few articles focus on the Shapley effects in sensitivity analysis (see [14], [18], [15], [10], [2]).

In this paper, we work on the Shapley effects and their estimation. We divide this estimation into two parts. The first part is the estimation of the quantities that we call the "conditional elements" which the Shapley effects depend on. The second part is the way to estimate the Shapley effects when we have estimates of the conditional elements. We call this part the $W$-aggregation procedure. We refer to Sections 3 and 4 for more details on these two parts. Song et al. suggested an algorithm to estimate the Shapley effects in [18] that is implemented in the R package "sensitivity". The algorithm of [18] uses a $W$-aggregation procedure based on permutations of $\{1, \ldots, p\}$. We study this $W$ aggregation procedure and explain why it minimizes the variance of the estimate of the Shapley effect corresponding to a single input variable. We then suggest a new $W$-aggregation procedure, based on the subsets of $\{1, \ldots, p\}$, to estimate all the Shapley effects (for all the input variables) at the same time. We choose the best parameters to minimize the sum of the variances of all the Shapley effects estimators. This provides an improved accuracy, compared to the first $W$ aggregation procedure in [18]. The comparison between the two $W$-aggregation procedures is illustrated with numerical experiments.

Then, we focus on the estimation of the conditional elements with two different estimators: the double Monte-Carlo estimator (used in the algorithm of [18]) and the Pick-and-Freeze estimator (see [8] for the independent case) that we extend to the case where the inputs are dependent. We give their definition when it is possible to sample from the conditional distributions of the input vector. Then we extend these estimators to the case where we just observe an i.i.d. sample from the input variables. The extension relies on nearest-neighbour techniques. To the best of our knowledge, the estimators we suggest are the first that do not require exact samples from the conditional distribution of the input variables. One of our main result is the consistency of these estimators under some mild assumptions, and their rate of convergence under additional regularity assumptions. We conclude giving the consistency of the estimators of the Shapley effects with the two $W$-aggregation procedures and using the double Monte-Carlo estimator or the Pick-and-Freeze estimator. To highlight the efficiency of these estimators, we provide numerical experiments in the two following cases: where it is possible to sample from the conditional distributions of the input vector and where we just observe an i.i.d. sample from the input variables. We observe that in the second case, the estimators of the Shapley effects have a similar accuracy as in the first case.

The paper is organized as follows. In Section 2, we define the framework of global sensitivity analysis and we recall the definition and some properties of the Shapley effects. In Section 3, we study the $W$-aggregation procedure used by
the algorithm of 18$]$ and we suggest a new one. In Section 4 , we assume that the input distribution is known. We give two methods to estimate the conditional elements and we illustrate the various estimators of the Shapley effects with numerical applications. In Section 5, we assume that the input distribution is unknown and that we just observe a sample of the input vector. We give consistent estimators of the conditional elements and thus consistent estimators of the Shapley effects in this case, and we illustrate this with numerical experiments. We conclude in Section 6. All the proofs are provided in the appendix.

## 2 The Shapley effects

We let $X=\left(X_{1}, \ldots, X_{p}\right)$ be the input random vector on $E=E_{1} \times \ldots \times E_{p}$ with distribution $\mathbb{P}_{X}$. We assume that there is an output variable $Y$ defined by

$$
\begin{equation*}
Y=f(X) \tag{1}
\end{equation*}
$$

with $f \in L^{2}\left(\mathbb{P}_{X}\right)$. We write $[1: p]$ for the set $\{1,2, \ldots, p\}$. We can now define the conditional elements $\left(W_{u}\right)_{u \subset[1: p]}$ and the Shapley effects $\left(\eta_{i}\right)_{i \in[1: p]}$.

For all $u \subset[1: p]$, we define:

$$
\begin{equation*}
V_{u}:=\operatorname{Var}\left(\mathrm{E}\left(Y \mid X_{u}\right)\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{u}:=\mathrm{E}\left(\operatorname{Var}\left(Y \mid X_{-u}\right)\right), \tag{3}
\end{equation*}
$$

where $-u:=[1: p] \backslash u$. We define the conditional elements $\left(W_{u}\right)_{u \subset[1: p]}$ as being either $\left(V_{u}\right)_{u \subset[1: p]}$ or $\left(E_{u}\right)_{u \subset[1: p]}$. For all $i \in[1: p]$, we define the Shapley effect $\eta_{i}$ as in [18] by:

$$
\begin{equation*}
\eta_{i}:=\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(W_{u \cup\{i\}}-W_{u}\right), \tag{4}
\end{equation*}
$$

where $-i$ is the subset $[1: p] \backslash\{i\}$.
Remark 1. As explained in [18], the Shapley effects do not depend on whether $\left(W_{u}\right)_{u \subset[1: p]}$ denotes $\left(V_{u}\right)_{u \subset[1: p]}$ or $\left(E_{u}\right)_{u \subset[1: p]}$.
Remark 2. We have that $W_{\varnothing}$ and $W_{[1: p]}$ are equal to 0 and $\operatorname{Var}(Y)$ respectively. The variance of $Y$ is easy to estimate, so we assume without loss of generality that we know the theoretical value $\operatorname{Var}(Y)$.

We can notice that the Shapley effects are a sum over the subsets $u \subset$ $-i$. Another classical way to compute the Shapley effects is to sum over the permutations of $[1: p]$, see Proposition 1 .

Proposition 1. We have

$$
\begin{equation*}
\eta_{i}=\frac{1}{p!\operatorname{Var}(Y)} \sum_{\sigma \in \mathcal{S}_{p}}\left(W_{P_{i}(\sigma) \cup\{i\}}-W_{\left.P_{i}(\sigma)\right)}\right) \tag{5}
\end{equation*}
$$

where $\mathcal{S}_{p}$ is the set of permutations of $[1: p]$ and $P_{i}(\sigma):=\{\sigma(j), j \in[1: i]\}$.

Our aim is to estimate the Shapley effects. We have seen two different ways to compute the Shapley effects, given by Equation (4) (with a sum over the subsets) and Equation (5) (with a sum over the permutations). These two equations will represent two different $W$-aggregation procedures of the Shapley effects.

To simplify notations, if $u \subset-i$, we write $u+i$ for $u \cup\{i\}$.

## $3 W$-agregation procedures

As we can see in Equation (4) or in Equation (5), the Shapley effects are functions of the conditional elements $\left(W_{u}\right)_{u}$. For now, we do not focus on the estimation of $W_{u}$. We assume that we have a random function $\Psi: u \longmapsto \widehat{W}_{u}$ which, for all $u \subset[1: p]$, gives a random estimate $\widehat{W}_{u}$ of $W_{u}$. From Remark 2 we let $\Psi(\emptyset)=0$ and $\Psi([1: p])=\operatorname{Var}(Y)$. We call " $W$-aggregation procedure" an algorithm that estimates the Shapley effects from a such function. We begin to explain the $W$-aggregation procedure of [18]. Then we suggest an improved $W$-aggregation procedure.

### 3.1 The random-permutation procedure

In this section, we present the "random-permutation $W$-aggregation procedure" suggested in 18 .

### 3.1.1 Estimator

The $W$-aggregation procedure of the algorithm of [18] is based on Equation (5). Thus we could estimate $\eta_{i}$ by

$$
\begin{equation*}
\widehat{\eta}_{i}=\frac{1}{p!\operatorname{Var}(Y)} \sum_{\sigma \in \mathcal{S}_{p}}\left(\widehat{W}_{P_{i}(\sigma)+i}-\widehat{W}_{P_{i}(\sigma)}\right) . \tag{6}
\end{equation*}
$$

However, as the number of permutations is $p$ !, there are too many summands and [18] suggests to replace the sum over all the $p$ ! permutations by the sum over $M(M<p!)$ random uniformly distributed permutations. Thus, we can estimate $\eta_{i}$ by

$$
\begin{equation*}
\widehat{\eta}_{i}=\frac{1}{M \operatorname{Var}(Y)} \sum_{m=1}^{M}\left(\widehat{W}_{P_{i}\left(\sigma_{m}\right)+i}-\widehat{W}_{P_{i}\left(\sigma_{m}\right)}\right) . \tag{7}
\end{equation*}
$$

where the $\sigma_{m}$ are i.i.d. and uniformly distributed on $S_{p}$.
Finally, 18 reduces the computation cost using the following idea. They notice that for $i<p$ and for any permutation $\sigma$, we have $P_{\sigma(i+1)}(\sigma)=P_{\sigma(i)}(\sigma)+$ $i$. Thus, the algorithm of [18] uses every estimate $\widehat{W}_{P_{\sigma(i+1)}\left(\sigma_{m}\right)}$ for $\widehat{\eta}_{\sigma(i)}$ and for $\widehat{\eta}_{\sigma(i+1)}$. So, the number of estimations of $\widehat{W}_{u}($ for $u \neq \emptyset)$ is divided by two when estimating the Shapley effects. The $W$-aggregation procedure is

1. For all $m=1,2, \ldots, M$
(a) Generate $\sigma_{m}$
(b) Let prevC $=0$
(c) For all $i=1,2, \ldots, p$
i. Estimate $W_{P_{\sigma_{m}(i)}\left(\sigma_{m}\right)+i}$ by $\widehat{W}_{P_{\sigma_{m}(i)}\left(\sigma_{m}\right)+i}=\Psi\left(P_{\sigma_{m}(i)}\left(\sigma_{m}\right)+i\right)$.
ii. Compute $\widehat{\Delta}=\widehat{W}_{P_{\sigma_{m}(i)}\left(\sigma_{m}\right)+i}-\operatorname{prev} C$
iii. Update $\widehat{\eta}_{\sigma_{m}(j)}=\widehat{\eta}_{\sigma_{m}(j)}+\widehat{\Delta}_{\sigma_{m}(j)} c\left(\sigma_{m}\right)$.
iv. Set prevC $=\widehat{W}_{P_{\sigma_{m}(i)}\left(\sigma_{m}\right)+i}$.
2. Let $\widehat{\eta}_{i}=\widehat{\eta}_{i} /(\operatorname{Var}(Y) M)$ for all $i=1, \ldots, p$.

We write this $W$-aggregation procedure "random-permutation $W$-aggregation procedure".

### 3.1.2 The precision of the estimate of $W_{u}$ is adapted with $u$

In this section, we explain how the Shapley effect estimation given by Equation (7) is equivalent to an estimation given by

$$
\begin{equation*}
\widehat{\eta}_{i}:=\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(\tilde{W}_{u+i}-\tilde{W}_{u}\right) \tag{8}
\end{equation*}
$$

where $\tilde{W}_{u}$ is some estimation of $W_{u}$ with a precision adapted with $u$. The $W_{u}$ which have a large coefficient in (4) will be better estimated than the $W_{u}$ that have a small coefficient.

First of all, let us show how to link Equation (7) with Equation (8). We have

$$
\begin{aligned}
\widehat{\eta}_{i} & =\frac{1}{M \operatorname{Var}(Y)} \sum_{m=1}^{M}\left(\widehat{W}_{P_{i}\left(\sigma_{m}\right)+i}-\widehat{W}_{P_{i}\left(\sigma_{m}\right)}\right) \\
& =\frac{1}{\operatorname{Var}(Y)} \sum_{u \subset-i} \frac{1}{M} \sum_{m, \sigma_{m}=u}\left(\widehat{W}_{P_{i}\left(\sigma_{m}\right)+i}-\widehat{W}_{P_{i}\left(\sigma_{m}\right)}\right) \\
& =\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(\tilde{W}_{u+i}-\tilde{W}_{u}\right)
\end{aligned}
$$

with
$\tilde{W}_{u}:=\binom{p-1}{|u|} \frac{p}{M} \sum_{m, P_{i}\left(\sigma_{m}\right)=u} \widehat{W}_{P_{i}\left(\sigma_{m}\right)} \quad$ and $\quad \tilde{W}_{u+i}:=\binom{p-1}{|u|} \frac{p}{M} \sum_{m, P_{i}\left(\sigma_{m}\right)=u} \widehat{W}_{P_{i}\left(\sigma_{m}\right)+i}$.
Yet, the map $P_{i}: S_{p} \rightarrow \mathcal{P}([1: p] \backslash\{i\})$ is not injective. So, the number of $m$ such that $P_{i}\left(\sigma_{m}\right)=u$ can be larger than 1 , even if the random permutations
$\left(\sigma_{k}\right)_{k \leq M}$ are two by two distinct. Actually, if $u \subset-i$, the number $\tilde{N}_{u}=\tilde{N}_{u, M}$ (resp. $\tilde{N}_{u+i}=\tilde{N}_{u+i, M}$ ) of estimates $\widehat{W}_{u}$ (resp. $\widehat{W}_{u+i}$ ) used for $\tilde{W}_{u}\left(\right.$ resp. $\left.\tilde{W}_{u+i}\right)$ is the random variable $\left|\left\{m \leq M, P_{i}\left(\sigma_{m}\right)=u\right\}\right| \sim \mathcal{B}\left(M, \frac{|u|!(p-1-|u|)!}{p!}\right)$, where $\mathcal{B}$ is the binomial distribution. To simplify notations, if $u \subset-i$, let us write

$$
\begin{equation*}
p_{u}:=p_{u+i}:=\frac{|u|!(p-1-|u|)!}{p!} \tag{9}
\end{equation*}
$$

We want to study the cost-accuracy tradeoff of the different estimators of the $\left(W_{u}\right)_{u}$ to minimize the variance of the Shapley effect estimator $\widehat{\eta}_{i}$. To that end, we introduce the following assumption.
Assumption 1. Each $\widehat{W}_{u}$ is computed with the same cost $N_{O}$ by $\widehat{W}_{u}=\frac{1}{N_{O}} \sum_{k=1}^{N_{O}} \widehat{W}_{u}^{(k)}$ where the $\left(\widehat{W}_{u}^{(k)}\right)_{k}$ are independent and identically distributed. The $\left(\widehat{W}_{u}\right)_{u}$ are independent.

Thus, under Assumtion 1 , each $\tilde{W}_{u}$ has a random cost $\tilde{N}_{u}$ with

$$
\mathrm{E}\left(\tilde{N}_{u}\right)=N_{O} M p_{u}
$$

and

$$
\operatorname{Var}\left(\tilde{N}_{u}\right)=N_{O}^{2} M p_{u}\left(1-p_{u}\right)
$$

To conclude, the estimation of $\widehat{\eta}_{i}$ given by Equation (7) is equivalent to an estimation given by (8) where each $\tilde{W}_{u}$ is computed with a random cost $\tilde{N}_{u}$ that depends on $u$. We show in (22) that this random cost is actually a good choice. Before giving the proposition, let us introduce another assumption.

Assumption 2. Each $\tilde{W}_{u}$ is computed with a cost $N_{u}$ by $\tilde{W}_{u}=\frac{1}{N_{u}} \sum_{k=1}^{N_{u}} \widehat{W}_{u}^{(k)}$ where the $\left(\widehat{W}_{u}^{(k)}\right)_{k}$ are independent and identically distributed. The $\left(\tilde{W}_{u}\right)_{u}$ are independent.

Proposition 2. Let $i \in[1: p]$ be fixed. Assume that we estimate $\eta_{i}$ by Equation (8) under Assumption 2 and assume that $\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)$ does not depend on $u$. Then, the solution of the relaxed problem (i.e. the problem without the constraint of letting the $\left(N_{u}\right)_{u}$ be integers) $\min _{\left(N_{u}\right)_{u}} \operatorname{Var}\left(\widehat{\eta}_{i}\right)$ subject to $\sum_{u} N_{u}=2 M N_{O}$ is $N_{u}^{*}=N_{O} M p_{u}=\mathrm{E}\left(\tilde{N}_{u}\right)$.

Note that when we want to estimate only $\eta_{i}$ using (7) and under Assumption 1. the total cost for $\widehat{\eta}_{i}$ is $2 M N_{O}$. So, according to Proposition 2, the average of the costs of $\left(\tilde{W}_{u}\right)_{u}$ is optimal to minimize $\operatorname{Var}\left(\widehat{\eta}_{i}\right)$.

Remark 3. When the number of inputs $p$ is small, [18] suggest to take all the permutations of $[1: p]$ instead of choosing random permutations. In this case, the number $\tilde{N}_{u}$ is no longer random and is exactly $N_{O} p!p_{u}$, which is the exact solution of the problem $\min _{\left(N_{u}\right)_{u}} \operatorname{Var}\left(\widehat{\eta}_{i}\right)$ subject to $\sum_{u} N_{u}=2 p!N_{O}$. However, this algorithm requires small values of $p$ and the total cost is a multiple of $2 p$ ! (so there are very restricted possible values). Hence, the algorithm with all the permutations is not explicitely detailed in [18].

### 3.1.3 Choice of $N_{O}$

In this section, we explain why we should choose $N_{O}=1$ under Assumption 1 .
Proposition 3 is actually given in [18] in the particular case of the algorithm of [18], with more complicated computations than in the proof of Proposition 3 (they explain how to choose other parameters). We just give the result in a more general case, which totally arises from [18].

Proposition 3. Under Assumption 11 and assuming that for all $u \subset[1: p]$, $\mathrm{E}\left(\widehat{W}_{u}^{(1)}\right)=W_{u}$, in order to minimize, over $N_{O}$ and $M$, the variance of $\widehat{\eta}_{i}$ with a fixed cost $2 M N_{O}=: 2 C$, we have to choose $N_{O}=1$ and $M=C$.

Now, we give another reason for choosing $N_{O}=1$. According to Proposition 22. for all $u, \mathrm{E}\left(\tilde{N}_{u}\right)=N_{u}^{*}$ is the best cost of $\tilde{W}_{u}$ for minimizing $\operatorname{Var}\left(\widehat{\eta}_{i}\right)$. Thus, we would want $N_{u}$ to be close to its mean. So, we want to minimize its variance $\operatorname{Var}\left(\tilde{N}_{u}\right)=N_{O}^{2} M p_{u}\left(1-p_{u}\right)$. When to total cost $2 M N_{O}=2 C$ is fixed, in order to minimize $\operatorname{Var}\left(\tilde{N}_{u}\right)$, we have to choose $M=C$ and $N_{O}=1$.

From now on, we assume that $N_{O}=1$ when we use the random-permutation $W$-aggregation procedure and we will let $M$, the number of random permutations, go to infinity. So, for the same subset $u$, we will call several times the random function value $\Psi(u)$. We will write $\left(\widehat{W}_{u}^{(i)}\right)_{i \geq 1}$ to differentiate the various calls to $\Psi(u)$ when using the random-permutation procedure. Notice that the cost of each $\widehat{W}_{u}^{(i)}$ is equal to one because $N_{O}=1$.

Finally, since we let $\Psi(\emptyset)=0$ and $\Psi([1: p])=\operatorname{Var}(Y)$, their cost is equal to 0 . Then, the total cost $N_{t o t}$ of the random-permutation $W$-aggregation procedure is equal to $N_{t o t}=M(p-1)$, for estimating the $p$ Shapley effects $\eta_{1}, \ldots, \eta_{p}$.

### 3.1.4 Consistency

We give sufficient conditions to have the consistency of the estimators of the Shapley effects given by the random-permutation $W$-aggregation procedure.
Proposition 4. Assume that for all $u$ such that $\emptyset \varsubsetneqq u \mp[1: p],\left(\widehat{W}_{u}^{(i)}\right)_{i \geq 1}$ (the different calls to the function $\Psi(u)$ ) are identically distributed and that we estimate the Shapley effects using the random-permutation $W$-aggregation procedure. Let $N_{\text {tot }}=M(p-1)$ be the total cost of the random-permutation $W$-aggregation procedure.

1. If for all $u$ such that $\emptyset \varsubsetneqq u \varsubsetneqq[1: p]$, the $\left(\widehat{W}_{u}^{(i)}\right)_{i \geq 1}$ are unbiased and independent, then the estimates of the Shapley effects are consistent when $N_{\text {tot }}$ goes to $+\infty$.
2. Assume that for all $u$ such that $\emptyset \varsubsetneqq u \varsubsetneqq[1: p]$, the distribution of the $\widehat{W}_{u}^{(i)}$ depends on an integer $N$ such that

$$
\mathrm{E}\left(\widehat{W}_{u}^{(1)}\right) \underset{N \rightarrow+\infty}{\longrightarrow} W_{u}
$$

Assume that for all $u$ such that $\emptyset \varsubsetneqq u \varsubsetneqq[1: p]$,

$$
\frac{1}{n^{2}} \sum_{i, j=1}^{n} \operatorname{cov}\left(\widehat{W}_{u}^{(i)}, \widehat{W}_{u}^{(j)}\right)_{N, n \rightarrow+\infty}^{\longrightarrow} 0
$$

where $n$ is the number of the various calls to the random function value $\Psi(u)$. Then, the estimates of Shapley effects are consistent when $N_{\text {tot }}$ and $N$ go to $+\infty$.

### 3.2 The subset procedure

In this section, we suggest a new $W$-aggregation procedure for the Shapley effects. We want to compute once for all the estimates $\widehat{W}_{u}$ for all $u \subset[1: p]$, and to store them. Then, we use these estimates to estimate all the Shapley effects.

### 3.2.1 Estimator

We can estimate the Shapley effects $\left(\eta_{i}\right)_{i \in[1: p]}$ by using the following $W$-aggregation procedure:

- For all $u \subset[1: p]$, estimate $W_{u}$ by $\widehat{W}_{u}=\Psi(u)$ and store it.
- For all $i \in[1: p]$, estimate $\eta_{i}$ by

$$
\begin{equation*}
\widehat{\eta}_{i}:=\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(\widehat{W}_{u \cup\{i\}}-\widehat{W}_{u}\right) . \tag{10}
\end{equation*}
$$

We call this $W$-aggregation procedure "subset $W$-aggregation procedure". We can note that each estimate $\widehat{W}_{u}$ is used for all the estimates $\widehat{\eta}_{i \in[1: p]}$. Recall that with the random-permutation $W$-aggregation procedure, each estimate $\widehat{W}_{u}$ was used for the estimate of only two Shapley effects: more particularly $\widehat{W}_{P_{\sigma(i+1)}\left(\sigma_{m}\right)}$ was used for $\widehat{\eta}_{\sigma(i)}$ and for $\widehat{\eta}_{\sigma(i+1)}$. Thus the subset $W$-aggregation procedure seems to be more efficient.

Remark 4. When the number of inputs $p$ is large (for example $p=100$ ), it is too costly to estimate $W_{u}$ for all $u \subset[1: p]$. So, the subset $W$-aggregation procedure is, at first sight, limited to small to moderate values of p. Fortunately, we will suggest in Section 3.2.2 not to estimate all the $\left(W_{u}\right)_{u}$ with the same accuracy. Thus, when the number of variables $p$ is large, most of the $\left(W_{u}\right)_{u}$ will be approximated by 0 and the subset $W$-aggregation procedure will work for any value of $p$.

### 3.2.2 Choice of the precision of each $\widehat{W}_{u}$

We have seen in Section 3.1 .2 that the random-permutation $W$-aggregation procedure adapts the cost of each $\tilde{W}_{u}$ with $u$. This cost is random but the
average cost is the optimal cost for minimizing $\operatorname{Var}\left(\widehat{\eta}_{i}\right)$. We want to use this idea for the subset $W$-aggregation procedure: we will adapt the cost of each $\widehat{W}_{u}$ in order to minimize the variance. However, for the subset $W$-aggregation procedure, we estimate all the $\left(\widehat{\eta}_{i}\right)_{i \in[1: p]}$ at the same time. Thus, we choose to minimize $\sum_{i} \operatorname{Var}\left(\widehat{\eta}_{i}\right)$. In the following proposition, we give the best choice of the costs $\left(N_{u}\right)_{u}$ to minimize this sum of variances.
Proposition 5. Under Assumption 2(where $\tilde{W}_{u}$ in this assumption corresponds to $\widehat{W}_{u}$ in Equation 10), the solution of the relaxed program (i.e. the problem without the constraint of letting the $\left(N_{u}\right)_{u}$ be integers)

$$
\begin{equation*}
\min _{\left(N_{u}\right)_{\emptyset \subsetneq u \subsetneq[1: p]}} \sum_{i=1}^{p} \operatorname{Var}\left(\widehat{\eta}_{i}\right) \quad \text { subject to } \sum_{\emptyset \nsubseteq u \subsetneq[1: p]} N_{u}=N_{t o t} \tag{11}
\end{equation*}
$$

is $\left(N_{u}^{* *}\right)_{\emptyset € u \subsetneq[1: p]}$ with

$$
N_{u}^{* *}=N_{t o t} \frac{\sqrt{(p-|u|)!|u|!(p-|u|-1)!(|u|-1)!\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)}}{\sum_{\emptyset \nsubseteq v \mp[1: p]} \sqrt{(p-|v|)!|v|!(p-|v|-1)!(|v|-1)!\operatorname{Var}\left(\widehat{W}_{v}^{(1)}\right)}}
$$

Usually, we do not know the values of $\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)$. Practically, we will assume that these values are equal in order to compute $N_{u}^{* *}$. Furthermore, the sum over the subsets $v$ such that $\emptyset \varsubsetneqq v \varsubsetneqq[1: p]$ can be long to compute. So, we do the following approximations in practice:
$N_{u} \approx N_{t o t} \frac{\binom{p}{|u|}^{-\frac{1}{2}}\binom{p}{|u|-1}^{-\frac{1}{2}}}{\sum_{\emptyset \mp v \nsubseteq[1: p]}\binom{p}{|v|}^{-\frac{1}{2}}\binom{p}{|v|-1}^{-\frac{1}{2}}} \approx N_{t o t} \frac{\binom{p}{|u|}^{-1}}{\sum_{\emptyset \mp v \subsetneq[1: p]}\binom{p}{|v|}^{-1}}=N_{t o t} \frac{\binom{p}{|u|}^{-1}}{p-1}$.
So, in the following, with the subset $W$-aggregation procedure, we will choose $N_{u}$ as the closest integer to $N_{t o t}\binom{p}{|u|}^{-1}(p-1)^{-1}$. In this way, for a fixed total cost, we take the costs $\left(N_{u}\right)_{u}$ near the optimal choice to minimize $\sum_{i} \operatorname{Var}\left(\widehat{\eta}_{i}\right)$. Hence, the parameter $N_{t o t}$ is now the only parameter left to chose.
Remark 5. With this method, the real total cost $\sum_{\emptyset q u \subsetneq[1: p]} N_{u}$ can be different from the $N_{\text {tot }}$ chosen (because of the approximations and the choice of the closest integer). In this case, we suggest to adapt the value of $N_{\text {tot }}$ in order to have the desired total cost $\sum_{\emptyset \subsetneq u \notin[1: p]} N_{u}$.
Remark 6. For example, if the number of inputs is $p=100$ and we want a total cost of $10^{6}$. The previous results suggest to choose $N_{u}=1700$ is $|u|=1$ or $|u|=p-1, N_{u}=34$ if $|u|=2$ or $|u|=p-2, N_{u}=1$ if $|u|=3$ or $|u|=p-3$ and $N_{u}=0$ if $3<|u|<p-3$. If $N_{u}=0$, we take $\widehat{W}_{u}=0$. So, there are 333500 quantities $W_{u}$ to estimate, instead of $2^{100}-2 \approx 10^{30}$ if we wanted to estimate all the $W_{u}$.

### 3.2.3 Consistency

A straightforward consequence of the subset $W$-aggregation procedure and Equation 10 is that the consistency of $\left(\widehat{W}_{u}\right)_{u \subset[1: p]}$ implies the consistency of $\left(\widehat{\eta}_{i}\right)_{i \in[1: p]}$.
Proposition 6. Assume that for all $u$, we have consistent (resp. strongly consistent) estimators $\widehat{W}_{u}$ when $N_{u}$ goes to $+\infty$, where $N_{u}$ is the cost of $\widehat{W}_{u}$. If we use the subset $W$-aggregation procedure with the choice of $\left(N_{u}\right)_{u}$ given in Section 3.2.2, the estimators of Shapley effects are consistent (resp. strongly consistent) when $N_{\text {tot }}$ goes $+\infty$ (where $N_{\text {tot }}$ is the total cost of the subset $W$-aggregation procedure).

## 4 Complete algorithms

We have seen in Section 3 two different procedures to estimate the Shapley effects considering that estimates of the conditional elements $\left(W_{u}\right)_{u}$ can be obtained. We explain now how to estimate these $\left(W_{u}\right)_{u}$ in a restricted setting and we give numerical experiments to compare the various estimators in this framework. The restricted setting is the following: as in [18], we will assume that for any $u$ and $x_{u}$, it is feasible to compute an i.i.d. sample of law $X_{-u}$ conditionally to $X_{u}=x_{u}$. Moreover, we assume that we have access to the computer code of $f$. Finally, we assume that each evaluation of $f$ is costly, so we define the cost of each estimator $\widehat{W}_{u}$ as the number of evaluations of f it requires.

Since $W_{\varnothing}$ and $W_{[1: p]}$ are equal to 0 and $\operatorname{Var}(Y)$ respectively, we assume that $|u| \in[1: p-1]$.

### 4.1 Estimators of $W_{u}$

To estimate $W_{u}$, we suggest two different estimators. The first consists in a double Monte-Carlo procedure to estimate $E_{u}$, and it is the estimator used in the algorithm of [18. The other one is the well-known Pick-and-Freeze estimator (see [8] for the first definition, [6, 7] for theoretical studies) for $V_{u}$, that we extend to the case where the inputs variables $\left(X_{i}\right)_{i}$ are not independent.

### 4.1.1 Double Monte-Carlo

A first way to estimate $E_{u}=\mathrm{E}\left(\operatorname{Var}\left(Y \mid X_{u}\right)\right)$ is using double Monte-Carlo: one of size $N_{I}$ for the conditional variance, one other of size $N_{O}$ for the expectation. Thus, the estimator of $E_{u}$ suggested in [18] is

$$
\begin{equation*}
\widehat{E}_{u, M C}:=\frac{1}{N_{O}} \sum_{n=1}^{N_{O}} \frac{1}{N_{I}-1} \sum_{k=1}^{N_{I}}\left(f\left(X_{-u}^{(n)}, X_{u}^{(n, k)}\right)-{\left.\overline{f\left(X_{-u}^{(n)}\right.}\right)}^{2}\right. \tag{12}
\end{equation*}
$$

where $\overline{f\left(X_{-u}^{(n)}\right)}:=N_{I}^{-1} \sum_{k=1}^{N_{I}} f\left(X_{-u}^{(n)}, X_{u}^{(n, k)}\right),\left(X_{-u}^{(n)}\right)_{n}$ is an i.i.d. sample of law $X_{-u}$ and $\left(X_{u}^{(n, k)}\right)_{k}$ conditionally to $X_{-u}^{(n)}$ is i.i.d. of law $X_{u}$ conditionally to
$X_{-u}=X_{-u}^{(n)}$. We will take $N_{I}=3$, as suggested in 18. Thus, this estimator has a cost (number of evaluations of $f$ ) of $3 N_{O}$.

Remark 7. It is an unbiased estimator of $E_{u}=\mathrm{E}\left(\operatorname{Var}\left(Y \mid X_{u}\right)\right)$.
Remark 8. The algorithm of [18] is the combination of the random-permutation $W$-aggregation procedure with the double Monte-Carlo estimator $\widehat{E}_{u, M C}$, and it is suggested to choose $N_{O}=1$ and $N_{I}=3$.

According to Propositions 4 and 6, the random-permutation $W$-aggregation procedure and the subset $W$-aggregation procedure are consistent when taking the double Monte-Carlo estimator $\widehat{W}_{u}=\widehat{E}_{u, M C}$.

### 4.1.2 Pick-and-freeze

We now give a second estimator of $W_{u}$ : the pick-and-freeze estimator for $V_{u}$. Remark that

$$
V_{u}=\operatorname{Var}\left(\mathrm{E}\left(Y \mid X_{u}\right)\right)=\mathrm{E}\left(\mathrm{E}\left(Y \mid X_{u}\right)^{2}\right)-\mathrm{E}(Y)^{2} .
$$

Remark that $\mathrm{E}(Y)$ is easy to estimate so we do not focus on the estimation of $\mathrm{E}(Y)$ (for the numerical applications, we will take the empirical mean). It remains to estimate $\mathrm{E}\left(\mathrm{E}\left(Y \mid X_{u}\right)^{2}\right)$, which seems to be complicated. We prove the following proposition that enables to simplify the formulation of this quantity.

Proposition 7. Let $X=\left(X_{u}, X_{-u}\right)$ and $X^{u}=\left(X_{u}, X_{-u}^{\prime}\right)$ of law $\mathcal{L}(X)$ such that, a.s. $\mathbb{P}_{\left(X_{-u}, X_{-u}^{\prime}\right) \mid X_{u}=x_{u}}=\mathbb{P}_{X_{-u} \mid X_{u}=x_{u}} \otimes \mathbb{P}_{X_{-u} \mid X_{u}=x_{u}}$. We have

$$
\begin{equation*}
\mathrm{E}\left(\mathrm{E}\left(Y \mid X_{u}\right)^{2}\right)=\mathrm{E}\left(f(X) f\left(X^{u}\right)\right) \tag{13}
\end{equation*}
$$

Remark that Proposition 7 enables to write a double expectation as one simple expectation, that we estimate by a simple Monte-Carlo. Thus, we suggest the pick-and-freeze estimator:

$$
\begin{equation*}
\widehat{V}_{u, P F}:=\frac{1}{N_{O}} \sum_{n=1}^{N_{O}} f\left(X_{u}^{(n)}, X_{-u}^{(n, 1)}\right) f\left(X_{u}^{(n)}, X_{-u}^{(n, 2)}\right)-\mathrm{E}(Y)^{2} \tag{14}
\end{equation*}
$$

where $\left(X_{u}^{(n)}\right)_{n}$ is an i.i.d. sample of law $X_{u}$ and where $\left(X_{-u}^{(n, 1)}, X_{-u}^{(n, 2)}\right)$ conditionally to $X_{u}^{(n)}$ is i.i.d. of law $X_{-u}$ conditionally to $X_{u}=X_{u}^{(n)}$. This estimator has a cost of $2 N_{O}$.

As we have seen in Section 3.1.3, when we use the random-permutation $W$-aggregation procedure, we choose $N_{O}=1$. According to Propositions 4 and 6, the random-permutation $W$-aggregation procedure and the subset $W$ aggregation procedure are consistent with the Pick-and-Freeze estimator $\widehat{W}_{u}=$ $\widehat{V}_{u, P F}$.

### 4.2 Numerical comparison of the different algorithms

In this section, we carry out numerical experiments on the different algorithms in the restricted framework (where the conditional samples are available). Recall that in Section 3. we have seen two $W$-aggregation precedures for the Shapley effects using estimators of the $\left(W_{u}\right)_{u}$ : the random-permutation $W$-aggregation procedure (used in the algorithm of [18]) and the subset $W$-aggregation procedure. In Section 4.1, we have seen two estimators of the $\left(W_{u}\right)_{u}$ : double Monte-Carlo (used in the algorithm of [18]) and Pick-and-Freeze. To sum up, we have four consistent estimators of the Shapley effects:

- subset $W$-aggregation procedure with double Monte-Carlo, that we write "subset double Monte-Carlo";
- subset $W$-aggregation procedure with Pick-and-Freeze, that we write "subset Pick-and-Freeze";
- random-permutation $W$-aggregation procedure with double Monte-Carlo, that we
write "random-permutation double Monte-Carlo", and which is the already existing algorithm of [18];
- random-permutation $W$-aggregation procedure with Pick-and-Freeze, that we write "random-permutation Pick-and-Freeze".

To compare these estimators, we use the linear Gaussian framework: $X \sim$ $\mathcal{N}(\mu, \Gamma)$ and $Y=\sum_{i=1}^{p} \beta_{i} X_{i}$. In this case, the theoretical values are easily computable (see [15, 10, 2]). We choose $p=10, \beta_{i}=1$ for all $i$ and $\Gamma=A^{T} A$ where $A \in \mathcal{M}_{p}$ is a realisation of $p^{2}$ i.i.d. Gaussian variables with zero mean and unit variance. To compare these different estimators, we fix a total cost of $N_{t o t}=54000$. We compute 1000 realizations of each estimator.

In Figure 1, we plot the theoretical values of the Shapley effects together with the 1000 realizations of each estimator.

In Figure 2, we plot the sum over $i$ of the quadratic risk: $\sum_{i=1}^{p} \mathrm{E}\left(\left(\widehat{\eta}_{i}-\eta_{i}\right)^{2}\right)$ (estimated with 1000 realizations) of each estimator.

We can see that the subset $W$-aggregation procedure gives better results than the random-permutation $W$-aggregation procedure, and the estimator double Monte-Carlo is better than the estimator Pick-and-freeze. To conclude, we improved the already existing algorithm of [18] (random-permutation $W$ aggregation procedure with double Monte-Carlo) by the estimator given by the subset $W$-aggregation procedure with double Monte-Carlo.

## 5 Extension when we observe an i.i.d. sample

In Section 4, we have considered a restricted framework: we assumed that for all $u$ and all $x_{u}$, we could generate an i.i.d. sample of law $X_{-u}$ conditionally to $X_{u}=x_{u}$. However, in many cases, we can not generate such samples, as we only


Figure 1: Estimation of the Shapley effects in the linear Gaussian framework. In black ( $s^{*}$ ) we show the theoretical values, in red (ss_MC) the estimates from the subset $W$-aggregation procedure with the double Monte-Carlo estimator, in green (ss_PF) the estimates from the subset $W$-aggregation procedure with the Pick-and-Freeze estimator, in blue (spr_MC) the estimates from the random-permutation $W$-aggregation procedure with the double Monte-Carlo estimator and in yellow (spr_PF) the estimates from the random-permutation $W$-aggregation procedure with the Pick-and-Freeze estimator.


Figure 2: Sum over $i$ of the estimated quadratic risks of the four estimators of the Shapley effects in the linear Gaussian framework.
observe an i.i.d. sample of $X$. In this section, we assume that we just observe a sample of $X$ and that we have access to the computer code $f$. We extend the double Monte-Carlo and Pick-and-Freeze estimator in this general case and show their consistency and rates of convergence. We then give the consistency of the implied estimators of the Shapley effects (obtained from the $W$-aggregation procedures studied previously). To the best of our knowledge, these suggested estimators are the first estimators of Shapley effects in this general framework. We conclude giving numerical experiments.

### 5.1 Estimators of $W_{u}$

As far as we know, only [20] suggest an estimator of $W_{u}$ when we only observe an i.i.d. sample and when the input variables can be dependent, and only for $V_{u}$ with $|u|=1$. The estimator suggested in [20] is asymptotically efficient but the fact that $u$ has to be a singleton prevents us to use this estimator for the Shapley effects (because we have to estimate $W_{u}$ for all $u \subset[1: p]$ ). In this section we introduce two consistent estimators of $W_{u}$ when we observe only an i.i.d. sample of $X$, and which are easy to implement. These two estimators follow the principle of the double Monte-Carlo and Pick-and-Freeze estimators, but replacing the i.i.d. sample of law $X_{-u}$ conditionally to $X_{u}=$ $x_{u}$ by the observations $\left(X_{-u}^{\left(n_{1}\right)}, \ldots, X_{-u}^{\left(n_{k}\right)}\right)$ such that $\left(X_{u}^{\left(n_{1}\right)}, \ldots, X_{u}^{\left(n_{k}\right)}\right)$ are the $k$ nearest neighbours of $x_{u}$. For each estimator, we give the consistency and the rate of convergence.

### 5.1.1 Double Monte-Carlo

In order to define the double Monte-Carlo estimator of $W_{u}$ with only an i.i.d. sample of $X$, we introduce the following notations.

Let $N \in \mathbb{N}$ and $\left(X_{n}\right)_{n \leq N}$ be an i.i.d. sample of $X$. We write $(s(l))_{l \leq N_{O}}$ a sample of uniformly distributed integers in $[1: N]$ (with or without replacement) independent of the other random variables. Let us write $k(l, n)$ for the index of the observation such that $X_{-u}^{(k(l, n))}$ is the (or one of the) $n$-th closest element to $X_{-u}^{(l)}$ in $\left(X_{-u}^{(i)}\right)_{i \leq N}$, and such that $\left(k_{N}(l, n)_{n \leq N_{I}}\right.$ are two by two distinct. Then, we define two slightly different versions of the double Monte-Carlo estimator by

$$
\begin{equation*}
\widehat{E}_{u, M C}^{m i x}=\frac{1}{N_{O}} \sum_{l=1}^{N_{O}} \widehat{E}_{u, s(l), M C}^{m i x}, \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{E}_{u, M C}^{k n n}=\frac{1}{N_{O}} \sum_{l=1}^{N_{O}} \widehat{E}_{u, s(l), M C}^{k n n}, \tag{16}
\end{equation*}
$$

with
$\widehat{E}_{u, s(l), M C}^{m i x}=\frac{1}{N_{I}-1} \sum_{i=1}^{N_{I}}\left[f\left(X_{-u}^{(s(l))}, X_{u}^{(k(s(l), i))}\right)-\frac{1}{N_{I}} \sum_{h=1}^{N_{I}} f\left(X_{-u}^{(s(l))}, X_{u}^{(k(s(l), h))}\right)\right]^{2}$
and

$$
\widehat{E}_{u, s(l), M C}^{k n n}=\frac{1}{N_{I}-1} \sum_{i=1}^{N_{I}}\left[f\left(X^{(k(s(l), i))}\right)-\frac{1}{N_{I}} \sum_{h=1}^{N_{I}} f\left(X^{(k(s(l), h))}\right)\right]^{2}
$$

Remark 9. The index $k(l, n)$ could be not well-defined is there exist different observations $X_{-u}^{(i)}$ at equal distance from $X_{-u}^{(l)}$. In this case, we will choose $k(l, n)$ uniformly over the indices of these observations, as it is explained in Theorem 1. However, when $X_{-u}$ is absolutely continuous with respect to the Lebesgue measure, this situation can not happen and $k(l, n)$ is uniquely defined.

The index $k(l, n)$ depends on $N$ but this dependency is implicit. However, to avoid confusion, we could write $k_{N}(l, n)$.

The double Monte-Carlo estimator has two sums: one of size $N_{I}$ for the conditional variance, one other of size $N_{O}$ for the expectation. The integer $N_{I}$ is also the number of nearest neighbours and it is a fixed parameter to choose. For example, we can choose $N_{I}=3$ (as in the case where the conditional samples are available).

Remark 10. The integer $N$ is the size of the sample of $X$ (that enables us to estimate implicitly its law through the nearest neighbours) and the integer $N_{O}$ is the accuracy of the estimator $\widehat{W}_{u, M C}$ from the estimated law of $X$. Of course, it would be intuitive to take $N_{O}=N$ and $(s(l))_{l}$ without replacement,
but this framework would not be general enough for the random-permutation $W$-aggregation procedure (in which there are replacements and the accuracy $\tilde{N}_{u}$ is a random variable, as it is explained in Section 3.1.2) or for the subset $W$ aggregation procedure (in which the accuracy $N_{u}$ of $\widehat{W}_{u, P F}$ depends on $u$ ).

Now that we defined the two versions of the double Monte-Carlo estimator for an unknown input distribution, we give the consistency of these estimators in Theorem 1. We let $\widehat{E}_{u, M C}$ be given by 5.1.1 or 5.1.1. In the asymptotic results below, $N_{I}$ is fixed and $N$ and $N_{O}$ go to infinity.

Theorem 1. Assume that for all $i,\left(E_{i}, d_{i}\right)$ is a Polish space, that conditionally to $\left(X_{-u}^{(n)}\right)_{n}$, the $k_{N}(l, i)$ are uniformly chosen over the indices of all the $i$-th nearest neighbours of $X_{-u}^{(l)}$ in $\left(X_{-u}^{(n)}\right)_{n \in[1: N]}$, and such that for all $N$, $\left(k_{N^{\prime}}(l, i)\right)_{i \leq N_{I}, N^{\prime} \neq N} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n},\left(k_{N}(l, i)\right)_{i \leq N_{I}}\right)$ and $\left(k_{N}(l, i)\right)_{i \leq N_{I}} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n},\left(k_{N}\left(l^{\prime}, i\right)\right)_{i \leq N_{I}}\right)$ for all $l \neq l^{\prime}$. Assume that $X=\left(X_{u}, X_{-u}\right)$ has a continuous density $f_{X}$ with respect to a finite measure $\mu=\mu_{u} \otimes \mu_{-u}$. If $f$ is bounded, then $\widehat{E}_{u, M C}$ is consistent when $N$ and $N_{O}$ go to $+\infty$.

Furthermore, with additional regularity assumptions, we can give the rate of convergence of these estimators in Theorems 2 and 1.

Theorem 2. Assume that $f$ is $\mathcal{C}^{1}$, $E$ is compact, $X$ has a density $f_{X}$ with respect to the Lebesgue measure $\lambda_{p}$ on $\mathbb{R}^{p}$ such that $\lambda_{p}$ a.s. we have $0<C_{\mathrm{inf}} \leq$ $f_{X} \leq C_{\text {sup }}<+\infty$ and such that $f_{X}$ is Lipschitz continuous. Then, for all $\varepsilon>0$, $\varepsilon^{\prime}>0$, there exist fixed constants $C_{\text {sup }}^{(1)}\left(\varepsilon^{\prime}\right)$ and $C_{\text {sup }}^{(2)}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\widehat{E}_{u, M C}-E_{u}\right|>\varepsilon\right) \leq \frac{1}{\varepsilon^{2}}\left(\frac{C_{\mathrm{sup}}^{(1)}\left(\varepsilon^{\prime}\right)}{N^{\frac{1}{p-|u|}-\varepsilon^{\prime}}}+\frac{C_{\mathrm{sup}}^{(2)}}{N_{O}}\right) \tag{17}
\end{equation*}
$$

Corollary 1. Under the assumptions of Theorem 2, choosing $N_{O} \geq C N^{1 /(p-|u|)}$, we have for all $\delta>0$,

$$
\left|\widehat{E}_{u, M C}-E_{u}\right|=o_{p}\left(\frac{1}{N^{\frac{1}{2(p-|u|)}-\delta}}\right)
$$

We remark that for $|u|=p-1$, we nearly obtain a parametric rate of convergence $N^{\frac{1}{2}}$. The rate of convergence decreases when $|u|$ decreases which can be interpreted by the fact that we estimate non-parametrically the function $x_{-u} \mapsto \operatorname{Var}\left(f(X) \mid X_{-u}=x_{-u}\right)$. The estimation problem is high-dimensional when $|u|$ decreases.

### 5.1.2 Pick-and-Freeze

We now give similar results for the Pick-and-Freeze estimators. Let $N \in \mathbb{N}$ and $\left(X_{n}\right)_{n \leq N}$ be an i.i.d. sample of $X$. We write $(s(l))_{l \leq N_{O}}$ a sample of random integers uniformly distributed on $[1: N]$ (with or without replacement) independent of the other random variables. Let $k(m, 2)$ be the (or one of the)
index in $\left(X_{u}^{(n)}\right)_{n \leq N}$ of the second nearest neighbour of $X_{u}^{(m)}$, thus, the index of the nearest neighbour of $X_{u}^{(m)}$ different from $m$. Notice that in Section 5.1.2. $k(m, 2)$ refers to distances relative to $X_{u}$, while $k(l, n)$ refers to distances relative to $X_{-u}$ in Section 5.1.1. Assume that $\mathrm{E}(Y)$ is known. Then, we define two slightly different versions of the Pick-and-Freeze estimator by

$$
\widehat{V}_{u, P F}^{\operatorname{mix}}=\frac{1}{N_{O}} \sum_{l=1}^{N_{O}} \widehat{V}_{u, s(l), P F}^{m i x}
$$

and

$$
\widehat{V}_{u, P F}^{k n n}=\frac{1}{N_{O}} \sum_{l=1}^{N_{O}} \widehat{V}_{u, s(l), P F}^{k n n}
$$

with

$$
\begin{equation*}
\widehat{V}_{u, s(l), P F}^{m i x}=f\left(\left(X^{(s(l))}\right) f\left(X_{u}^{(s(l))}, X_{-u}^{(k(s(l), 2))}\right)-\mathrm{E}(Y)^{2}\right. \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{V}_{u, s(l), P F}^{k n n}=f\left(X^{(s(l))}\right) f\left(X^{(k(s(l), 2))}\right)-\mathrm{E}(Y)^{2} . \tag{19}
\end{equation*}
$$

Remark 11. The index $k(m, 2)$ depends on $N$ but this dependency is implicit. However, to avoid confusion, we could write $k_{N}(m, 2)$.

As for the double Monte-Carlo estimators, we give the consistency of the Pick-and-Freeze estimators in Theorem 3 and the rate of convergence in Theorem 4 and in Corollary 2 . We let $\widehat{V}_{u, P F}$ be given by (5.1.2) or 5.1.2.
Theorem 3. Assume that for all $i,\left(E_{i}, d_{i}\right)$ is a Polish space, that conditionally to $\left(X_{u}^{(n)}\right)_{n}$, the $k(l, 2)$ are chosen uniformly over all the indices of the nearest neighbours of $X_{u}^{(l)}$ in $\left(X_{u}^{(n)}\right)_{n \in[1: N] \backslash\{l\}}$, such that for all $l \neq l^{\prime}$, $k_{N}(l, 2) \Perp\left(\left(X_{-u}^{(n)}\right)_{n}, k_{N}\left(l^{\prime}, 2\right)\right)$ and such that
$\left(k_{N^{\prime}}(l, 2)\right)_{N^{\prime} \neq N} \Perp\left(\left(X_{-u}^{(n)}\right)_{n}, k_{N}(l, 2)\right)$. Assume that $X=\left(X_{u}, X_{-u}\right)$ has a continuous density $f_{X}$ with respect to a finite measure $\mu=\mu_{u} \otimes \mu_{-u}$. If $f$ is bounded, then $\widehat{V}_{u, P F}$ is consistent when $N$ and $N_{O}$ go to $+\infty$.

Theorem 4. Assume that $f$ is $\mathcal{C}^{1}, E$ is compact, $X$ has a density $f_{X}$ with respect to the Lebesgue measure $\lambda_{p}$ on $\mathbb{R}^{p}$ such that $\lambda_{p}$ a.s. we have $0<C_{\mathrm{inf}} \leq$ $f_{X} \leq C_{\text {sup }}<+\infty$ and such that $f_{X}$ is Lipschitz continuous. Then, if $|u|=1$, for all $\varepsilon>0, \varepsilon^{\prime}>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\widehat{V}_{u, P F}-V_{u}\right|>\varepsilon\right) \leq \frac{1}{\varepsilon^{2}}\left(\frac{C_{\mathrm{sup}}^{(1)}\left(\varepsilon^{\prime}\right)}{N^{1-\varepsilon^{\prime}}}+\frac{C_{\mathrm{sup}}^{(2)}}{N_{O}}\right) \tag{20}
\end{equation*}
$$

and if $|u|>1$, for all $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\widehat{V}_{u, P F}-V_{u}\right|>\varepsilon\right) \leq \frac{C_{\mathrm{sup}}^{(3)}}{\varepsilon^{2}}\left(\frac{1}{N^{\frac{1}{|u|}}}+\frac{1}{N_{O}}\right) \tag{21}
\end{equation*}
$$

with fixed constants $C_{\mathrm{sup}}^{(1)}\left(\varepsilon^{\prime}\right)<+\infty, C_{\mathrm{sup}}^{(2)}<+\infty$ and $C_{\text {sup }}^{(3)}<+\infty$.

Corollary 2. Under the assumptions of Theorem 4 choosing $N_{O} \geq C N^{1 /|u|}$, we have

1. for all $u$ such that $|u|=1$, for all $\delta>0$,

$$
\left|\widehat{V}_{u, P F}-V_{u}\right|=o_{p}\left(\frac{1}{N^{\frac{1}{2}-\delta}}\right) .
$$

2. for all $u$ such that $|u|>1$,

$$
\left|\widehat{V}_{u, P F}-V_{u}\right|=O_{p}\left(\frac{1}{N^{\frac{1}{2|u|}}}\right) .
$$

The interpretation of the rates of convergence is the same as for the double Monte-Carlo estimators.

### 5.2 Consistency of the Shapley effect estimators

Now that we have constructed estimators of $W_{u}$ with an unknown input distribution, we can obtain estimators of the Shapley effects using the subset and random-permutation $W$-aggregation procedures. Note that for each $W$ aggregation procedure, we need to choose the accuracy $N_{O}$ of the $\left(\widehat{W}_{u}\right)_{u}$. Although Assumptions 1 and 2 do not hold with the estimators $\widehat{E}_{u, M C}$ and $\widehat{V}_{u, P F}$, we keep choosing $N_{O}=1$ with the random-permutation $W$-aggregation procedure and $N_{O}$ as the closest integer to $N_{\text {tot }}\binom{p}{|u|}^{-1}(p+1)^{-1}$ with the subset $W$-aggregation procedure. To unify notations, let $N_{I}=2$ when estimators of the conditional elements $\left(W_{u}\right)_{u}$ are the Pick-and-freeze estimators (in this way, $N_{I}$ is the number of the nearest neighbours). With the double Monte-Carlo estimators, let $N_{I}$ be a fixed integer (for example $N_{I}=3$ ).

Proposition 8. Assume that for all $i,\left(E_{i}, d_{i}\right)$ is a polish space, that conditionally to $\left(X_{-u}^{(n)}\right)_{n}\left(\right.$ resp. $\left.\left(X_{u}^{(n)}\right)_{n}\right)$, the $k_{N}(l, i)$ are uniformly chosen over the indices of all the $i$-th nearest neighbours of $X_{-u}^{(l)}$ (resp. $\left.X_{u}^{(l)}\right)$ in $\left(X_{-u}^{(n)}\right)_{n \in[1: N]}$ (resp. $\left.\left(X_{u}^{(n)}\right)_{n \in[1: N]}\right)$, and such that for all $N,\left(k_{N^{\prime}}(l, i)\right)_{i \leq N_{I}, N^{\prime} \neq N} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n},\left(k_{N}(l, i)\right)_{i \leq N_{I}}\right)$ and $\quad\left(k_{N}(l, i)\right)_{i \leq N_{I}} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n}\right.$, $\left.\left(k_{N}\left(l^{\prime}, i\right)\right)_{i \leq N_{I}}\right)$ for all $l \neq l^{\prime}\left(\right.$ resp. such that for all $l \neq l^{\prime}, k_{N}(l, 2) \Perp\left(\left(X_{-u}^{(n)}\right)_{n}, k_{N}\left(l^{\prime}, 2\right)\right)$ and such that $\left.\left(k_{N^{\prime}}(l, 2)\right)_{N^{\prime} \neq N} \Perp\left(\left(X_{-u}^{(n)}\right)_{n}, k_{N}(l, 2)\right)\right)$. Assume that $X=\left(X_{1}, \ldots, X_{p}\right)$ has a continuous density $f_{X}$ with respect to a finite measure $\mu=\otimes \mu_{i}$. If $f$ is bounded, then the estimator of the Shapley effects defined by the randompermutation $W$-aggregation procedure or the subset $W$-aggregation procedure combined with $\widehat{W}_{u}=\widehat{E}_{u, M C}$ (resp. $\widehat{W}_{u}=\widehat{V}_{u, P F}$ ) are consistent when $N$ and $N_{\text {tot }}$ go to $+\infty$.

### 5.3 Numerical experiments

In this section, we compute numerically the estimators of the Shapley effects with an unknown input distribution. As in Section 4.2 we choose the linear Gaussian framework to compute the theoretical values of the Shapley effects.

We take the same parameters as in Section 4.2. The size $N$ of the observed sample $\left(X^{(n)}\right)_{n \leq N}$ is 10000 . Each estimator is computed 200 times. We now have 8 consistent estimators given by:

- 2 different $W$-aggregation procedures: subset or random-permutation;
- 2 different estimators of $W_{u}$ : double Monte-Carlo or Pick-and-Freeze;
- 2 slightly different versions of the estimators of $W_{u}$ : "mix" or "knn".

In Figure 3 we plot the theoretical values of the Shapley effects, together with the 200 realizations of each estimator.

Remark 12. In the linear Gaussian framework, the function $f$ is not bounded and the assumptions of Proposition 8 do not hold. We can not guarantee the consistency of the Shapley effects estimators. However, this framework enables to compute the theoretical Shapley effects and we can see numerically that the estimators seem to be consistent.

We show the boxplots of the 8 estimators in Figure 3 and the sums over $i \in[1: p]$ of their quadratic risks (estimated with 200 realizations) in Figure 4. As in Section 4.2, the subset $W$-aggregation procedure is better than the random-permutation $W$-aggregation procedure and double Monte-Carlo is better than Pick-and-Freeze. Furthermore, there are no significant differences between the version "mix" and the version "knn". We can remark that, in order to compute the estimators with the "mix" version, we need to call the computer code of $f$ at new inputs whereas "knn" only needs an i.i.d. sample $\left(X_{n}, f(X)_{n}\right)_{n}$.

We now compare the sums over $i \in[1: p]$ of the estimated quadratic risks of the estimators from the subset $W$-aggregation procedure with double MonteCarlo when we know the law of $X$ (results of Section 4.2) and when we just observe a sample of size 10000 (previous results of this section). These values are equal to $5.910^{-3}$ when we know the law of $X$, to $6.610^{-3}$ when we only observe the sample with $\widehat{E}_{u, M C}^{m i x}$ and to $7.410^{-3}$ when we only observe the sample with $\widehat{E}_{u, M C}^{k n n}$. Thus, in dimension 10 , replacing the knowledge of $X$ by a sample of size 10000 does not seem to deteriorate significantly our estimates of the Shapley effets.

## 6 Conclusion

In this article, we focused on the estimation of the Shapley effects. We explained that this estimation is divided into two parts: the $W$-aggregation procedure and the estimation of the conditional elements $\left(W_{u}\right)_{u \subset[1: p]}$. Based on an


Figure 3: Estimation of the Shapley effects in the linear Gaussian framework when we only observe a sample of $X$. In black ( $s^{*}$ ) we show the theoretical results, in red the estimates from the subset $W$-aggregation procedure with the double Monte-Carlo estimator (ss_MC_mix and ss_MC_knn), in green the estimates from the subset $W$-aggregation procedure with the Pick-andFreeze estimator (ss_PF_mix and ss_PF_knn), in blue the estimates from the random-permutation $W$-aggregation procedure with the double Monte-Carlo estimator (spr_MC_mix and spr_MC_knn) and in yellow the estimates from the random-permutation $W$-aggregation procedure with the Pick-and-Freeze estimator (spr_PF_mix and spr_PF_knn).


Figure 4: Sum over $i$ of the estimated quadratic risks of the eight estimators of the Shapley effects in the linear Gaussian framework when we only observe a sample of $X$.
analysis of the already existing algorithm of [18, we suggested the new subset $W$-aggregation procedure that is theoretically more efficient. We highlighted this efficiency by numerical experiments. In a second part, we suggested various estimators of $\left(W_{u}\right)_{u}$ when the input distribution is unknown and when we just observe an i.i.d. sample of the input variables. We proved their consistency and gave the rates of convergence. Then, we used these new estimators to estimate the Shapley effects with consistency. We illustrated the efficiency of these estimators with numerical experiments.
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## Appendix A Proofs for the double Monte-Carlo and Pick-and-Freeze estimators: Theorems 1, 2, 3 and 4

To unify notations, let us write

$$
\begin{array}{ll}
\Phi_{M C}^{m i x}: \quad\left(x^{(1)}, \ldots, x^{\left(N_{I}\right)}\right) & \longmapsto \frac{1}{N_{I}-1} \sum_{k=1}^{N_{I}}\left(f\left(x_{-u}^{(1)}, x_{u}^{(k)}\right)-\frac{1}{N_{I}} \sum_{l=1}^{N_{I}} f\left(x_{-u}^{(1)}, x_{u}^{(l)}\right)\right)^{2}, \\
\Phi_{M C}^{k n n}: \quad\left(x^{(1)}, \ldots, x^{\left(N_{I}\right)}\right) & \longmapsto \frac{1}{N_{I}-1} \sum_{k=1}^{N_{I}}\left(f\left(x^{(k)}\right)-\frac{1}{N_{I}} \sum_{l=1}^{N_{I}} f\left(x^{(l)}\right)\right)^{2}, \\
\Phi_{P F}^{m i x}: & \left(x^{(1)}, x^{(2)}\right) \\
\Phi_{P F}^{k n n}: & \left(x^{(1)}, x^{(2)}\right) \\
\longrightarrow f\left(x^{(1)}\right) f\left(x_{u}^{(1)}, x_{-u}^{(2)}\right)-\mathrm{E}(Y)^{2}, \\
\hline f\left(x^{(1)}\right) f\left(x^{(2)}\right)-\mathrm{E}(Y)^{2} .
\end{array}
$$

Remark that all these four functions as bounded as $f$ is bounded. When we do not write the exponent mix or $k n n$ of $\Phi$ or of the estimators, it means that we refer to both of them (mix and knn). We write the proofs only for $\widehat{E}_{u, M C}$. For the estimators $\widehat{V}_{u, P F}$, it suffices to replace $\Phi_{M C}$ by $\Phi_{P F},-u$ by $u$ (and vice-versa), $E_{u}$ by $V_{u}, \operatorname{Var}\left(Y \mid X_{-u}\right)$ by $\mathrm{E}\left(Y \mid X_{u}\right)^{2}-\mathrm{E}(Y)^{2}$ and $N_{I}$ by 2 . Hence, we shall only write the complete proofs for Theorems 1 and 2. To simplify notation, we will write $\widehat{E}_{u}$ for $\widehat{E}_{u, M C}, \widehat{E}_{u, l}$ for $\widehat{E}_{u, l, M C}$ and $\Phi$ for $\Phi_{M C} . N_{I}$ is a fixed integer.
Remark 13. In the definition of $\widehat{V}_{u, P F}$ given in Section 5.1.2, the random variables $\widehat{V}_{u, l, P F}$ depend on $X^{(l)}$ and $X^{k(l, 2)}$, i.e.

$$
\widehat{V}_{u, l, P F}=\Phi_{P F}\left(X^{(l)}, X^{k(l, 2)}\right) .
$$

We could choose them to depend on $X^{(k(l, 1))}$ and $X^{(k(l, 2))}$, i.e. to replace $X^{(l)}$ by $X^{\left(k_{N}(l, 1)\right)}$. These two definitions are equivalent under the assumptions of Theorem 4 but can be different under the assumptions of Theorem 3 (more particularly in the case where $X_{u}^{(l)}$ is not the only nearest neighbour of $X_{u}^{(l)}$, i.e. there is another $X_{u}^{(n)}, n \neq l$ such that $\left.X_{u}^{(n)}=X_{u}^{(l)}\right)$. However, the proof of Theorem 3 works in both cases. To unify the notations of Theorems 3 and 1 . we will assume in the proof that $\widehat{V}_{u, l, P F}$ depends on $X^{(k(l, 1))}$ and $X^{(k(l, 2))}$, i.e.

$$
\widehat{V}_{u, l, P F}=\Phi_{P F}\left(X^{(k(l, 1))}, X^{k(l, 2)}\right)
$$

## A.0. 1 Proof of consistency: Theorems 1 and 3

Recall that for all $i \in[1: p],\left(E_{i}, d_{i}\right)$ is a Polish space. Then, for all $v \subset[1: p]$, $E_{v}:=\times_{i \in v} E_{i}$ is a Polish space for the distance $d_{v}:=\max _{i \in v} d_{i}$. We will write $B_{v}\left(x_{v}, r\right)$ the open ball in $E_{v}$ of radius $r$ and center $x_{v}$. Recall that the choice of the $N_{I}$-nearest neighbours could be not unique. In this case, conditionally to $\left(X_{-u}^{(n)}\right)_{n}$, the $\left(k_{N}(l, i)\right)_{N, l, i}$ are random variables that we choose in the following way. Conditionally to $\left(X_{-u}^{(n)}\right)_{n}$, we choose $k_{N}(l, i)$ uniformly over all the indices of the $i$-th nearest neighbours such that the $\left(k_{N}(l, i)\right)_{i \leq N_{I}}$ are two by two distinct and, for all $N,\left(k_{N^{\prime}}(l, i)\right)_{i \leq N_{I}, N^{\prime} \neq N} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n},\left(k_{N}(l, i)\right)_{i \leq N_{I}}\right)$ and $\left(k_{N}(l, i)\right)_{i \leq N_{I}} \Perp \sigma\left(\left(X_{u}^{(n)}\right)_{n},\left(k_{N}\left(l^{\prime}, i\right)\right)_{i \leq N_{I}}\right)$ for all $l \neq l^{\prime}$.

To simplify notation, let us write $k_{N}(i):=k_{N}(1, i)$ (the index of one $i$ th neighbour of $\left.X_{-u}^{(1)}\right)$ and $k_{N}^{\prime}(i):=k_{N}(2, i)$ (the index of one $i$-th neighbour of $X_{-u}^{(2)}$ ). Remark that $X_{-u}^{\left(k_{N}(i)\right)}$ does not depend on $k_{N}(i)$. Let $k$ := $\left(k_{N}(i)\right)_{i \leq N_{I}, N \in \mathbb{N}^{*}}$ and $k_{N}:=\left(k_{N}(i)\right)_{i \leq N_{I}}$. We will use the letter $h$ for the realizations of the variable $k$.

To begin with, let us recall two well-known results that we will use in the following.

Lemma 1. If $\mathcal{H}$ is independent of $\sigma(\sigma(X), \mathcal{G})$, then

$$
\mathrm{E}(X \mid \sigma(\mathcal{G}, \mathcal{H}))=\mathrm{E}(X \mid \mathcal{G})
$$

Lemma 2. For all measurable $\phi$,

$$
\mathcal{L}(\phi(X, Y) \mid X=x)=\mathcal{L}(\phi(x, Y) \mid X=x)
$$

and if $Y$ is independent of $X$, then

$$
\mathcal{L}(\phi(X, Y) \mid X=x)=\mathcal{L}(\phi(x, Y))
$$

Now, to demonstrate Theorem 1, we need to prove several intermediate results.

Lemma 3. For all $l \in \mathbb{N}^{*}$,

$$
\begin{equation*}
X_{-u}^{\left(k_{N}(l)\right)} \underset{N \rightarrow+\infty}{\stackrel{a . s .}{\rightarrow}} X_{-u}^{(1)} . \tag{22}
\end{equation*}
$$

Proof. First, let us show that for all $\varepsilon>0, \mathbb{P}\left(d_{-u}\left(X_{-u}^{(1)}, X_{-u}^{(2)}\right)<\varepsilon\right)>0$. Indeed, as $E_{-u}$ is a polish space, its support has measure 1. Thus

$$
\begin{aligned}
\mathbb{P}\left(d_{-u}\left(X_{-u}^{(1)}, X_{-u}^{(2)}\right)<\varepsilon\right) & =\int_{E_{-u}^{2}} \mathbb{1}_{d\left(x_{-u}, x_{-u}^{\prime}\right)<\varepsilon} d \mathbb{P}_{X_{-u}} \otimes \mathbb{P}_{X_{-u}}\left(x_{-u}, x_{-u}^{\prime}\right) \\
& =\int_{E_{-u}} \mathbb{P}_{X_{-u}}\left(B_{-u}\left(x_{-u}, \varepsilon\right)\right) d \mathbb{P}_{X_{-u}}\left(x_{-u}\right) \\
& =\int_{\operatorname{supp}\left(E_{-u}\right)} \mathbb{P}_{X_{-u}}\left(B_{-u}\left(x_{-u}, \varepsilon\right)\right) d \mathbb{P}_{X_{-u}}\left(x_{-u}\right) \\
& >0,
\end{aligned}
$$

because if $x_{-u} \in \operatorname{supp}\left(E_{-u}\right)$, then $B_{-u}\left(x_{-u}, \varepsilon\right) \not \subset \operatorname{supp}\left(E_{-u}\right)^{c}$ and $\mathbb{P}_{X_{-u}}\left(B_{-u}\left(x_{-u}, \varepsilon\right)\right)>$ 0 .

Next, remark that

$$
X_{-u}^{\left(k_{N}(l)\right)} \underset{N \rightarrow+\infty}{\stackrel{a . s_{j}}{\rightarrow}} X_{-u}^{(1)} \Longleftrightarrow X_{-u}^{\left(k_{N}(2)\right)} \underset{N \rightarrow+\infty}{\text { a.s. }} X_{-u}^{(1)},
$$

and,

$$
\begin{aligned}
\mathbb{P}\left(\left\{X_{-u}^{\left(k_{N}(2)\right)} \underset{N \rightarrow+\infty}{\longrightarrow} X_{-u}^{(1)}\right\}^{c}\right) & =\mathbb{P}\left(\bigcup_{k \geq 1} \bigcap_{n \geq 1} d_{-u}\left(X_{-u}^{(n)}, X_{-u}^{(1)}\right) \geq \frac{1}{k}\right) \\
& \leq \sum_{k \geq 1} \mathrm{E}\left(\mathbb{P}\left(\left.\bigcap_{n \geq 1} d_{-u}\left(X_{-u}^{(n)}, X_{-u}^{(1)}\right) \geq \frac{1}{k} \right\rvert\, X_{-u}^{(1)}\right)\right) \\
& =\sum_{k \geq 1} \mathrm{E}\left(\lim _{N \rightarrow+\infty} \mathbb{P}\left(d_{-u}\left(X_{-u}^{(2)}, X_{-u}^{(1)}\right) \geq \frac{1}{k}\right)^{N}\right) \\
& =\sum_{k \geq 1} \mathrm{E}\left(\lim _{N \rightarrow+\infty}\left[1-\mathbb{P}\left(d_{-u}\left(X_{-u}^{(2)}, X_{-u}^{(1)}\right)<\frac{1}{k}\right)\right]^{N}\right) \\
& =\sum_{k \geq 1} 0 \\
& =0
\end{aligned}
$$

Lemma 4. There exists a continuous version of

$$
\mathcal{L}\left(X_{u} \mid X_{-u}=.\right):\left(\left\{f_{X_{-u}}>0\right\}, d_{-u}\right) \longrightarrow\left(\mathcal{M}_{1}\left(E_{u}\right), \mathcal{T}(\text { weak })\right)
$$

(where $\mathcal{T}$ (weak) is the topology of weak convergence).
Proof. Let $x_{u} \in E_{u}$. For all $x_{-u} \in E_{-u}$ such that $f_{X_{-u}}\left(x_{-u}\right)>0$, we have

$$
f_{X_{u} \mid X_{-u}=x_{-u}}\left(x_{u}\right)=\frac{f\left(x_{u}, x_{-u}\right)}{f_{X_{-u}}\left(x_{-u}\right)}
$$

Let $\left(x_{-u}^{(n)}\right)$ be a sequence converging to $x_{-u}$ with $f_{X_{-u}}\left(x_{-u}\right)>0$. There exists $n_{0}$ such that for all $n \geq n_{0}, f_{X_{-u}}\left(x_{-u}^{(n)}\right)>0$. Thus, by continuity of $f$ which respect to $x_{-u}$ and $f_{X_{-u}}$, we have $f_{X_{u} \mid X_{-u}=x_{-u}}\left(x_{u}\right)=\lim _{n \rightarrow+\infty} f_{X_{u} \mid X_{-u}=x_{-u}^{(n)}}\left(x_{u}\right)$. Then, using the dominated converging Theorem,

$$
\mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{(n)}\right) \underset{N \rightarrow+\infty}{\text { weakly }} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}\right) .
$$

Remark 14. The assumption " $X=\left(X_{u}, X_{-u}\right)$ has a continuous density $f_{X}$ with respect to a finite measure $\mu=\mu_{u} \otimes \mu_{-u}$ " is only used is the proof of Lemma 4

Remark 15. There exists a different proof of Lemma 4 if we assume that $\mu$ is regular. Theorem 8.1 of [19] ensures that the conditional distribution in the sense of Tjur is defined for all $x_{-u}$ such that $f_{X_{-u}}>0$ (and not only for almost all $x_{-u}$ ) and the continuity of $f_{X_{u} \mid X_{-u}=x_{-u}}\left(x_{u}\right)$ with respect to $x_{-u}$ comes from Theorem 22.1 of [19].

Remark 16. To avoid confusion, we can now define $\mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}\right)$ as the probability measure of density $\frac{f\left(\cdot, x_{-u}\right)}{f_{X_{-u}}\left(x_{-u}\right)}$, which is defined for all (and not "almost all") $x_{u}$ in $\left\{f_{X_{-u}}>0\right\}$.

Proposition 9. If

$$
\mathcal{L}\left(X_{u} \mid X_{-u}=.\right):\left(E_{-u}, d_{-u}\right) \longrightarrow\left(\mathcal{M}_{1}\left(E_{u}\right), \mathcal{T}(w e a k)\right)
$$

is continuous (where $\mathcal{T}$ (weak) is the topology of weak convergence), then, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$, we have

$$
\begin{equation*}
\mathrm{E}\left(\widehat{E}_{u, 1} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \underset{N \rightarrow+\infty}{\longrightarrow} \operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right) \tag{23}
\end{equation*}
$$

and,

$$
\begin{equation*}
\mathrm{E}\left(\widehat{E}_{u, 1}\right) \underset{N \rightarrow+\infty}{\longrightarrow} E_{u} \tag{24}
\end{equation*}
$$

Proof. Let $Z=\left(Z_{1}, \ldots, Z_{N_{I}}\right):(\Omega, \mathcal{A}) \rightarrow\left(E^{N_{I}}, \mathcal{E}^{\otimes N_{I}}\right)$ measurable such that for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$, we have

$$
\mathcal{L}\left(Z \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right)=\bigotimes_{i=1}^{N_{I}} \mathcal{L}\left(X^{(1)} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) .
$$

It suffices to show that, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,

Indeed, if (25) is true, then, using that $\Phi$ is bounded,

$$
\begin{aligned}
& \mathrm{E}\left(\widehat{E}_{u, 1} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \\
&= \mathrm{E}\left[\Phi\left(\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right] \\
& N \rightarrow+\infty \\
&= \mathrm{E}\left(\Phi(Z) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \\
&= \mathrm{E}\left(\Phi(Z) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \\
&= \operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right) .
\end{aligned}
$$

Thus, we have (23). Furthermore, using dominated convergence theorem, integrating on $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$, we obtain 24 .

Thus, it remains to show that conditionally to $\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h$, the random vector $\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}$ converges in distribution to $Z$. We prove this convergence step by step.
Lemma 5. For almost all $\left(x_{-u}^{(n)}\right)_{n}$,

$$
\mathcal{L}\left(\left(X_{u}^{(n)}\right)_{n} \mid\left(X_{-u}^{(n)}\right)=\left(x_{-u}^{(n)}\right)_{n}\right)=\bigotimes_{n \geq 1} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{(n)}\right)
$$

Proof. Let $\left(\tilde{X}_{-u}^{(n)}\right)_{n}: \Omega \rightarrow E_{-u}^{\mathbb{N}}$ be an i.i.d. sequence of distribution $\mathcal{L}\left(X_{-u}\right)$. Then, we let $\left(\tilde{X}_{u}^{(n)}\right)_{n}: \Omega \rightarrow E_{u}^{\mathbb{N}}$ be a sequence with conditional distribution

$$
\mathcal{L}\left(\left(\tilde{X}_{u}^{(n)}\right)_{n} \mid\left(\tilde{X}_{-u}^{(n)}\right)=\left(x_{-u}^{(n)}\right)_{n}\right)=\bigotimes_{n \geq 1} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{(n)}\right) .
$$

We just have to prove that $\left(\tilde{X}^{(n)}\right)_{n}$ is an i.i.d. sample of distribution $\mathcal{L}(X)$.
Each $\tilde{X}^{(n)}$ has a distribution $\mathcal{L}(X)$ because for all bounded measurable $\phi$,

$$
\begin{aligned}
\mathrm{E}\left(\phi\left(\tilde{X}^{(n)}\right)\right) & =\int_{\Omega} \phi\left(\tilde{X}^{(n)}(\omega)\right) d \mathbb{P}(\omega) \\
& =\int_{E_{u} \times E_{-u}} \phi\left(x_{u}, x_{-u}\right) d \mathbb{P}_{\left(X_{u}, X_{-u}\right)}\left(x_{u}, x_{-u}\right) \\
& =\int_{E_{-u}}\left(\int_{E_{u}} \phi\left(x_{u}, x_{-u}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}}\left(x_{u}\right)\right) d \mathbb{P}_{X_{-u}}\left(x_{-u}\right) \\
& =\int_{E} \phi(x) d \mathbb{P}_{X}(x) .
\end{aligned}
$$

Moreover, $\left(\tilde{X}^{(n)}\right)_{n}$ are independent because if $n \neq m$, then, for all bounded

Borel functions $\phi_{1}$ and $\phi_{2}$, we have:

$$
\begin{aligned}
& \mathrm{E}\left(\phi_{1}\left(X^{(n)}\right) \phi_{2}\left(X^{(m)}\right)\right) \\
= & \int_{E_{u}^{2} \times E_{-u}^{2}} \phi_{1}\left(x_{u}^{(n)}, x_{-u}^{(n)}\right) \phi_{2}\left(x_{u}^{(m)}, x_{-u}^{(m)}\right) d \mathbb{P}_{\left(X_{u}^{(n)}, X_{u}^{(m)}, X_{-u}^{(n)}, X_{-u}^{(m)}\right)}\left(x_{u}^{(n)}, x_{u}^{(m)}, x_{-u}^{(n)}, x_{-u}^{(m)}\right) \\
= & \int_{E_{-u}^{2}}\left(\int_{E_{u}^{2}} \phi_{1}\left(x_{u}^{(n)}, x_{-u}^{(n)}\right) \phi_{2}\left(x_{u}^{(m)}, x_{-u}^{(m)}\right) d \mathbb{P}_{\left(X_{u}^{(n)}, X_{u}^{(m)}\right) \mid\left(X_{-u}^{(n)}, X_{-u}^{(m)}\right)=\left(x_{-u}^{(n)}, x_{-u}^{(m)}\right)}\left(x_{u}^{(n)}, x_{u}^{(m)}\right)\right) \\
& d \mathbb{P}_{\left(X_{-u}^{(n)}, X_{-u}^{(m)}\right)}\left(x_{-u}^{(n)}, x_{-u}^{(m)}\right) \\
= & \int_{E_{-u}^{2}}\left(\int_{E_{u}^{2}} \phi_{1}\left(x_{u}^{(n)}, x_{-u}^{(n)}\right) \phi_{2}\left(x_{u}^{(m)}, x_{-u}^{(m)}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(n)}} \otimes \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(m)}}\left(x_{u}^{(n)}, x_{u}^{(m)}\right)\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(n)}, x_{-u}^{(m)}\right) \\
= & \int_{E_{-u}^{2}}\left(\int_{E_{u}} \phi_{1}\left(x_{u}^{(n)}, x_{-u}^{(n)}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(n)}}\left(x_{u}^{(n)}\right)\right) \\
& \left(\int_{E_{u}} \phi_{2}\left(x_{u}^{(m)}, x_{-u}^{(m)}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(m)}}^{\left.\left.\left(x_{u}^{(m)}\right)\right)\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(n)}, x_{-u}^{(m)}\right)}\right. \\
= & \int_{E_{-u}}\left(\int_{E_{u}} \phi_{1}\left(x_{u}^{(n)}, x_{-u}^{(n)}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(n)}}\left(x_{u}^{(n)}\right)\right) d \mathbb{P}_{X_{-u}}\left(x_{-u}^{(n)}\right) \\
& \left(\int_{E_{u}} \phi_{2}\left(x_{u}^{(m)}, x_{-u}^{(m)}\right) d \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{(m)}}\left(x_{u}^{(m)}\right)\right) d \mathbb{P}_{X_{-u}}\left(x_{-u}^{(m)}\right) \\
= & \mathrm{E}\left(\phi_{1}\left(X^{(n)}\right)\right) \mathrm{E}\left(\phi_{2}\left(X^{(m)}\right)\right) .
\end{aligned}
$$

That concludes the proof of Lemma 5.
Lemma 6. For almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$, we have:

$$
\mathcal{L}\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right)=\bigotimes_{i=1}^{N_{I}} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{\left(h_{N}(i)\right)}\right) .
$$

Proof. For all bounded Borel function $\phi$,

$$
\begin{aligned}
& \mathrm{E}\left(\phi\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \\
= & \left.\mathrm{E}\left(\phi\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}\right)\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n},\left(k_{N^{\prime}}(i)\right)_{i \leq N_{I}, N^{\prime} \in \mathbb{N}^{*}}=\left(h_{N^{\prime}}(i)\right)_{i \leq N_{I}, N^{\prime} \in \mathbb{N}^{*}}\right) \\
= & \mathrm{E}\left(\phi\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n},\left(k_{N}(i)\right)_{i \leq N_{I}}=\left(h_{N}(i)\right)_{i \leq N_{I}}\right) \\
= & \mathrm{E}\left(\phi\left(\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right),
\end{aligned}
$$

using Lemmas 1 and 2 conditionally to $\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}$. Then,

$$
\begin{aligned}
& \mathrm{E}\left(\phi\left(\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right) \\
= & \int_{E_{u}^{N_{I}}} \phi\left(x_{u}^{(1)}, \ldots, x_{u}^{\left(N_{I}\right)}\right) d \mathbb{P}_{\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}}\left(x_{u}^{(1)}, \ldots, x_{u}^{\left(N_{I}\right)}\right) \\
= & \int_{E_{u}^{N_{I}}} \phi\left(x_{u}^{(1)}, \ldots, x_{u}^{\left(N_{I}\right)}\right) d \bigotimes_{i=1}^{N_{I}} \mathbb{P}_{X_{u} \mid X_{-u}=x_{-u}^{\left(h_{N}(i)\right)}}\left(x_{u}^{(1)}, \ldots, x_{u}^{\left(N_{I}\right)}\right) .
\end{aligned}
$$

That concludes the proof of Lemma 6.
Recall that $X_{-u}^{\left.\left(k_{N}(i)\right)\right)} \underset{N \rightarrow+\infty}{\longrightarrow} X_{-u}^{(1)} \mathbb{P}$-a.e., thus, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,

$$
x_{-u}^{\left(h_{N}(i)\right)} \underset{N \rightarrow+\infty}{\longrightarrow} x_{-u}^{(1)} .
$$

Thus, using the continuity of the conditional distribution given by Lemma 4 for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$, we have that $x_{-u}^{(1)} \in\left\{f_{X_{-u}}>0\right\}$ and

$$
\mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{\left(h_{N}(i)\right)}\right) \underset{N \rightarrow+\infty}{\text { weakly }} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{(1)}\right) .
$$

Thus, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,

$$
\bigotimes_{i=1}^{N_{I}} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{\left(h_{N}(i)\right)}\right) \underset{N \rightarrow+\infty}{\text { weakly }} \bigotimes_{i=1}^{N_{I}} \mathcal{L}\left(X_{u} \mid X_{-u}=x_{-u}^{(1)}\right)=\mathcal{L}\left(Z_{u} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)
$$

So, using Lemma 6. for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,

$$
\mathcal{L}\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \underset{N \rightarrow+\infty}{\underset{\rightarrow}{\text { weakly }}} \mathcal{L}\left(Z_{u} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)
$$

So, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,
$\mathcal{L}\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \underset{\underset{\rightarrow+\infty}{\text { weakly }}}{\sim} \mathcal{L}\left(Z_{u} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right)$.
Using Slutsky lemma, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n}, h\right)$,
$\mathcal{L}\left(\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right) \underset{\substack{ \\N \rightarrow+\infty}}{\text { weakly }} \mathcal{L}\left(Z \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right)$,
that concludes the proof of Proposition 9.
Lemma 7. The value of $\operatorname{Var}\left(\widehat{E}_{u, 1, M C}\right)$ is bounded by $32 \frac{N_{I}^{2}}{\left(N_{I}-1\right)^{2}}\|f\|_{\infty}^{4}$.

Proof. As $f$ is bounded, $\Phi$ is bounded by $\frac{1}{N_{I}-1} \sum_{k=1}^{N_{I}}\left(2\|f\|_{\infty}\right)^{2}=\frac{N_{I}}{N_{I}-1} 4\|f\|_{\infty}^{2}$ so $\operatorname{Var}\left(\widehat{E}_{u, 1}\right)$ is bounded by $2\|\Phi\|_{\infty}^{2}=32 \frac{N_{I}^{2}}{\left(N_{I}-1\right)^{2}}\|f\|_{\infty}^{4}$.

Proposition 10. We have

$$
\operatorname{Cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0 .
$$

Proof. We use the law of total covariance
$\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)=\mathrm{E}\left(\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right)+\operatorname{cov}\left(\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right), \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right)$.
We will show that both terms go to 0 as $N$ goes to $+\infty$. Let us compute the first term. Using Proposition 9 ,

$$
\begin{aligned}
& \operatorname{cov}\left(\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right), \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right) \\
= & \mathrm{E}\left(\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right)-\mathrm{E}\left(\widehat{E}_{u, 1}\right) \mathrm{E}\left(\widehat{E}_{u, 2}\right) \\
\underset{\substack{ \\
\longrightarrow \\
=}}{=} & \mathrm{E}\left(\operatorname{Var}\left(Y \mid X_{-u}=X_{-u}^{(1)}\right) \operatorname{Var}\left(Y \mid X_{-u}=X_{-u}^{(2)}\right)\right)-E_{u}^{2}
\end{aligned}
$$

It remains to prove that $\mathrm{E}\left(\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right)$ goes to 0 . By dominated convergence theorem, it suffices to show that for almost all $\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)$,

$$
\begin{equation*}
\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0 . \tag{27}
\end{equation*}
$$

From now on, we aim at proving (27).
Fist, we want to prove 27) for $x_{-u}^{(1)} \neq x_{-u}^{(2)}$. Using dominated convergence theorem and Proposition 9, it will suffice to show that (conditionally to $X_{-u}^{(1)}=$ $\left.x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right)$, for almost all $\left(\left(x_{-u}^{(n)}\right)_{n \geq 3}, h, h^{\prime}\right)$,
$\mathrm{E}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h, k^{\prime}=h^{\prime}\right) \underset{N \rightarrow+\infty}{\longrightarrow} \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}^{(2)}\right)$.
Let

$$
A:=\left\{\left(\left(x_{-u}^{(n)}\right)_{n}, h, h^{\prime}\right) \mid x_{-u}^{h_{N}\left(N_{1}\right)} \underset{N \rightarrow+\infty}{\longrightarrow} x_{-u}^{(1)}, x_{-u}^{h_{N}^{\prime}\left(N_{1}\right)} \underset{N \rightarrow+\infty}{\longrightarrow} x_{-u}^{(2)}\right\}
$$

The set $A$ has probability 1 thanks to Lemma 3. Let $\left(\left(x_{-u}^{(n)}\right)_{n}, h, h^{\prime}\right) \in A$ be such that $x_{-u}^{(1)} \neq x_{-u}^{(2)}$ and let $\delta:=d_{-u}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2$. There exists $N_{1}$ such that for all $N \geq N_{1}$,

$$
d_{-u}\left(x_{-u}^{(1)}, x_{-u}^{\left(h_{N}\left(N_{I}\right)\right)}\right)<\frac{\delta}{2}, \quad d_{-u}\left(x_{-u}^{(2)}, x_{-u}^{\left(h_{N}^{\prime}\left(N_{I}\right)\right)}\right)<\frac{\delta}{2} .
$$

Thus, for all $N \geq N_{1}$,

$$
\begin{aligned}
& E\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h, k^{\prime}=h^{\prime}\right) \\
= & \mathrm{E}\left[\Phi\left(\left(X^{k_{N}(i)}\right)_{i \leq N_{I}}\right) \Phi\left(\left(X^{k_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h, k^{\prime}=h^{\prime}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(X^{k_{N}(i)}\right)_{i \leq N_{I}}\right) \Phi\left(\left(X^{k_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k_{N}=h_{N}, k_{N}^{\prime}=h_{N}^{\prime}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(X^{h_{N}(i)}\right)_{i \leq N_{I}}\right) \Phi\left(\left(X^{k_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k_{N}^{\prime}=h_{N}^{\prime}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(X^{h_{N}(i)}\right)_{i \leq N_{I}}\right) \Phi\left(\left(X^{h_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(x_{-u}^{h_{N}(i)}\right)_{i \leq N_{I}},\left(X_{u}^{h_{N}(i)}\right)_{i \leq N_{I}}\right) h\left(\left(x_{-u}^{h_{N}^{\prime}(i)}\right)_{i \leq N_{I}},\left(X_{u}^{h_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(x_{-u}^{h_{N}(i)}\right)_{i \leq N_{I}},\left(X_{u}^{h_{N}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right] \\
= & \mathrm{E}\left[\Phi\left(\left(x_{-u}^{h_{N}^{\prime}(i)}\right)_{i \leq N_{I}},\left(X_{u}^{h_{N}^{\prime}(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right] \\
= & \mathrm{E}\left[\widehat{E}_{u, 1} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k=h\right] \mathrm{E}\left[\widehat{E}_{u, 2} \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k^{\prime}=h^{\prime}\right] \\
\underset{N \rightarrow+\infty}{\longrightarrow} & \mathrm{E}\left[\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right] \mathrm{E}\left[\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}^{(2)}\right],
\end{aligned}
$$

thanks to Proposition 9.
Assume now that $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}$. We can assume without lost of generality that $\mathbb{P}\left(X_{-u}=x_{-u}\right)>0$ because if we write $H:=\left\{x_{-u}, \mathbb{P}\left(X_{-u}=\right.\right.$ $\left.\left.x_{-u}\right)=0\right\}$, we have $\mathbb{P}\left(X_{-u}^{(1)}=X_{-u}^{(2)} \in H\right)=0$. We have to show that
$\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0$.
Let $\varepsilon>0$.
Let $M_{N}$ the number of observations which are equal to $x_{-u}$,

$$
M_{N}:=\#\left\{n \leq N \mid X_{-u}^{(n)}=x_{-u}\right\}
$$

and let $H_{N}$ the number of nearest neighbours (up to $N_{I}$-nearest) shared by $X_{-u}^{(1)}$ and $X_{-u}^{(2)}$,

$$
H_{N}:=\#\left[\left\{k_{N}(i) \mid i \leq N_{I}\right\} \cap\left\{k_{N}^{\prime}(i), i \leq N_{I}\right\}\right] .
$$

If $M_{n}=m \geq 2 N_{I}, X_{-u}^{(1)}=x_{-u}=X_{-u}^{(2)}$, then the $N_{I}$-nearest neighbours $k_{N}$ of $X_{-u}^{(1)}$ and $k_{N}^{\prime}$ of $X_{-u}^{(2)}$ are independent and are samples of uniformly distributed
variables on the same set of cardinal $m$, without replacement. Thus,

$$
\begin{aligned}
& \mathbb{P}\left(H_{N}=0 \mid M_{N}=m, X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right) \\
= & \frac{\binom{m-N_{I}}{N_{I}}}{\binom{m}{N_{I}}} \\
= & \frac{\left(m-2 N_{I}+1\right)\left(m-2 N_{I}+2\right) \ldots\left(m-N_{I}\right)}{\left(m-N_{I}+1\right)\left(m-N_{I}+2\right) \ldots m} \\
\underset{m \rightarrow+\infty}{\longrightarrow} & 1 .
\end{aligned}
$$

Thus, there exists $m_{1}$ such that

$$
\begin{equation*}
\alpha_{m_{1}}:=\mathbb{P}\left(H_{N}=0 \mid M_{N} \geq m_{1}, X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)>1-\frac{\varepsilon}{5\|\Phi\|_{\infty}^{2}} . \tag{28}
\end{equation*}
$$

So,

$$
\begin{aligned}
& \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right) \\
= & \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N}<m_{1}\right) \mathbb{P}\left(M_{N}<m_{1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right) \\
& +\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}\right) \mathbb{P}\left(M_{N} \geq m_{1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right) .
\end{aligned}
$$

Let
$\beta_{N}:=\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N}<m_{1}\right) \mathbb{P}\left(M_{N}<m_{1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)$.
Conditionally to $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}$, we know that $M_{N}-2 \sim \mathcal{B}\left(N-2, \mathbb{P}\left(X_{-u}=x_{-u}\right)\right)$. Thus, there exists $N_{1}$ such that for all $N \geq N_{1}$,

$$
\begin{equation*}
\mathbb{P}\left(M_{N}<m_{1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)<\frac{\varepsilon}{5 \max \left(1,\|\Phi\|_{\infty}^{2}\right)}, \tag{29}
\end{equation*}
$$

and so, for all $N \geq N_{1}, \beta_{N}<\varepsilon / 5$. Furthermore

$$
\begin{aligned}
& \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}\right) \\
= & \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right) \mathbb{P}\left(H_{N}=0 \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}\right) \\
& +\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N} \geq 1\right) \mathbb{P}\left(H_{N} \geq 1 \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}\right) .
\end{aligned}
$$

Let

$$
\gamma_{N}:=\mathbb{P}\left(M_{N} \geq m_{1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right) .
$$

Moreover, conditionally to $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0$ implies that $\widehat{E}_{u, 1} \Perp \widehat{E}_{u, 2}$ thanks to Lemma 8

Lemma 8. Conditionally to $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0$, the vector $\left(\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right)$ is composed of $2 N_{I}$ i.i.d. random variables of distribution $X$ conditionally to $X_{-u}=x_{-u}$.

Proof. We know that, conditionally to $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0$, the vector $\left(\left(X_{-u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{-u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right)$ is constant equal to $\left(x_{-u}\right)_{i \leq 2 N_{I}}$. It suffices to show that, conditionally to $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0$, the vector $\left(\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right)$ is composed of $2 N_{I}$ i.i.d. random variables of distribution $X$ conditionally to $X_{-u}=x_{-u}$. Let $\left(\left(x_{-u}^{(n)}\right)_{n}, h_{N}, h_{N}^{\prime}\right)$ such that $X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}$ and $H_{N}=0$. As $M_{N} \geq m_{1} \geq N_{I}$, for all $i \leq N_{I}$, we have $x_{-u}^{\left(k_{N}(i)\right)}=x_{-u}=x_{-u}^{\left(k_{N}^{\prime}(i)\right)}$. As $H_{N}=0$, then, for all $i$ and $j$ smaller than $N_{I}, h_{N}(i) \neq h_{N}^{\prime}(j)$. Thus, we have for any bounded Borel function $\phi$,

$$
\begin{aligned}
& \mathrm{E}\left(\phi\left[\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k_{N}=h_{N}, k_{N}^{\prime}=h_{N}^{\prime}\right) \\
= & \mathrm{E}\left(\phi\left[\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}, k_{N}^{\prime}=h_{N}^{\prime}\right) \\
= & \mathrm{E}\left(\phi\left[\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(h_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n},\right) \\
= & \mathrm{E}\left(\phi\left[\left(X_{u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(h_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{\left(h_{N}(i)\right)}\right)_{i \leq N_{I}}=\left(x_{-u}\right)_{i \leq N_{I}},\left(X_{-u}^{\left(h_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}=\left(x_{-u}\right)_{i \leq N_{I}}\right) \\
= & \mathrm{E}\left(\phi\left[\left(X_{u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(i+N_{I}\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(i)}\right)_{i \leq 2 N_{I}}=\left(x_{-u}\right)_{i \leq 2 N_{I}}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \mathrm{E}\left(\phi\left[\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right) \\
= & \mathrm{E}\left\{\mathrm{E}\left(\phi\left[\left(X_{u}^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}\right] \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0,\left(X_{-u}^{(n)}\right)_{n}, k, k^{\prime}\right)\right\} \\
= & \mathrm{E}\left\{\mathrm{E}\left(\phi\left[\left(X_{u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(i+N_{I}\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(i)}\right)_{i \leq 2 N_{I}}=\left(x_{-u}\right)_{i \leq 2 N_{I}}\right)\right\} \\
= & \mathrm{E}\left(\phi\left[\left(X_{u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(i+N_{I}\right)}\right)_{i \leq N_{I}}\right] \mid\left(X_{-u}^{(i)}\right)_{i \leq 2 N_{I}}=\left(x_{-u}\right)_{i \leq 2 N_{I}}\right),
\end{aligned}
$$

that concludes the proof of Lemma 8
Thus

$$
\begin{aligned}
& \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right) \\
= & \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right)^{2}
\end{aligned}
$$

and so, using Proposition 9, there exists $N_{2}$ such that for all $N \geq N_{2}$,

$$
\begin{equation*}
\left|\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right)^{2}\right|<\frac{\varepsilon}{5} . \tag{30}
\end{equation*}
$$

Thus, for all $N \geq \max \left(N_{1}, N_{2}\right)$,

$$
\begin{aligned}
& \left|\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right)^{2}\right| \\
\leq & \left|\beta_{N}\right|+\left|\gamma_{N} \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N} \geq 1\right)\left(1-\alpha_{m_{1}}\right)\right| \\
& +\left|\gamma_{N} \alpha_{m_{1}} \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right)^{2}\right| .
\end{aligned}
$$

The upper-bound is a sum of three terms. The first one is bounded by $\varepsilon / 5$ using (29) and the second one is bounded by $\varepsilon / 5$ using 28. For the last one, we use that, for all $C \in \mathbb{R}$,

$$
\gamma_{N} \alpha_{m_{1}} C=\left(\gamma_{N} \alpha_{m_{1}}-1\right) C+C
$$

Thus,

$$
\begin{aligned}
& \left|\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right)^{2}\right| \\
\leq & \frac{\varepsilon}{5}+\frac{\varepsilon}{5}+\left|\gamma_{N} \alpha_{m_{1}}-1\right|\|\Phi\|_{\infty}^{2} \\
& +\left|\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}, M_{N} \geq m_{1}, H_{N}=0\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right)^{2}\right| \\
\leq & \frac{3 \varepsilon}{5}+\left(\left|\gamma_{N}-1\right| \alpha_{N}+\left|\alpha_{N}-1\right|\right)\|\Phi\|_{\infty}^{2} \quad \text { using } \\
\leq & \varepsilon
\end{aligned}
$$

using 29 and 28 . Finally, we proved that
$\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1)}=X_{-u}^{(2)}=x_{-u}\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0$.
Hence, (27) is proved and the proof of Proposition 10 is concluded.
Proposition 11. We have

$$
\begin{equation*}
\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u, 1}\right) \underset{\substack{N \rightarrow+\infty \\ N_{O} \rightarrow+\infty}}{\stackrel{\mathbb{P}}{\longrightarrow}} 0 \tag{31}
\end{equation*}
$$

Proof. Let $\varepsilon>0$. By Chebyshev's inequality,

$$
\begin{equation*}
\mathbb{P}\left(\left|\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u}\right)\right|>\varepsilon\right) \leq \frac{\operatorname{Var}\left(\widehat{E}_{u}\right)}{\varepsilon^{2}} \tag{32}
\end{equation*}
$$

If $(s(l))_{l \leq N_{O}}$ is a sample of uniformly distributed variables on $[1: N]$ with
replacement, we remark that for all $i \neq j$,

$$
\begin{aligned}
& \operatorname{cov}\left(\widehat{E}_{u, s(i)}, \widehat{E}_{u, s(j)}\right) \\
= & \mathrm{E}\left(\widehat{E}_{u, s(i)} \widehat{E}_{u, s(j)}\right)-\mathrm{E}\left(\widehat{E}_{u, s(i)}\right) \mathrm{E}\left(\widehat{E}_{u, s(j)}\right) \\
= & \mathrm{E}\left(\widehat{E}_{u, s(i)} \widehat{E}_{u, s(j)} \mid s(i) \neq s(j)\right) \mathbb{P}(s(i) \neq s(j)) \\
& +\mathrm{E}\left(\widehat{E}_{u, s(i)} \widehat{E}_{u, s(j)} \mid s(i)=s(j)\right) \mathbb{P}(s(i)=s(j))-\mathrm{E}\left(\widehat{E}_{u, s(i)}\right) \mathrm{E}\left(\widehat{E}_{u, s(j)}\right) \\
= & {\left[\mathrm{E}\left(\widehat{E}_{u, s(i)} \widehat{E}_{u, s(j)} \mid s(i) \neq s(j)\right)-\mathrm{E}\left(\widehat{E}_{u, 1}\right) \mathrm{E}\left(\widehat{E}_{u, 2}\right)\right] \mathbb{P}(s(i) \neq s(j)) } \\
& +\left[\mathrm{E}\left(\widehat{E}_{u, s(i)} \widehat{E}_{u, s(i)} \mid s(i)=s(j)\right)-\mathrm{E}\left(\widehat{E}_{u, 1}\right)^{2}\right] \mathbb{P}(s(i)=s(j)) \\
= & {\left[\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid s(i)=1, s(j)=2\right)-\mathrm{E}\left(\widehat{E}_{u, 1}\right) \mathrm{E}\left(\widehat{E}_{u, 2}\right)\right] \mathbb{P}(s(i) \neq s(j)) } \\
& +\left[\mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 1} \mid s(i)=s(j)=1\right)-\mathrm{E}\left(\widehat{E}_{u, 1}\right)^{2}\right] \mathbb{P}(s(i)=s(j)) \\
= & \operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right) \mathbb{P}(s(i) \neq s(j))+\operatorname{Var}\left(\widehat{E}_{u, 1}\right) \mathbb{P}(s(i)=s(j)),
\end{aligned}
$$

thus

$$
\begin{aligned}
\operatorname{Var}\left(\widehat{E}_{u}\right)= & \frac{1}{N_{O}^{2}} \sum_{i, j=1}^{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, s(i)}, \widehat{E}_{u, s(j)}\right) \\
= & \frac{1}{N_{O}^{2}} \sum_{i \neq j=1}^{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right) \mathbb{P}(s(i) \neq s(j)) \\
& +\frac{1}{N_{O}^{2}} \sum_{i \neq j=1}^{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, 1}\right) \mathbb{P}(s(i)=s(j))+\frac{1}{N_{O}^{2}} \sum_{i=1}^{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, s(i)}\right) \\
\leq & \frac{1}{N_{O}^{2}} \sum_{i \neq j=1}^{N_{O}}\left|\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)\right| \\
& +\frac{1}{N_{O}^{2}} \sum_{i \neq j=1}^{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, 1}\right) \frac{1}{N}+\frac{1}{N_{O}^{2}} \sum_{i=1}^{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, 1}\right) \\
\leq & \left|\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)\right|+\operatorname{Var}\left(\widehat{E}_{u, 1}\right)\left(\frac{1}{N}+\frac{1}{N_{O}}\right) .
\end{aligned}
$$

If $(s(l))_{l \leq N_{O}}$ is a sample of uniformly distributed variables on $[1: N]$ without replacement, we have

$$
\begin{aligned}
\operatorname{Var}\left(\widehat{E}_{u}\right) & =\frac{1}{N_{O}^{2}} \sum_{i, j=1}^{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, s(i)}, \widehat{E}_{u, s(j)}\right) \\
& =\frac{1}{N_{O}^{2}} \sum_{i \neq j=1}^{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, s(i)}, \widehat{E}_{u, s(j)}\right)+\frac{1}{N_{O}^{2}} \sum_{i=1}^{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, s(i)}\right) \\
& =\frac{N_{O}-1}{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)+\frac{1}{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, 1}\right) .
\end{aligned}
$$

In both cases (with or without replacement), thanks to Proposition 10, we have

$$
\mathbb{P}\left(\left|\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u}\right)\right|>\varepsilon\right) \underset{\substack{N \rightarrow+\infty \\ N_{O} \rightarrow+\infty}}{\longrightarrow} 0
$$

Now, to prove Theorem 1, we only have to use Proposition 9 (which can be applied thanks to Lemma 4) and Proposition 11.

## A.0.2 Proof for rate of convergence: Theorems 2 and 4

We want to prove Theorems 2 and 4 about the rate of convergence of the double Monte-Carlo and Pick-and-Freeze estimators. We have to add some notations. We will write $C_{\text {sup }}$ for a generic non-negative finite constant (depending only on $u, f$ and the distribution of $X$ ). The actual value of $C_{\text {sup }}$ is of no interest and can change in the same sequence of equations. Similarly, we will write $C_{\text {inf }}$ a generic strictly positive constant. We will write $C_{\text {sup }}(\varepsilon)$ for a generic non-negative finite constant depending only on $\varepsilon, u, f$ and the distribution of $X$.

Recall that for all $i, E_{i}$ is a compact subset of $\mathbb{R}$ and that $f$ is $\mathcal{C}^{1}$. Moreover recall that $X$ has a probability density $f_{X}$ with respect to $\lambda_{p}$ (the Lebesgue measure on $\mathbb{R}^{p}$ ) such that $\lambda_{p}$ a.e, we have $0<C_{\mathrm{inf}} \leq f_{X} \leq C_{\text {sup }}$, and such that $f_{X}$ is Lipschitz continuous.

Note that with these assumptions, $\Phi$ is $\mathcal{C}^{1}$ on the compact set $E$ and so Lipschitz continuous. For all $n$, we will write $d$ for the euclidean distance on $\mathbb{R}^{n}$ and $B(x, r)$ for the open ball of radius $r$ and center $x$.

Remark that

$$
\begin{aligned}
& \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{(2)}\right)=d\left(X_{-u}^{(1)}, X_{-u}^{(3)}\right)\right) \\
= & \int_{E_{-u}^{2}} \mathbb{P}\left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)=d\left(x_{-u}^{(1)}, X_{-u}^{(3)}\right)\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & C_{\sup } \int_{E_{-u}^{2}} \lambda_{|-u|}\left(\mathcal{S}\left(x_{-u}^{(1)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)\right)\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
= & 0,
\end{aligned}
$$

because the Lebesgue measure of the sphere is zero. Thus, almost everywhere, for all $l$ and all $i \neq j$,

$$
d\left(X_{-u}^{(l)}, X_{-u}^{(i)}\right) \neq d\left(X_{-u}^{(l)}, X_{-u}^{(j)}\right)
$$

Thus, the indices of the nearest neighbours $\left(k_{N}(l, i)\right)_{l, i}$ are constant random variables conditionally to $\left(X_{-u}^{(n)}\right)_{n}$ or to $\left(X_{-u}^{(n)}\right)_{n \leq N}$. In particular, for all $N$ and $l, k_{N}(l, 1)=l$. Thanks to Doob-Dynkin lemma, we can write, abusing notations, $k_{N}(l, i)(\omega)=k_{N}(l, i)\left[\left(X_{-u}^{(n)}(\omega)\right)_{n}\right]=k_{N}(l, i)\left[\left(X_{-u}^{(n)}(\omega)\right)_{n \leq N}\right]$. To simplify
notation, let us write $k_{N}(i):=k_{N}(1, i)$ (the index of one $i$-th neighbour of $X_{-u}^{(1)}$ ) and $k_{N}^{\prime}(i):=k_{N}(2, i)$ (the index of one $i$-th neighbour of $X_{-u}^{(2)}$ ).

Remark 17. We can prove the rate of convergence in a more general framework than the Euclidean space with the Lebesgue measure. It suffices to have a compact set $E$ with a dominating finite measure $\mu=\bigotimes \mu_{i}$ such that for $\mu_{i}$-almost all $x_{i} \in E_{i}$ and for all $\delta>0$,

$$
C_{\mathrm{inf}} \delta \leq \mu_{i}\left(B\left(x_{i}, \delta\right)\right)=\mu_{i}\left(\bar{B}\left(x_{i}, \delta\right)\right) \leq C_{\mathrm{sup}} \delta
$$

We prove Theorems 2 and 4 step by step.
Lemma 9. Assume that $\left(a_{i}\right)_{i}$ and $\left(b_{i}\right)_{i}$ are sequences such that for all $i,\left|a_{i}\right| \leq$ $M,\left|b_{i}\right| \leq M$ et $\left|a_{i}-b_{i}\right| \leq \varepsilon$. Then, for all $N \in \mathbb{N}^{*}$

$$
\left|\prod_{i=1}^{N} a_{i}-\prod_{i=1}^{N} b_{i}\right| \leq N M^{N-1} \varepsilon .
$$

Proof. By induction.
Lemma 10. If for all $i \leq N, d\left(x_{-u}^{(i)}, y_{-u}^{(i)}\right)<\varepsilon$, then, for all $\left(a_{-u}^{(i)}\right)_{i \leq N_{I}} \in E_{-u}^{N_{I}}$,

$$
\begin{aligned}
& \mid \mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
-\quad & \mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \leq C_{\mathrm{sup}} \varepsilon .
\end{aligned}
$$

Proof.

$$
\begin{aligned}
& \mid \mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
= & -\mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \\
= & \mid \int_{E_{u}^{N_{I}}} \Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(x_{u}^{(i)}\right)_{i \leq N_{I}}\right)\left(f_{\left(X_{u}^{(i)}\right)_{i \leq N_{I}} \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(1)}\right)_{i \leq N_{I}}\left(\left(x_{u}^{(i)}\right)_{i \leq N_{I}}\right)} \quad-f_{\left.\left(X_{u}^{(i)}\right)_{i \leq N_{I} \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(1)}\right)_{i \leq N_{I}}}\left(\left(x_{u}^{(i)}\right)_{i \leq k}\right)\right) d\left(\left(x_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid}^{\leq} \quad C_{\sup } \int_{E_{u}^{N_{I}}} \mid \prod_{i=1}^{N_{I}} f_{X_{u}\left|X_{-u}=x_{-u}^{(i)}\left(x_{u}^{(i)}\right)-\prod_{i=1}^{N_{I}} f_{X_{u} \mid X_{-u}=y_{-u}^{(i)}}\left(x_{u}^{(i)}\right)\right| d\left(\left(x_{u}^{(i)}\right)_{i \leq N_{I}}\right) .} .\right.
\end{aligned}
$$

We know that,

$$
\begin{aligned}
& \left|f_{X_{u} \mid X_{-u}=x_{-u}}\left(x_{u}\right)-f_{X_{u} \mid X_{-u}=y_{-u}}\left(x_{u}\right)\right| \\
\leq & \left|\frac{f_{X}\left(x_{u}, x_{-u}\right)}{\int_{E_{u}} f_{X}\left(x_{u}^{\prime}, x_{-u}\right) d\left(x_{u}^{\prime}\right)}-\frac{f_{X}\left(x_{u}, y_{-u}\right)}{\int_{E_{u}} f_{X}\left(x_{u}^{\prime}, y_{-u}\right) d\left(x_{u}^{\prime}\right)}\right| \\
\leq & \frac{1}{\int_{E_{u}} f_{X}\left(x_{u}^{\prime}, x_{-u}\right) d\left(x_{u}^{\prime}\right)}\left|f_{X}\left(x_{u}, x_{-u}\right)-f_{X}\left(x_{u}, y_{-u}\right)\right| \\
& +f_{X}\left(x_{u}, y_{-u}\right)\left|\frac{1}{\int_{E_{u}} f_{X}\left(x_{u}^{\prime}, x_{-u}\right) d\left(x_{u}^{\prime}\right)}-\frac{1}{\int_{E_{u}} f_{X}\left(x_{u}^{\prime}, y_{-u}\right) d\left(x_{u}^{\prime}\right)}\right| \\
\leq & C_{\text {sup }}\left|f_{X}\left(x_{u}, x_{-u}\right)-f_{X}\left(x_{u}, y_{-u}\right)\right|+C_{\text {sup }}\left|f_{X}\left(x_{u}, x_{-u}\right)-f_{X}\left(x_{u}, y_{-u}\right)\right| \\
\leq & C_{\text {sup }} d\left(x_{-u}, y_{-u}\right) .
\end{aligned}
$$

Thus, for all $i \in\left[1: N_{i}\right]$ and for all $x_{u}^{(i)}$,

$$
\left|f_{X_{u} \mid X_{-u}=x_{-u}^{(i)}}\left(x_{u}^{(i)}\right)-f_{X_{u} \mid X_{-u}=y_{-u}^{(i)}}\left(x_{u}^{(i)}\right)\right| \leq C_{\mathrm{sup}} \varepsilon
$$

Thus, using Lemma 9 ,

$$
\begin{aligned}
& \mid \mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
- & \mathrm{E}\left[\Phi\left(\left(a_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \leq C_{\text {sup }} \varepsilon .
\end{aligned}
$$

Lemma 11. If for all $i, d\left(x_{-u}^{(i)}, y_{-u}^{(i)}\right)<\varepsilon$, then

$$
\begin{aligned}
& \mid \mathrm{E}\left[\Phi\left(\left(x_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
-\quad & \mathrm{E}\left[\Phi\left(\left(y_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \leq C_{\mathrm{sup}} \varepsilon
\end{aligned}
$$

Proof.

$$
\begin{aligned}
& \mid \mathrm{E}\left[\Phi\left(\left(x_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
& -\mathrm{E}\left[\Phi\left(\left(y_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \\
\leq & \mid \mathrm{E}\left[\Phi\left(\left(x_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \\
& -\mathrm{E}\left[\Phi\left(\left(x_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right] \mid \\
& +\left|\mathrm{E}\left[\Phi\left(\left(x_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right)-\Phi\left(\left(y_{-u}^{(i)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(y_{-u}^{(i)}\right)_{i \leq N_{I}}\right]\right| \\
\leq & C_{\text {sup }} \varepsilon+C_{\text {sup }} \varepsilon,
\end{aligned}
$$

using Lemma 10 and using that $\Phi$ is Lipschitz continuous on $E$.

Lemma 12. There exists $C_{\text {sup }}<+\infty$ such that for all $a>0$,

$$
\begin{equation*}
\mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}\right) \leq C_{\mathrm{sup}} N^{N_{I}}\left(1-C_{\mathrm{inf}} a^{|-u|}\right)^{N-N_{I}} \tag{33}
\end{equation*}
$$

Proof. Let $K(a):=\#\left\{n \in[2: N], d\left(X_{-u}^{(1)}, X_{-u}^{(n)}\right)<a\right\}$. Conditionally to $X_{-u}^{(1)}$, $K(a) \sim \mathcal{B}\left(N-1, p\left(a, X_{-u}^{(1)}\right)\right)$, writing $p\left(a, X_{-u}^{(1)}\right):=\mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{(2)}\right)<a \mid X_{-u}^{(1)}\right)$. Thus,

$$
\begin{aligned}
& \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}\right) \\
= & \mathbb{P}\left(K(a) \leq N_{I}-1 \mid X_{-u}^{(1)}\right) \\
= & \sum_{k=0}^{N_{I}-1}\binom{N-1}{k} p\left(a, X_{-u}^{(1)}\right)^{k}\left(1-p\left(a, X_{-u}^{(1)}\right)\right)^{N-1-k} \\
\leq & N_{I}\binom{N-1}{N_{I}-1}\left(1-p\left(a, X_{-u}^{(1)}\right)\right)^{N-N_{I}} \\
\leq & C_{\sup } N^{N_{I}}\left(1-p\left(a, X_{-u}^{(1)}\right)\right)^{N-N_{I}}
\end{aligned}
$$

We know that

$$
\begin{aligned}
p\left(a, X_{-u}^{(1)}\right) & =\int_{B_{-u}\left(X_{-u}^{(1)}, a\right)} f_{X_{-u}}\left(x_{-u}\right) d x_{-u} \\
& \geq C_{\mathrm{inf}} \lambda_{|-u|}\left(B\left(X_{-u}^{(1)}, a\right)\right) \\
& \geq C_{\mathrm{inf}} a^{|-u|}
\end{aligned}
$$

Thus

$$
\begin{equation*}
\mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}\right) \leq C_{\mathrm{sup}} N^{N_{I}}\left(1-C_{\mathrm{inf}} a^{|-u|}\right)^{N-N_{I}} \tag{34}
\end{equation*}
$$

Lemma 13. For all $\varepsilon>0$, there exists $C_{\text {sup }}(\varepsilon)$ such that

$$
\begin{equation*}
\mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right)\right) \leq \frac{C_{\mathrm{sup}}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} \tag{35}
\end{equation*}
$$

and for all $x_{-u}^{(1)}$,

$$
\begin{equation*}
\mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \leq \frac{C_{\sup }(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} . \tag{36}
\end{equation*}
$$

Proof. Using Lemma 12, we have

$$
\begin{aligned}
& \mathrm{E}\left(\left.\left(N-N_{I}\right)^{\frac{1}{|-u|}-\varepsilon} d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \right\rvert\, X_{-u}^{(1)}\right) \\
= & \int_{0}^{+\infty} \mathbb{P}\left(\left.\left(N-N_{I}\right)^{\frac{1}{|-u|}-\varepsilon} d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right)>t \right\rvert\, X_{-u}^{(1)}\right) d t \\
\leq & 1+\int_{1}^{+\infty} \mathbb{P}\left(\left.d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right)>t\left(N-N_{I}\right)^{-\frac{1}{|-u|}+\varepsilon} \right\rvert\, X_{-u}^{(1)}\right) d t \\
= & 1+\frac{1}{|-u|} \int_{1}^{+\infty} s^{\frac{1}{|-u|}-1} \mathbb{P}\left(\left.d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right)>s^{\frac{1}{|-u|}}\left(N-N_{I}\right)^{-\frac{1}{|-u|}+\varepsilon} \right\rvert\, X_{-u}^{(1)}\right) d s \\
\leq & 1+\frac{1}{|-u|} \int_{1}^{+\infty} C_{\text {sup }} N^{N_{I}}\left(1-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon-1}\right)^{N-N_{I}} d s,
\end{aligned}
$$

and

$$
\begin{aligned}
\left(1-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon-1}\right)^{N-N_{I}} & =\exp \left[\left(N-N_{I}\right) \ln \left(1-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon-1}\right)\right] \\
& \leq \exp \left[\left(N-N_{I}\right)\left(-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon-1}\right)\right] \\
& =\exp \left(-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon}\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \mathrm{E}\left(\left.\left(N-N_{I}\right)^{\frac{1}{1-u \mid}-\varepsilon} d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \right\rvert\, X_{-u}^{(1)}\right) \\
\leq & 1+C_{\sup } \int_{1}^{+\infty} N^{N_{I}} \exp \left(-C_{\mathrm{inf}} s\left(N-N_{I}\right)^{|-u| \varepsilon}\right) d s \\
\leq & 1+C_{\sup }\left[N^{N_{I}} \exp \left(-C_{\inf } \frac{1}{2}\left(N-N_{I}\right)^{|-u| \varepsilon}\right)\right] \int_{1}^{+\infty} \exp \left(-C_{\inf } \frac{s}{2}\left(N-N_{I}\right)^{|-u| \varepsilon}\right) d s \\
\leq & 1+C_{\sup }(\varepsilon) .
\end{aligned}
$$

Indeed, the values $N^{N_{I}} \exp \left(-C_{\inf } \frac{1}{2}\left(N-N_{I}\right)^{|-u| \varepsilon}\right.$ and $\int_{1}^{+\infty} \exp \left(-C_{\inf } \frac{s}{2}(N-\right.$ $\left.\left.N_{I}\right)^{|-u| \varepsilon}\right) d s$ go to 0 when $N$ do $+\infty$. Thus

$$
\mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}\right) \leq \frac{1+C_{\sup }(\varepsilon)}{\left(N-N_{I}\right)^{\frac{1}{p-|u|}-\varepsilon}} \leq \frac{C_{\sup }(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}}
$$

That concludes the proof of Lemma 13 .
Remark 18. For the estimators $\widehat{V}_{u, P F}$, we choose only one nearest neighbour different from $X_{u}^{(1)}$ in $\widehat{V}_{u, 1, P F}$, which is $X_{u}^{(k(2))}$. Thus, in the previous computation, we do not have the $N^{N_{I}}$. Thus, we can choose $\varepsilon=0$ up to Proposition 12. Remark that this is also true for $\widehat{E}_{u, M C}$ taking $N_{I}=2$ (because we always have $k(l, 1)=l$ under the assumptions of Theorem (2).
Proposition 12. For all $\varepsilon>0$, there exists $C_{\sup }(\varepsilon)$ such that

$$
\begin{equation*}
\left|\mathrm{E}\left(\widehat{E}_{u}\right)-E_{u}\right| \leq \frac{C_{\sup }(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} \tag{37}
\end{equation*}
$$

and for almost all $x_{-u}^{(1)}$,

$$
\begin{equation*}
\left|\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right| \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} . \tag{38}
\end{equation*}
$$

Proof. For almost all $\left(x_{-u}^{(n)}\right)_{n}$, using the definition of the random variable $Z$ (in the proof of Proposition 9 ) and using Lemma 6 ,

$$
\begin{aligned}
& \mid \mathrm{E}\left(\Phi\left(\left(X_{-u}^{\left(k_{N}(i)\left[\left(X_{-u}^{(n)}\right)_{n}\right]\right)}\right)_{i \leq N_{I}},\left(X_{u}^{\left(k_{N}(i)\left[\left(X_{-u}^{(n)}\right)_{n}\right]\right)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(n)}\right)_{n}=\left(x_{-u}^{(n)}\right)_{n}\right) \\
& -\mathrm{E}\left(\Phi(Z) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \mid \\
= & \mid \mathrm{E}\left(\Phi\left(\left(x_{-u}^{\left(k_{N}(i)\left[\left(x_{-u}^{(n)}\right)_{n}\right]\right)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{\left(k_{N}(i)\left[\left(x_{-u}^{(n)}\right)_{n}\right]\right)}\right)_{i \leq N_{I}}\right) \\
& -\mathrm{E}\left(\Phi\left(\left(x_{-u}^{(1)}\right)_{i \leq N_{I}},\left(X_{u}^{(i)}\right)_{i \leq N_{I}}\right) \mid\left(X_{-u}^{(i)}\right)_{i \leq N_{I}}=\left(x_{-u}^{(1)}\right)_{i \leq N_{I}}\right) \mid \\
\leq & C_{\text {sup }} d\left(x_{-u}^{\left(k_{N}\left(N_{I}\right)\left[\left(x_{-u}^{(n)}\right)_{n}\right]\right)}, x_{-u}^{(1)}\right),
\end{aligned}
$$

thanks to Lemma 11 . Thus, using Lemma 13, for all $\varepsilon>0$,

$$
\begin{aligned}
\left|\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right| & \leq C_{\sup } \mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \\
& \leq C_{\text {sup }} \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} .
\end{aligned}
$$

In the following, to simplify notation, we could write " $X_{-u}^{(1,2)}=x_{-u}^{(1,2)}$ " for $" X_{-u}^{(1)}=x_{-u}^{(1)}$ and $X_{-u}^{(2)}=x_{-u}^{(2)}$.

Lemma 14. For almost all $\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)$ and for all $a \geq 0$, we have
$\mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \leq \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)$, and thus, integrating $a$ on $\mathbb{R}_{+}$,
$\mathrm{E}\left(d\left(X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}, X_{-u}^{(1)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \leq \mathrm{E}\left(d\left(X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}, X_{-u}^{(1)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right)$.
Proof. Let $g_{N}(i)$ be the index of the $i$-th nearest neighbour of $X_{-u}^{(1)}$ in $\left(X_{-u}^{(n)}\right)_{n \in[1: N] \backslash\{2\}}$.

For almost all $\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)$, we have

$$
\begin{aligned}
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& +\mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) .
\end{aligned}
$$

Moreover, conditionally to $X_{-u}^{(1,2)}=x_{-u}^{(1,2)}$, if $d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)$, then the $N_{I}$-nearest neighbours of $X_{-u}^{(1)}$ do not change if we do not take into account $X_{-u}^{(2)}$. Thus

$$
\begin{aligned}
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) .
\end{aligned}
$$

Similarly, conditionally to $X_{-u}^{(1,2)}=x_{-u}^{(1,2)}$, if $d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right.$, then $x_{-u}^{(2)}$ is one of the $N_{I}$-nearest neighbours of $X_{-u}^{(1)}$. Thus

$$
\begin{aligned}
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
\leq & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
\leq & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)>d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \\
& +\mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right)\right) \\
& \mathbb{P}\left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(g_{N}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \\
= & \mathbb{P}\left(d\left(x_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq a \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right),
\end{aligned}
$$

and we proved Lemma 14 .

Proposition 13. For all $\varepsilon>0$, there exists $C_{\text {sup }}(\varepsilon)$ such that

$$
\begin{equation*}
\left|\operatorname{Cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)\right| \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} \tag{39}
\end{equation*}
$$

Proof. We use the law of total covariance,
$\operatorname{cov}\left(\widehat{E}_{1}, \widehat{E}_{2}\right)=\mathrm{E}\left[\operatorname{cov}\left(\widehat{E}_{1}, \widehat{E}_{2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right]+\operatorname{cov}\left[\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right), \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right]$.
Part 1: First, we will bound the second term of 40). Thanks to Lemma 11, we have

$$
\begin{aligned}
& \left.\mid \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right)-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right) \mid \\
\leq & \left.\mathrm{E}\left\{\mid \mathrm{E}\left[\Phi\left(\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)},\left(X_{-u}^{(n)}\right)_{n \geq 3}\right]-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right) \mid\right\} \\
\leq & C_{\text {sup }} \mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \\
\leq & C_{\text {sup }} \mathrm{E}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \quad \text { using Lemma 14, } \\
\leq & \frac{C_{\text {sup }}(\varepsilon)}{(N-1)^{\frac{1}{p-|u|}-\varepsilon}} \text { using Lemma 13, } \\
\leq & \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} .
\end{aligned}
$$

Similarly,

$$
\left.\mid \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right)-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(2)}\right)\right) \left\lvert\, \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}}\right.
$$

Thus, using that $\Phi$ is bounded,

$$
\begin{aligned}
& \mid \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \\
& \left.\left.\quad-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right) \operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(2)}\right)\right) \left\lvert\, \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} .\right.
\end{aligned}
$$

Moreover, using Proposition 12 , we have

$$
\begin{gathered}
\mid \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}^{(2)}\right) \\
\left.\left.-\operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(1)}\right)\right) \operatorname{Var}\left(Y \mid X_{-u}=x_{-u}^{(2)}\right)\right) \left\lvert\, \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}}\right.
\end{gathered}
$$

Thus,

$$
\begin{aligned}
\mid \mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}=x_{-u}^{(1)}, X_{-u}^{(2)}=x_{-u}^{(2)}\right) \\
-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}=x_{-u}^{(2)}\right) \left\lvert\, \leq \frac{C_{\mathrm{sup}}(\varepsilon)}{N^{\frac{1}{p-\mid}|u|}-\varepsilon}\right.
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \left|\operatorname{cov}\left[\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right), \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right]\right| \\
= & \left|\mathrm{E}\left[\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right]-\mathrm{E}\left[\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}\right)\right]\right| \\
\leq & \mathrm{E}\left[\left|\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)-\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(2)}\right)\right|\right] \\
\leq & \frac{C_{\text {sup }}(\varepsilon)}{N^{\frac{1}{p-|u|}-\varepsilon}} .
\end{aligned}
$$

Remark 19. In this Part 1, we can choose $\varepsilon=0$ for the estimators $\widehat{V}_{u, P F}$ or for $\widehat{E}_{u, M C}$ if we take $N_{I}=2$.

Part 2: Let $\varepsilon>0$. We will bound the first term of 40): $\mathrm{E}\left[\operatorname{cov}\left(\widehat{E}_{1}, \widehat{E}_{2} \mid X_{-u}^{(1)}, X_{-u}^{(2)}\right)\right]$. We want to prove that

$$
\begin{aligned}
& \mid \int_{E_{-u}^{2}} \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \left\lvert\, \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{1-\varepsilon}}\right.
\end{aligned}
$$

Let us write

$$
l\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right):=\min \left(d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2, \frac{1}{N^{\frac{1}{|-u|}-\delta}}\right)
$$

where $\delta=\varepsilon /(4|-u|)$, and

$$
\begin{aligned}
G\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right):=\left\{\left(x_{-u}^{(n)}\right)_{n \in[3: N]} \mid\right. & d\left(x_{-u}^{(1)}, x_{-u}^{\left(k_{N}\left(N_{I}\right)\left[\left(x_{-u}^{(n)}\right)_{n \leq N}\right]\right)}\right)<l\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
& \left.d\left(x_{-u}^{(2)}, x_{-u}^{\left(k_{N}^{\prime}\left(N_{I}\right)\left[\left(x_{-u}^{(n)}\right)_{n \leq N}\right]\right)}\right)<l\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)\right\} .
\end{aligned}
$$

Part 2.A: We prove the following lemmas.
Lemma 15. There exists $C_{\text {sup }}(\varepsilon)$ such that,

$$
\begin{equation*}
\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq \frac{C_{\mathrm{sup}}(\varepsilon)}{N^{1-\varepsilon}} \tag{41}
\end{equation*}
$$

Proof. We divide $E_{-u}^{2}$ in $F_{1}:=\left\{\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \in E_{-u}^{2}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)<\left(N-N_{I}-\right.\right.$

1) $\left.\frac{-1+\varepsilon}{|-u|}\right\}$ and $F_{2}:=\left\{\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \in E_{-u}^{2}, d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \geq\left(N-N_{I}-1\right)^{\frac{-1+\varepsilon}{1-u \mid}}\right\}$.

$$
\begin{aligned}
& \int_{F_{1}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & C_{\sup } \lambda_{|-u|}^{\otimes 2}\left(F_{1}\right) \\
\leq & C_{\sup } \int_{E_{-u}} \lambda_{|-u|}\left(B_{-u}\left[x_{-u},\left(N-N_{I}-1\right)^{\frac{-1+\varepsilon}{|-u|}}\right]\right) d x_{-u} \\
\leq & C_{\sup } \int_{E_{-u}}\left(N-N_{I}-1\right)^{\frac{-1+\varepsilon}{|-u|}|-u|} d x_{-u} \\
\leq & C_{\text {sup }}\left(N-N_{I}-1\right)^{-1+\varepsilon} \\
\leq & \frac{C_{\text {sup }}}{N^{1-\varepsilon}}
\end{aligned}
$$

Furthermore, using Lemma 12, we have

$$
\begin{aligned}
& \int_{F_{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & \int_{F_{2}} C_{\mathrm{sup}}(N-1)^{N_{I}}\left(1-C_{\mathrm{inf}} d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)^{|-u|}\right)^{N-1-N_{I}} d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & \lambda_{|-u|}\left(E_{-u}\right)^{2} C_{\mathrm{sup}}(N-1)^{N_{I}}\left(1-C_{\mathrm{inf}}\left(N-N_{I}-1\right)^{\frac{-1+\varepsilon}{|-u|}|-u|}\right)^{N-1-N_{I}} \\
\leq & C_{\mathrm{sup}}(N-1)^{N_{I}}\left(1-C_{\mathrm{inf}}\left(N-N_{I}-1\right)^{-1+\varepsilon}\right)^{N-1-N_{I}} \\
\leq & C_{\sup }(N-1)^{N_{I}} \exp \left[\left(N-1-N_{I}\right) \ln \left(1-C_{\inf }\left(N-N_{I}-1\right)^{-1+\varepsilon}\right)\right] \\
\leq & C_{\sup }(N-1)^{N_{I}} \exp \left[-C_{\inf }\left(N-N_{I}-1\right)^{\varepsilon}+o\left(\left(N-N_{I}-1\right)^{\varepsilon}\right)\right] \\
\leq & \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}}
\end{aligned}
$$

Remark 20. In Lemma 15, we need $\varepsilon>0$ even for the Pick-and-Freeze estimators. That explains the rate of convergence when $|u|=1$ for the Pick-and-Freeze estimators.

Lemma 16. There exists $C_{\text {sup }}(\varepsilon)$ such that

$$
\begin{equation*}
\int_{E_{-u}^{2}} \mathbb{P}\left(G\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)^{c}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{1-\varepsilon}} \tag{42}
\end{equation*}
$$

Proof. Using Lemma 12, we have
$\mathbb{P}\left(\left.d\left(X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}, x_{-u}^{(1)}\right) \geq N^{-\frac{1}{|-u|}+\delta} \right\rvert\, X_{-u}^{(1)}\right) \leq C_{\text {sup }}(N-1)^{N_{I}}\left(1-C_{\mathrm{inf}} N^{-1+\delta|-u|}\right)^{N-1-N_{I}}$,
so

$$
\begin{equation*}
\mathbb{P}\left(\left.d\left(X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}, x_{-u}^{(1)}\right) \geq N^{-\frac{1}{|-u|}+\delta} \right\rvert\, X_{-u}^{(1)}\right) \leq \frac{C_{\text {sup }}(\varepsilon)}{N} \tag{43}
\end{equation*}
$$

Thus, we have

$$
\begin{aligned}
& \int_{E_{-u}^{2}} \mathbb{P}\left(G\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)^{c}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & \int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(2)}, X_{-u}^{\left(k_{N}^{\prime}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N}\left(N_{I}\right)\right)}\right) \geq N^{\left.\left.-\frac{1}{|-u|}+\delta \right\rvert\, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)}\right. \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(\left.d\left(X_{-u}^{(2)}, X_{-u}^{\left(k_{N}^{\prime}\left(N_{I}\right)\right)}\right) \geq N^{-\frac{1}{|-u|}+\delta} \right\rvert\, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
\leq & \int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(1)}=x_{-u}^{(1)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(2)}, X_{-u}^{\left(k_{N-1}^{\prime}\left(N_{I}\right)\right)}\right) \geq d\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) / 2 \mid X_{-u}^{(2)}=x_{-u}^{(2)}\right) d \mathbb{P}_{X_{-u} \otimes 2}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(1)}, X_{-u}^{\left(k_{N-1}\left(N_{I}\right)\right)}\right) \geq N^{\left.\left.-\frac{1}{|-u|}+\delta \right\rvert\, X_{-u}^{(1)}=x_{-u}^{(1)}\right) d \mathbb{P}_{X_{-u}^{\otimes 2}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)}\right. \\
& +\int_{E_{-u}^{2}} \mathbb{P}\left(d\left(X_{-u}^{(2)}, X_{-u}^{\left(k_{N-1}^{\prime}\left(N_{I}\right)\right)}\right) \geq N^{\left.\left.-\frac{1}{|-u|}+\delta \right\rvert\, X_{-u}^{(2)}=x_{-u}^{(2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)}\right.
\end{aligned}
$$

and we conclude the proof of Lemma 16 using Lemma 15 and Equation 43).
For $i=1,2$, let $B_{i}$ be the ball of center $x_{-u}^{(i)}$ and of rayon $l\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)$, let $p_{i}$ be the probability of $B_{i}$ and $N_{i}$ be the number of observations $\left(X_{-u}^{(n)}\right)_{n \leq N}$ in the ball $B_{i}$. Remark that

$$
p_{i} \leq \frac{C_{\text {sup }}}{N^{1-\delta|-u|}}
$$

We have the two following lemmas.
Lemma 17. Conditionally to $X_{-u}^{(1,2)}=x_{-u}^{(1,2)}$, the random variable $N_{i}$ is binomial $\mathcal{B}\left(N, p_{i}\right)$.
Conditionally to $X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, N_{j}=n_{j}$, the random variable $N_{i}$ is binomial $\mathcal{B}\left(N-n_{j}, p_{i}\left(1-p_{j}\right)^{-1}\right)$.

Proof. For the first assertion, we use that the $\left(X_{-u}^{(n)}\right)_{n}$ are i.i.d. For the second assertion, we compute $\mathbb{P}\left(N_{i}=n_{i} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, N_{j}=n_{j}\right)$ with Bayes' Theorem.

Lemma 18. If $N_{i}=n_{i}$, let $X_{-u}^{\left(M_{i}\right)}$ be the random vector composed of the $n_{i}$ observations in $B^{i}$. We have:

$$
\begin{aligned}
& \mathcal{L}\left(X^{\left(M_{1}\right)}, X^{\left(M_{2}\right)} \mid X_{-u}^{(1,2}=x_{-u}^{(1,2)}, N_{1}=n_{1}, N_{2}=n_{2}\right) \\
= & \mathcal{L}\left(X^{\left(M_{1}\right)} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, N_{1}=n_{1}\right) \otimes \mathcal{L}\left(X^{\left(M_{2}\right)} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}, N_{2}=n_{2}\right) .
\end{aligned}
$$

Proof. For any bounded Borell functions $\phi_{1}, \phi_{2}$, we have

$$
\begin{aligned}
& \mathrm{E}\left(\phi_{1}\left(X^{\left(M_{1}\right)}\right) \phi_{2}\left(X^{\left(M_{2}\right)}\right) \mid X_{-u}^{(1,2}=x_{-u}^{(1,2)}, N_{1}=n_{1}, N_{2}=n_{2}\right) \\
= & \frac{\mathrm{E}\left(\phi_{1}\left(X^{\left(M_{1}\right)}\right) \phi_{2}\left(X^{\left(M_{2}\right)}\right) \mathbb{1}_{N_{1}=n_{1}} \mathbb{1}_{N_{2}=n_{2}} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)} .
\end{aligned}
$$

Then, decomposing the cases and using Lemma 17, we have,

$$
\begin{aligned}
& \frac{\mathrm{E}\left(\phi_{1}\left(X^{\left(M_{1}\right)}\right) \phi_{2}\left(X^{\left(M_{2}\right)}\right) \mathbb{1}_{N_{1}=n_{1}} \mathbb{1}_{N_{2}=n_{2}} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)} \\
= & {\left[\frac{1}{p_{1}^{n_{1}}} \mathrm{E}\left(\phi_{1}\left(\left(X^{(i)}\right)_{i \leq n_{1}}\right) \mathbb{1}_{X_{-u}^{(i)} \in B_{1}, \forall i \leq n_{1}}\right)\right]\left[\frac{1}{p_{2}^{n_{2}}} \mathrm{E}\left(\phi_{2}\left(\left(X^{(i)}\right)_{i \leq n_{2}}\right) \mathbb{1}_{X_{-u}^{(i)} \in B_{2}, \forall i \leq n_{2}}\right)\right] . }
\end{aligned}
$$

That concludes the proof of Lemma 18 .
Part 2.B: We aim at proving that

$$
\begin{aligned}
& \mid \int_{E_{-u}^{2}} \mathrm{E}\left(\widehat{E}_{u, 1} \widehat{E}_{u, 2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathrm{E}\left(\widehat{E}_{u, 1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathrm{E}\left(\widehat{E}_{u, 2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) d \mathbb{P}_{X_{-u}}^{\otimes 2}\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \left\lvert\, \leq \frac{C_{\text {sup }}(\varepsilon)}{N^{1-\varepsilon}} .\right.
\end{aligned}
$$

To simplify notation, let $X^{\left(k_{N}\right)}:=\left(X^{\left(k_{N}(i)\right)}\right)_{i \leq N_{I}}$ and $X^{\left(k_{N}^{\prime}\right)}:=\left(X^{\left(k_{N}^{\prime}(i)\right)}\right)_{i \leq N_{I}}$.
We have

$$
\begin{aligned}
& \mathrm{E}\left(\Phi\left(X^{\left(k_{N}\right)}\right) \Phi\left(X^{\left(k_{N}^{\prime}\right)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
= & \sum_{n_{1}, n_{2}=0}^{N} \mathrm{E}\left(\Phi\left(X^{\left(k_{N}\right)}\right) \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathrm{E}\left(\Phi\left(X^{\left(k_{N}^{\prime}\right)}\right) \mid N_{2}=n_{2}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& \times \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
& \mathrm{E}\left(\Phi\left(X^{\left(k_{N}\right)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathrm{E}\left(\Phi\left(X^{\left(k_{N}^{\prime}\right)}\right) \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
= & \sum_{n_{1}, n_{2}=0}^{N} \mathrm{E}\left(\Phi\left(X^{\left(k_{N}\right)}\right) \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathrm{E}\left(\Phi\left(X^{\left(k_{N}^{\prime}\right)}\right) \mid N_{2}=n_{2}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& \times \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) .
\end{aligned}
$$

Thus, using that $\Phi$ is bounded and using Lemma 16, it suffices to show that

$$
\begin{aligned}
\sum_{n_{1}, n_{2}=N_{I}}^{N} & \mid \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \left\lvert\, \leq \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}} .\right.
\end{aligned}
$$

Let $K_{N}:=\left\lfloor N^{\alpha}\right\rfloor$, where $\alpha=\varepsilon / 3$. We divide the previous sum into two sums:

$$
\begin{aligned}
A\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right):=\sum_{n_{1}, n_{2}=N_{I}}^{K_{N}} & \mid \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mid, \\
B\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right):=\sum_{\substack{n_{1}, n_{2}=N_{I}, n_{1}>K_{N} \text { or } n_{2}>K_{N}}}^{N} & \mid \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mid .
\end{aligned}
$$

Let us bound these two terms.
First, we have

$$
\begin{array}{rl}
A\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)=\sum_{n_{1}, n_{2}=N_{I}}^{K_{N}} & \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& \times\left|1-\frac{\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}\right| .
\end{array}
$$

Thus, it suffices to bound

$$
\left|1-\frac{\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}\right| \leq \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}} .
$$

Thus, it suffices to show

$$
\left|\log \left(\frac{\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}\right)\right| \leq \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}} .
$$

Thanks to Lemma 17, we have,

$$
\begin{aligned}
& \log \left(\frac{\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}\right) \\
= & \log \left(\frac{N(N-1) \ldots\left(N-n_{1}+1\right)}{\left(N-n_{2}\right)\left(N-n_{2}-1\right) \ldots\left(N-n_{2}-n_{1}+1\right)} \frac{\left(1-p_{1}\right)^{N-n_{1}}\left(1-p_{2}\right)^{N-n_{2}}}{\left(1-p_{1}-p_{2}\right)^{N-n_{1}-n_{2}}}\right) \\
= & \log \left(1\left(1-\frac{1}{N}\right) \ldots\left(1-\frac{n_{1}-1}{N}\right)\right)-\log \left(\left(1-\frac{n_{2}}{N}\right)\left(1-\frac{n_{2}+1}{N}\right) \ldots\left(1-\frac{n_{2}+n_{1}-1}{N}\right)\right) \\
& \left(N-n_{1}\right) \log \left(1-p_{1}\right)+\left(N-n_{2}\right) \log \left(1-p_{2}\right)-\left(N-n_{1}-n_{2}\right) \log \left(1-p_{1}-p_{2}\right) \\
= & -\frac{n_{1}\left(n_{1}-1\right)}{2 N}+n_{1} O\left(\frac{n_{1}^{2}}{N^{2}}\right)+\frac{n_{1}\left(n_{1}+2 n_{2}-1\right)}{2 N}+n_{1} O\left(\frac{\left(n_{1}+n_{2}\right)^{2}}{N^{2}}\right) \\
& -\left(N-n_{2}\right) p_{2}+\left(N-n_{2}\right) O\left(p_{2}^{2}\right)-\left(N-n_{1}\right) p_{1}+\left(N-n_{1}\right) O\left(p_{1}^{2}\right) \\
& +\left(N-n_{1}-n_{2}\right)\left(p_{1}+p_{2}\right)+\left(N-n_{1}-n_{2}\right) O\left(\left(p_{1}+p_{2}\right)^{2}\right) \\
= & \frac{n_{1} n_{2}}{N}+O\left(\frac{n_{1}^{3}}{N}\right)+O\left(\frac{n_{1}\left(n_{1}+n_{2}\right)^{2}}{N^{2}}\right)-n_{2} p_{1}-n_{1} p_{2} \\
& +\left(N-n_{2}\right) O\left(p_{1}^{2}\right)+\left(N-n_{1}\right) O\left(p_{2}^{2}\right)+\left(N-n_{1}-n_{2}\right) O\left(\left(p_{1}+p_{2}\right)^{2}\right) .
\end{aligned}
$$

Yet, we have

$$
K_{N} p_{i} \leq \frac{C_{\mathrm{sup}}}{N^{1-\delta|-u|-\alpha}} \leq \frac{C_{\mathrm{sup}}}{N^{1-\varepsilon}}
$$

So,

$$
\left|\log \left(\frac{\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}{\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)}\right)\right| \leq \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}} .
$$

Thus, we have shown that we have

$$
A\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq \frac{C_{\mathrm{sup}}}{N^{1-\varepsilon}}
$$

Now, let us bound $B\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right)$. Remark that
$\left\{\left(n_{1}, n_{2}\right) \in\left[N_{I}: N\right] \mid n_{1}>K_{N}\right.$ or $\left.n_{2}>K_{N}\right\} \subset\left(\left[K_{N}+1: N\right] \times\left[N_{I}: N\right]\right) \cup\left(\left[N_{I}: N\right] \cup\left[K_{N}+1: N\right]\right)$.
Thus, it suffices to bound

$$
\begin{aligned}
\sum_{n_{1}=K_{N}+1}^{N} \sum_{n_{2}=N_{I}}^{N} & \mid \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mid \\
= & \sum_{n_{1}=K_{N}+1}^{N} \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& \sum_{n_{2}=N_{I}}^{N}\left|\mathbb{P}\left(N_{2}=n_{2} \mid N_{1}=n_{1}, X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)-\mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)\right| .
\end{aligned}
$$

Thus, it suffices to bound

$$
\sum_{n_{1}=K_{N}+1}^{N} \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)
$$

We know that $N_{1}$ has a binomial distribution with parameters $N$ and $p_{1}$. Thus,

$$
\mathrm{E}\left(N_{1}\right)=p_{1} N \leq C_{\mathrm{sup}} N^{\delta|-u|} \leq C_{\mathrm{sup}} N^{\frac{\varepsilon}{4}}
$$

Thus, there exists $N_{\varepsilon}$ such that for $N \geq N_{\varepsilon}$, we have that, $\mathrm{E}\left(N_{1}\right) \leq K_{N}+1$. Thus, for $N$ large enough and for all $n_{1}>K_{N}$ and, we have that

$$
\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \leq \mathbb{P}\left(N_{1}=K_{N}+1 \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right)
$$

Thus, for $N \geq N_{\varepsilon}$,

$$
\begin{aligned}
& \sum_{n_{1}=K_{N}+1}^{N} \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
\leq & \left(N-K_{N}\right) \mathbb{P}\left(N_{1}=K_{N}+1 \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
= & \left(N-K_{N}\right) \frac{N!}{\left(N-K_{N}-1\right)!\left(K_{N}+1\right)!} p_{1}^{K_{N}+1}\left(1-p_{1}\right)^{N-K_{N}+1} \\
\leq & \left(N-K_{N}\right) \frac{N!}{\left(N-K_{N}-1\right)!\left(K_{N}+1\right)!} p_{1}^{K_{N}+1} \\
\leq & C_{\text {sup }} \frac{\left(N-K_{N}\right) \sqrt{2 \pi N}\left(\frac{N}{e}\right)^{N}\left(\frac{C_{\text {sup }}}{N^{1-\delta|-u|}}\right)^{K_{N}+1}}{\sqrt{2 \pi\left(K_{N}+1\right)}\left(\frac{K_{N}+1}{e}\right)^{\left(K_{N}+1\right)} \sqrt{2 \pi\left(N-K_{N}-1\right)}\left(\frac{N-K_{N}-1}{e}\right)^{\left(N-K_{N}-1\right)}} \\
\leq & C_{\sup } \frac{\left(N-K_{N}\right) \sqrt{N} N^{N} C_{\text {sup }}^{K_{N}+1}}{\sqrt{\left(K_{N}+1\right)\left(N-K_{N}-1\right)}\left(K_{N}+1\right)^{K_{N}+1}\left(N-K_{N}-1\right)^{N-K_{N}-1} N^{(1-\delta|-u|) K_{N}+1}} \\
\leq & C_{\sup }\left(N-K_{N}\right)^{K_{N}+\frac{3}{2}-N}\left(K_{N}+1\right)^{-K_{N}-\frac{3}{2}} N^{N-\frac{1}{2}+\delta|-u|\left(K_{N}+1\right)-K_{N}} C_{\mathrm{sup}}^{K_{N}+1} .
\end{aligned}
$$

Using the taylor expansion of $x \mapsto \log (1-x)$ in 0 , we can see that

$$
\left(N-K_{N}\right)^{-N} N^{N} \leq C_{\text {sup }} \exp \left(K_{N}\right) \leq C_{\text {sup }}^{K_{N}}
$$

Moreover, we have

$$
\left(K_{N}+1\right) N^{1-\delta|-u|} \geq N^{\frac{\varepsilon}{3}} N^{1-\frac{\varepsilon}{4}}=N^{1+\frac{\varepsilon}{12}}
$$

and so

$$
\begin{aligned}
\left(N-K_{N}\right)^{K_{N}}\left(K_{N}+1\right)^{-K_{N}} N^{-K_{N}(1-\delta|-u|)} C_{\text {sup }}^{K_{N}} & \leq \exp \left(K_{N} \log \left[C_{\sup } \frac{N-K_{N}}{N^{1+\frac{\varepsilon}{12}}}\right]\right) \\
& \leq C_{\sup }(\varepsilon) e^{-K_{N}}
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& \sum_{n_{1}=K_{N}+1}^{N} \mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
\leq & C_{\sup }(\varepsilon) e^{-K_{N}}\left(N-K_{N}\right)^{\frac{3}{2}}\left(K_{N}+1\right)^{\frac{3}{2}} N^{-\frac{1}{2}+\delta|-u|} \\
\leq & \frac{C_{\sup }(\varepsilon)}{N}
\end{aligned}
$$

Finally, we have

$$
A\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq \frac{C_{\text {sup }}}{N^{1-\varepsilon}}, \quad \text { and } \quad B\left(x_{-u}^{(1)}, x_{-u}^{(2)}\right) \leq \frac{C_{\text {sup }}(\varepsilon)}{N}
$$

thus

$$
\begin{aligned}
\sum_{n_{1}, n_{2}=N_{I}}^{N} & \mid \mathbb{P}\left(N_{1}=n_{1}, N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \\
& -\mathbb{P}\left(N_{1}=n_{1} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \mathbb{P}\left(N_{2}=n_{2} \mid X_{-u}^{(1,2)}=x_{-u}^{(1,2)}\right) \left\lvert\, \leq \frac{C_{\sup }(\varepsilon)}{N^{1-\varepsilon}}\right.
\end{aligned}
$$

So, we have proved Proposition 13
We conclude by the proof of Theorem 2 .
Proof.

$$
\begin{aligned}
& \mathbb{P}\left(\left|\widehat{E}_{u}-E_{u}\right|>\varepsilon\right) \\
\leq & \mathbb{P}\left(\left|\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u}\right)\right|>\frac{\varepsilon}{2}\right)+\mathbb{P}\left(\left|\mathrm{E}\left(\widehat{E}_{u}\right)-E_{u}\right|>\frac{\varepsilon}{2}\right) .
\end{aligned}
$$

Then, we use the proof of Proposition 11. If $(s(l))_{l \leq N_{O}}$ is an sample uniform on $[1: N]$ with replacement, then for all $\varepsilon>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u}\right)\right|>\frac{\varepsilon}{2}\right) & \leq \frac{4}{\varepsilon^{2}}\left(\left|\operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)\right|+\operatorname{Var}\left(\widehat{E}_{u, 1}\right)\left(\frac{1}{N}+\frac{1}{N_{O}}\right)\right) \\
& \leq \frac{1}{\varepsilon^{2}}\left(\frac{C_{\mathrm{sup}}\left(\varepsilon^{\prime}\right)}{N^{\frac{1}{p-|u|}-\varepsilon^{\prime}}}+\frac{C_{\mathrm{sup}}}{N_{O}}\right)
\end{aligned}
$$

for all $\varepsilon^{\prime}>0$, thanks to Proposition 13. If $(s(l))_{l \leq N_{O}}$ is an sample uniform on $[1: N]$ without replacement, then for all $\varepsilon>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\widehat{E}_{u}-\mathrm{E}\left(\widehat{E}_{u}\right)\right|>\frac{\varepsilon}{2}\right) & \leq \frac{4}{\varepsilon^{2}}\left(\frac{N_{O}-1}{N_{O}} \operatorname{cov}\left(\widehat{E}_{u, 1}, \widehat{E}_{u, 2}\right)+\frac{1}{N_{O}} \operatorname{Var}\left(\widehat{E}_{u, 1}\right)\right) \\
& \leq \frac{1}{\varepsilon^{2}}\left(\frac{C_{\text {sup }}\left(\varepsilon^{\prime}\right)}{N^{\frac{1}{p-|u|}-\varepsilon^{\prime}}}+\frac{C_{\text {sup }}}{N_{O}}\right)
\end{aligned}
$$

for all $\varepsilon^{\prime}>0$, thanks to Proposition 13 . Moreover, for all $\varepsilon>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\widehat{E}_{u}-E_{u}\right|>\frac{\varepsilon}{2}\right) & \leq \frac{2}{\varepsilon}\left|\mathrm{E}\left(\widehat{E}_{u}\right)-E_{u}\right| \\
& \leq \frac{C_{\text {sup }}\left(\varepsilon^{\prime}\right)}{\varepsilon N^{\frac{1}{p-|u|}-\varepsilon^{\prime}}}
\end{aligned}
$$

for all $\varepsilon^{\prime}>0$, thanks to Proposition 12 . Finally, for all $\varepsilon>0, \varepsilon^{\prime}>0$, we have

$$
\mathbb{P}\left(\left|\widehat{E}_{u}-E_{u}\right|>\varepsilon\right) \leq \frac{1}{\varepsilon^{2}}\left(\frac{C_{\text {sup }}\left(\varepsilon^{\prime}\right)}{N^{\frac{1}{p-|u|}-\varepsilon^{\prime}}}+\frac{C_{\text {sup }}}{N_{O}}\right)
$$

That concludes the proof.

## Appendix B Other proofs

Proof of Proposition 1 This computation is not new, but we write it to be self-consistent.

Proof. We know that $\left|\left\{\pi \in S_{p}, P_{i}(\pi)=u\right\}\right|=|u|!(p-1-|u|)$ !, so

$$
\frac{1}{p}\binom{p-1}{|u|}^{-1}\left(V_{u+i}-V_{u}\right)=\frac{1}{p!} \sum_{\substack{\pi \in S_{p} \\ P_{i}(\pi)=u}}\left(V_{P_{i}(\pi)+i}-V_{P_{i}(\pi)}\right)
$$

Then, we have

$$
\begin{aligned}
\eta_{i} & =\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(V_{u+i}-V_{u}\right) \\
& =\frac{1}{p!\operatorname{Var}(Y)} \sum_{u \subset-i} \sum_{\substack{\pi \in S_{p} \\
P_{i}(\pi)=u}}\left(V_{P_{i}(\pi)+i}-V_{P_{i}(\pi)}\right) \\
& =\frac{1}{p!\operatorname{Var}(Y)} \sum_{\pi \in S_{p}}\left(V_{P_{i}(\pi)+i}-V_{P_{i}(\pi)}\right)
\end{aligned}
$$

## Proof of Proposition 2

Proof. Let us write $V:=\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)$ that does not depend on $u$ by assumption. We find the relaxed problem

$$
\min _{\left(N_{u}\right)_{u}} \operatorname{Var}\left(\widehat{\eta}_{i}\right)=\frac{V}{\operatorname{Var}(Y)^{2}} \sum_{u \subset-i} p_{u}^{2}\left(\frac{1}{N_{u}}+\frac{1}{N_{u+i}}\right)=\frac{V}{\operatorname{Var}(Y)^{2}} \sum_{u \subset[1: p]} \frac{p_{u}^{2}}{N_{u}},
$$

subject to $\sum_{u} N_{u}=2 M N_{O}$. Let $U=\left(\mathbb{R}_{+}^{*}\right)^{2^{p}}$. Let $f$ be the $C^{1}$ function on $U$ defined by $f(x)=\sum_{u} \frac{p_{u}^{2}}{x_{u}}, g$ be the $C^{1}$ function on $U$ defined by $g(x)=$ $\left(\sum_{u} x_{u}\right)-2 M N_{O}$. Finally, let $A=g^{-1}(\{0\})$. Using the methof of Lagrange multipliers, if $f_{\mid A}$ has a local minimum in $a$, there exists $c$ such that $D f(a)=$
$c D g(a)$, i.e. $\nabla f(a)=\nabla g(a)$ i.e. $\forall u,-\frac{p_{u}^{2}}{a_{u}^{2}}=c$ i.e. $a_{u}=c^{\prime} p_{u}$. To sum up, if $f_{\mid A}$ has a local minimum, it is in $a$ defined by

$$
a_{u}=N_{O} M p_{u} .
$$

Moreover, note that $f$ is strictly convex and the set $A$ is convex, thus $f_{\mid A}$ is strictly convex. Thus $a$ is the strict global minimum point of $f_{\mid A}$.

Proof of Proposition 3 This proof totally arises from the appendix of [18. The computations are the same.

Proof. Under Assumption 1, we have

$$
\begin{aligned}
\operatorname{Var}\left(\widehat{\eta}_{i}\right)= & \frac{1}{M \operatorname{Var}(Y)^{2}}\left(\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)+i}\right)+\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)}\right)\right) \\
= & \frac{1}{M \operatorname{Var}(Y)^{2}}\left(\operatorname{Var}\left(\mathrm{E}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)+i} \mid \sigma_{1}\right)\right)+\mathrm{E}\left(\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)+i} \mid \sigma_{1}\right)\right)\right. \\
& \left.+\operatorname{Var}\left(\mathrm{E}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)} \mid \sigma_{1}\right)\right)+\mathrm{E}\left(\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)} \mid \sigma_{1}\right)\right)\right) \\
= & \frac{1}{C \operatorname{Var}(Y)^{2}}\left(N_{O} \operatorname{Var}\left(W_{P_{i}\left(\sigma_{1}\right)+i}\right)+N_{O} \operatorname{Var}\left(W_{P_{i}\left(\sigma_{1}\right)}\right)\right. \\
& \left.+\mathrm{E}\left(\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)+i}^{(1)} \mid \sigma_{1}\right)\right)+\mathrm{E}\left(\operatorname{Var}\left(\widehat{W}_{P_{i}\left(\sigma_{1}\right)}^{(1)} \mid \sigma_{1}\right)\right)\right) .
\end{aligned}
$$

Thus, the minimum is with $N_{O}=1$.

## Proof of Proposition 4

Proof. We only prove the second item. The first one is easier and uses the same idea. Recall that (see Section 3.1.2)

$$
\widehat{\eta}_{i}=\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(\tilde{W}_{u+i}-\tilde{W}_{u}\right)
$$

with
$\tilde{W}_{u}:=\binom{p-1}{|u|} \frac{p}{M} \sum_{m, \sigma_{m}=u} \widehat{W}_{P_{i}\left(\sigma_{m}\right)} \quad$ and $\quad \tilde{W}_{u+i}:=\binom{p-1}{|u|} \frac{p}{M} \sum_{m, \sigma_{m}=u} \widehat{W}_{P_{i}\left(\sigma_{m}\right)+i}$
Thus, for all $u$,

$$
\tilde{W}_{u} \sim \widehat{W}_{u}^{\tilde{N}_{u, M}}:=\sum_{k=1}^{\tilde{N}_{u, M}} \widehat{W}_{u}^{(k)}
$$

where $\tilde{N}_{u, M}=\tilde{N}_{u+i, M} \sim \mathcal{B}\left(M, \frac{|u|!(p-1-|u|)!}{p!}\right)$. First, remark that $M$ goes to $+\infty$ when $N_{t o t}$ goes to $+\infty$ (recall that $\left.N_{t o t}=M(p-1)\right)$. It suffices to show
that for all $u \subset[1: p]$, the estimator $\omega \mapsto \widehat{W}_{u}^{\tilde{N}_{u, M}(\omega)}(\omega)$ is consistent and we could conclude saying that for all $i$,

$$
\begin{aligned}
\widehat{\eta}_{i} & =\frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(\tilde{W}_{u \cup\{i\}}-\tilde{W}_{u}\right) \\
& \xrightarrow[N \rightarrow+\infty]{\mathbb{P}} \\
& \frac{1}{p \operatorname{Var}(Y)} \sum_{u \subset-i}\binom{p-1}{|u|}^{-1}\left(W_{u \cup\{i\}}-W_{u}\right) \\
& =\eta_{i} .
\end{aligned}
$$

Let $\varepsilon>0$ and $\delta>0$. Using the assumptions and Chebyshev's inequality, we have that $\left(\widehat{W}_{u}^{N_{O}}\right)_{N_{O}, N}$ is consistent, thus there exists $N_{O 1}$ and $N_{1}$ such that for all $N_{O} \geq N_{O 1}$ and all $N \geq N_{1}$,

$$
\mathbb{P}\left(\left|\widehat{W}_{u}^{N_{O}}-W_{u}\right|>\delta\right)<\frac{\varepsilon}{2}
$$

Moreover,

$$
\mathbb{P}\left(\tilde{N}_{u, M} \leq N_{O 1}\right)=\sum_{k=0}^{N_{O 1}}\binom{M}{k} p_{u-i}^{k}\left(1-p_{u-i}\right)^{M-k} \underset{M \rightarrow+\infty}{\longrightarrow} 0 .
$$

Thus, there exists $M_{1}$ such that for all $M \geq M_{1}$,

$$
\mathbb{P}\left(\tilde{N}_{u, M} \leq N_{1}\right)<\frac{\varepsilon}{2}
$$

Thus, there exists $N_{t o t 1}$ such that for all $N_{t o t} \geq N_{t o t 1}$,

$$
\mathbb{P}\left(\tilde{N}_{u, M} \leq N_{1}\right)<\frac{\varepsilon}{2}
$$

Finally, for all $N_{t o t} \geq N_{t o t 1}$ and $N \geq N_{1}$, we have

$$
\begin{aligned}
\mathbb{P}\left(\left|\widehat{W}_{u}^{\tilde{N}_{u, M}}-W_{u}\right|>\delta\right) & \leq \mathbb{P}\left(\left|\widehat{W}_{u}^{\tilde{N}_{u, M}}-W_{u}\right|>\delta, \quad \tilde{N}_{u, M} \geq N_{1}\right)+\mathbb{P}\left(\tilde{N}_{u, M} \leq N_{1}\right) \\
& <\varepsilon .
\end{aligned}
$$

## Proof of Proposition 5

Proof. Let

$$
A_{i, u}:= \begin{cases}-\frac{1}{p}\binom{p-1}{|u|}^{-1} & \text { if } i \notin u \\ \frac{1}{p}\binom{p-1}{|u|-1}^{-1} & \text { if } i \in u\end{cases}
$$

Under Assumption 2, we have

$$
\begin{aligned}
\operatorname{Var}(Y) \sum_{i=1}^{p} \operatorname{Var}\left(\widehat{\eta}_{i}\right) & =\sum_{i=1}^{p} \sum_{\emptyset € u \subsetneq[1: p]} A_{i, u}^{2} \operatorname{Var}\left(\widehat{W}_{u}\right) \\
& =\sum_{\emptyset \nsubseteq u \nsubseteq[1: p]} \operatorname{Var}\left(\widehat{W}_{u}\right) \sum_{i=1}^{p} A_{i, u}^{2} \\
& =\sum_{\emptyset \nsubseteq u \subsetneq[1: p]} \frac{\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)}{N_{u}} \sum_{i=1}^{p} A_{i, u}^{2} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\sum_{i=1}^{p} A_{i, u}^{2} & =\sum_{i \in-u} \frac{1}{p^{2}}\binom{p-1}{|u|}^{-2}+\sum_{i \in u} \frac{1}{p^{2}}\binom{p-1}{|u|-1}^{-2} \\
& =\frac{1}{p!^{2}}\left((p-|u|)|u|!^{2}(p-|u|-1)!^{2}+|u|(|u|-1)!^{2}(p-|u|)!^{2}\right) \\
& =\frac{(p-|u|)!|u|!}{p!^{2}}(p-|u|-1)!(|u|-1)!(|u|+p-|u|) \\
& =\frac{(p-|u|)!|u|!}{p!} \frac{(p-|u|-1)!(|u|-1)!}{(p-1)!} \\
& =: C(|u|, p)
\end{aligned}
$$

Thus, we want to minimize

$$
\sum_{\emptyset \nsubseteq u \subsetneq[1: p]} \frac{\operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)}{N_{u}} C(|u|, p)
$$

subject to

$$
\sum_{\emptyset \subsetneq u \subsetneq[1: p]} N_{u}=N_{t o t} .
$$

As in the proof of Proposition 2 we use the method of Lagrange multiplier. Let $U=\left(\mathbb{R}_{+}^{*}\right)^{2^{p}-2}$. Let $f$ be the $C^{1}$ function on $U$ defined by $f(x)=\sum_{\emptyset \nsubseteq u \subsetneq[1: p]} \frac{C(p, u) \operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)}{x_{u}}$, let $g$ be the $C^{1}$ function on $U$ defined by $\left(\sum_{\emptyset \nsubseteq u \nsubseteq[1: p]} x_{u}\right)-N^{t o t}$ and let $A=$ $g^{-1}(\{0\})$. As in the proof of Proposition $2 f_{\mid A}$ has a strict global minimum in $a$ defined by

$$
a=\frac{N_{t o t}}{\sum_{\emptyset \nsubseteq v \nsubseteq[1: p]} \sqrt{C(p, v) \operatorname{Var}\left(\widehat{W}_{v}^{(1)}\right)}}\left(\sqrt{C(p, u) \operatorname{Var}\left(\widehat{W}_{u}^{(1)}\right)}\right)_{u} .
$$

## Proof of Proposition 7

Proof.

$$
\begin{aligned}
& \mathrm{E}\left(f(X) f\left(X^{u}\right)\right) \\
= & \mathrm{E}\left(\mathrm{E}\left(f(X) f\left(X^{u}\right) \mid X_{u}\right)\right) \\
= & \mathrm{E}\left(\int_{E_{-u}^{2}} f\left(X_{u}, x_{-u}\right) f\left(X_{u}, x_{-u}^{\prime}\right) d \mathbb{P}_{X_{-u} \mid X_{u}} \otimes \mathbb{P}_{X_{-u} \mid X_{u}}\left(x_{-u}, x_{-u}^{\prime}\right)\right) \\
= & \mathrm{E}\left(\int_{E_{-u}} f\left(X_{u}, x_{-u}\right) d \mathbb{P}_{X_{-u} \mid X_{u}}\left(x_{-u}\right) \int_{E_{-u}} f\left(X_{u}, x_{-u}^{\prime}\right) d \mathbb{P}_{X_{-u} \mid X_{u}}\left(x_{-u}^{\prime}\right)\right) \\
= & \mathrm{E}\left(\mathrm{E}\left(f(X) \mid X_{u}\right)^{2}\right) .
\end{aligned}
$$

That concludes the proof of Proposition 7

## Proof of Corollaries 1 and 2

We do the proof for Corollary 1. The proof of Corollary 2 uses the same idea.

Proof. Let $\delta>0$. Thanks to Theorem 2, with $\varepsilon=\delta$, we have

$$
\mathbb{P}\left(N^{\frac{1}{2(p-|u|)}-\delta}\left|\widehat{E}_{u, M C}-E_{u}\right|>\varepsilon\right) \leq \frac{C_{\text {sup }}(\delta / 4) N^{\frac{1}{p-|u|}-2 \delta}}{\varepsilon^{2} N^{\frac{1}{p-|u|}-\delta}} \underset{N \rightarrow+\infty}{\longrightarrow} 0
$$

That concludes the proof of Corollary 1

## Proof of Proposition 8

Proof. If we use the subset $W$-aggregation procedure, we just have to use the consistency of $\widehat{W}_{u}$ from Theorems 1 and 3 and use Proposition 6 .

If we use the subset $W$-aggregation procedure, the consistency of the estimators of the Shapley effects comes from the second part of Proposition 4. We just have to verify the assumptions. Let $\widehat{W}_{u}^{(i)}$ of Proposition 4 be $\widehat{E}_{u, s(i), M C}$ or $\widehat{V}_{u, s(i), P F}$ defined in Section 5.1. Then, following the end of the proof of Theorems 1 and 3 we obtain

$$
\frac{1}{N_{O}^{2}} \sum_{i, j=1}^{N_{O}} \operatorname{cov}\left(\widehat{W}_{u}^{(i)}, \widehat{W}_{u}^{(j)}\right) \underset{N, N_{O} \rightarrow+\infty}{\longrightarrow} 0
$$

and, by Proposition 9, we have

$$
\mathrm{E}\left(\widehat{W}_{u}^{(1)}\right) \underset{N \rightarrow+\infty}{\longrightarrow} W_{u}
$$

All the assumptions of Proposition 4 are verified.

