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The Cauchy Problem for defocusing Nonlinear
Schrödinger Equations with non-vanishing

initial data at infinity.

Clément Gallo

UMR de Mathématiques, Bat. 425
Université Paris-Sud

91405 Orsay, France.

Abstract. For rather general nonlinearities, we prove that de-
focusing nonlinear Schrödinger equations in Rn (n 6 4), with
non-vanishing initial data at infinity u0, are globally well-posed
in u0 + H1. The same result holds in an exterior domain in R

n,
n = 2, 3.

1 Introduction

This paper is devoted to the study of the Cauchy problem for defocusing
nonlinear Schrödinger equations in dimensions n 6 4:

{
i∂u

∂t
+ ∆u+ f(|u|2)u = 0, (t, x) ∈ R × Ω

u(0) = u0
, (1)

where Ω = Rn. The initial data u0 has the boundary condition

|u0(x)|2 → ρ0 as x → ∞ , (2)

where ρ0 > 0 denotes the light intensity of the background. The real-valued
function f is assumed to be defocusing. Namely, f satisfies the following
assumption:

f(ρ0) = 0 and f ′(ρ0) < 0. (Hf)

Under the same condition (Hf ) on f , we also study the Cauchy Prob-
lem (1) where Ω is an exterior domain in Rn, n = 2, 3, with a data u0 which
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satisfies the same condition at infinity (2).
Equation (1) with Ω = Rn admits many particular solutions with the

boundary condition (2). These solutions may be gathered under the label
“dark solitons”. For general nonlinearities, let us mention for instance the
stationary and the travelling bubbles. A. de Bouard [dB] gave a necessary and
sufficient condition on the nonlinearity ensuring the existence of a stationary
bubble, in any dimension. She also proved that the stationary bubbles are all
unstable (see also [BGMP], [BP]). Z. Lin [L] studied the travelling bubbles
in dimension one. He gave a criterion on the variation of the momentum with
respect to the speed which determinates if these bubbles are stable or not.
The Gross-Pitaevskii equation, which is (1) with f(r) = 1− r (here, ρ0 = 1),
has been the object of a deeper study. F. Bethuel and J.C. Saut [BS] proved
the existence of travelling waves for the Gross-Pitaevskii equation for small
non-zero speeds, in dimension two. Similar results have been obtained by D.
Chiron [C] in dimension three and more.

The existence of all these dark solitons makes relevant the study of the
Cauchy problem (1) with condition (2) at infinity. For example, it is a
preliminary to the study of their stability when it is not known whether
these solitons are stable or not1. For unstable dark solitons, the study of the
Cauchy Problem (1) gives informations on the way this unstability occurs:
for instance, a global well posedness result prohibits blowing-up.

A first step in the study of this Cauchy Problem has been done in [BS],
where it was shown that the Gross-Pitaevskii equation is globally well-posed
in 1 +H1(Rn) for n = 2, 3. However, this point of vue is not relevant in all
cases. Indeed, in dimension one, most of the travelling bubbles have different
limits at +∞ and −∞. Moreover, it was shown by P. Gravejat [Gr] that the
two dimensional travelling waves for the Gross-Pitaevskii equation do not
belong to the space 1 +H1 (they do not even belong to 1 + L2), in spite of
the fact that they tend to 1 at infinity (up to the multiplication by a constant
of modulus 1).

As a consequence, we need to find a more appropriate framework to study
the Cauchy Problem. In [Ga] (see also the works of P.E. Zhidkov [Z0], [Z1],
[Z2], [Z3]), we worked in the Zhidkov spaces

Xk(Rn) := {u ∈ L∞(Rn),∇u ∈ Hk−1(Rn)}.

We proved some global well-posedness results for (1) in dimension one, with

1As far as we know, the only dark solitons for which a stability result has been estab-
lished are the stationary bubbles (see [dB]) which are known to be unstable, the travelling
bubbles in dimension 1 (see [L]) and the black solitons in dimension 1, which are station-
ary solutions to (1)-(2) vanishing at one point, in the contrary to the bubbles (see [DMG],
[G]).
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condition (2) at infinity. However, we assumed the potential

V (r) =

∫ ρ0

r

f(s)ds

to be positive, a condition which is not satisfied for all the nonlinearities
for which there exists a stationary bubble (see [dB]). In the Gross-Pitaevskii
case, as for the existence of travelling waves, the Cauchy problem has been the
object of deeper investigations. Using a Brezis-Gallouët method, O. Goubet
[Go] proved the global well-posedness for the Gross-Pitaevskii equation in
X2(R2), if the initial data has finite energy. More recently, P. Gérard [Ge]
obtained a global well-posedness result for the Gross-Pitaevskii equation in
dimension two and three in the energy space

{u ∈ H1
loc,∇u ∈ L2, 1 − |u|2 ∈ L2}.

In this paper, we generalize this results to a larger class of nonlinearities.
In particular, the potential is not assumed to be positive2. Our main result
is as follows.

Theorem 1.1 Let n = 1, 2, 3 or 4, ρ0 > 0, and f ∈ Ck+1(R+) (k = 1 if
n = 1, k = 2 if n = 2, 3, k = 3 if n = 4 ) which satisfies (Hf ). We assume
moreover that there exists α1 > 1, with the supplementary condition α1 < α∗

1

if n = 3, 4 (where α∗
1 = 3 if n = 3, α∗

1 = 2 if n = 4) , and α2 ∈ R with
α1 − α2 6 1/2 such that

∃C0 > 0, A > ρ0,







∀r > 1,

{
|f ′′(r)| 6 C0r

α1−3 if n = 1, 2, 3
|f ′′′(r)| 6 C0r

α1−4 if n = 4
{

if α1 6 3/2, V is bounded from below
if α1 > 3/2, ∀r > A, rα2 6 C0V (r)

.(Hα1,α2)
3

Then for any regular function of finite energy φ, which means

φ ∈ Ck+1
b (Rn), ∇φ ∈ Hk+1(Rn)n, |φ|2 − ρ0 ∈ L2(Rn), (Hφ)

equation (1) is globally well-posed in φ + H1(Rn). Namely, for every w0 ∈
H1(Rn), there exists an unique w ∈ C(R, H1(Rn)) such that φ+w solves (1),

2In the usual “0 at infinity” case, the boundedness of the H1 norm may be deduced from
the conservation of the energy, the conservation of the charge and a Gagliardo-Nirenberg
inequality. In our case, the analoguous to the charge is the quantity

∫
(|u|2 − ρ0), the

conservation of which is not so clear.
3Remark that the first condition in (Hα1,α2

) implies |V (r)| . rα1 for r > 1. Thus, in
the case α1 > 3/2, (Hα1,α2

) may be satisfied only if α2 6 α1, so that α2 ∈ [α1 − 1

2
, α1].

Remark also that in the case α1 6 3/2, α2 plays no role.
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with the initial data w(0) = w0.
For any T > 0, the flow map w0 7→ w, H1 7→ C([0, T ], H1) is Lipshitz con-
tinuous on the bounded sets of H1.
The energy

E(w) =

∫

Rn

|∇(φ+ w)|2dx+

∫

Rn

V (|φ+ w|2)dx

is conserved by the flow.

For a very large class of defocusing nonlinearities, assumption (Hα1,α2)
is satisfied for some α1, α2 as required in Theorem 1.1. We give here some
examples.

Examples.

1. The pure powers: f(r) = (ρp
0−rp) where p is a positive integer if n = 1 or

2, p = 1 if n = 3. In that case, V (r) > 0 on R+, V (r) ∼ 1
p+1

rp+1 as r → ∞
and f ′′(r) = −p(p− 1)rp−2. Thus (Hα1,α2) is satisfied for α1 = α2 = p+ 1.
2. Saturated nonlinearity: f(r) = 1

(1+ar)2
− 1

(1+a)2
. In this case, f ′′(r) =

6a2

(1+ar)4
and V (r) = a(1−r)2

(1+ar)(1+a)2
> 0. In particular, (H1,α2) is satisfied for any

α2.
3. The cubic-quintic case: f(r) = (r − ρ0)(2a + ρ0 − 3r), where 0 < a < ρ0.
Then V (r) = (r − ρ0)

2(r − a) and f ′′(r) = −6. In the contrary to the
two previous examples, V is not positive on R+, but (Hα1,α2) is satisfied for
α1 = α2 = 3. Thus Theorem 1.1 applies in dimensions one and two (in
dimension three, Theorem 1.3 below applies).

The global well-posedness for an initial data in the energy space

E = {u ∈ H1
loc,∇u ∈ L2, ρ0 − |u|2 ∈ L2}.

is a consequence of Theorem 1.1 and of the following proposition, which
directly follows from the results of P. Gérard in [Ge].

Proposition 1.1 Let u ∈ E. Then there exists φ ∈ C∞
b (Rn) ∩ E such that

∇φ ∈ H∞(Rn)n and w ∈ H1(Rn) such that u = φ+ w.

From this Proposition we deduce:

Theorem 1.2 Under the same assumptions that in Theorem 1.1, for any
u0 ∈ E, there exists an unique w ∈ C(R, H1(Rn)) such that u := u0 + w
solves (1).
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Proof. Given u0 ∈ E, let u0 = φ+w0 be a decomposition as in Proposition
1.1. Thanks to Theorem 1.1, there exists an unique w̃ ∈ C(R, H1(Rn)) such
that φ + w̃ solves (1). Therefore w = w̃ − w0 is the unique element of
C(R, H1(Rn)) such that u := u0 + w solves (1). �

In particular, the solution u = φ + w given by Theorem 1.1 does not
depend on the choice of the decomposition of u0 ∈ E into φ+ w0.

In the critical case α1 = α∗
1, we obtain the following local result.

Theorem 1.3 Under the same assumptions on f and φ that in Theorem
1.1, if n = 3, 4 and α1 = α∗

1, there exists R > 0 and T > 0 such that, for
w0 ∈ H1 with ‖w0‖H1 6 R, there exists a unique w ∈ C([0, T ], H1) such that
φ+ w solves (1).
For that T , the flow w0 7→ w is locally Lipshitz continuous from the ball of
radius R in H1 into C([0, T ], H1).
The energy is conserved on [0, T ].

Similarly to the sub-critical case, we deduce from Theorem 1.3 and Propo-
sition 1.1 the following result.

Theorem 1.4 Under the same assumptions on f that in Theorem 1.3, if
u0 ∈ E satisfies (Hφ), there exists T (u0) > 0 and a unique w ∈ C([0, T ], H1)
such that u0 + w solves (1).

It was shown in [Ge] that in dimensions two and three, the Gross-Pitaevskii
equation is globally well-posed in the energy space E endowed with a struc-
ture of complete metric space by the distance

dE(u, v) = ‖u− v‖X1+H1 + ‖|u|2 − |v|2‖L2 .

It is quite clear that for any T > 0 and u0 ∈ E, u0 + C([0, T ], H1) is strictly
included in C([0, T ], E). In particular, P. Gérard obtained in [Ge] the unique-
ness of the solutions to (1) in a bigger space than in Theorem 1.2. Using
some of the arguments developed in [Ge] we get the uniqueness in the energy
space for other non-linearities than Gross-Pitaevskii. More precisely, we have
the following result.

Theorem 1.5 Let n = 2, 3, 4. Under the assumptions of Theorem 1.1, let
T > 0, u0 ∈ E and u ∈ C([0, T ], E) be a solution of (1) with u(0) = u0.
Then u − u0 ∈ C([0, T ], H1), and therefore u is the solution of (1) given by
Theorem 1.2.
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Remarks.

1. In Theorem 1.3, R = R(φ) depends on φ. For general u0 ∈ E, it is not
clear whether we can find a function φ which satisfies (Hφ) and such that
w0 = u0 − φ ∈ H1 has H1-norm less than R(φ). That is why we need to
assume that u0 satisfies (Hφ) in Theorem 1.4.
2. In dimension 4, the Gross-Pitaevskii equation is critical (that is α1 = α∗

1).
In [Ge], P. Gérard proved that the four-dimensional Gross-Pitaevskii equation
is globally well-posed in the energy space E, provided the initial condition u0

has small energy. In Theorem 1.3, we prove that for critical non-linearities
(and in particular for Gross-Pitaevskii in dimension 4), (1) is locally well-
posed in u0 + H1, for any regular initial condition u0 in the energy space,
without the smallness assumption on the energy. However, we do not obtain
any global well-posedness result, and we only prove the local Lipshitz conti-
nuity of the flow on small intervals of time. The missing argument is a per-
sistency result. The reason of this missing is that for general non-linearities
(in particular when the potential V is non-positive), the conservation of the
energy does not imply the conservation of the smallness of w in H1.

Our proof of Theorem 1.1 consists in looking for a solution of (1) under
the form φ+ w. Thus the equation satisfied by w writes

{
i∂w

∂t
+ ∆w = F (w(t))

w(0) = w0
, (3)

where

F (w) = −∆φ− f(|φ+ w|2)(φ+ w). (4)

We prove that (3) is locally well-posed in Hk(Rn), k = 1 for n = 1, k = 2
for n = 2, 3 and k = 3 for n = 4, and we give estimations for the H1-norm of
w on the interval of existence in Hk. Next, for n = 2, 3 or 4, using Strichartz
inequalities, we prove that (3) is locally well-posed in H1, and globally in Hk.
Finally, we approximate our (local) H1 solution by the (global) Hk solution,
and we deduce that its H1-norm may not blow up on bounded intervals of
time.

Using the Strichartz inequalities obtained by N. Burq, P. Gérard and N.
Tzvetkov in [BGT], the same method gives similar results, in dimensions two
and three, when Rn is replaced by an exterior domain Ω = Rn\K, with either
Dirichlet or Neumann boundary conditions. More precisely, we consider the
initial value problem

{
i∂u

∂t
+ ∆Du+ f(|u|2)u = 0, (t, x) ∈ R × Ω

u(0) = u0 ∈ ED
, (5)
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where the initial condition u0 belongs to the energy space with Dirichlet
boundary conditions

ED := {u ∈ H1
loc(Ω),∇u ∈ L2(Ω), ρ0 − |u|2 ∈ L2(Ω), χu ∈ H1

0 (Ω)}.
Here, χ ∈ C∞

c (Rn) and χ ≡ 1 in a neighborhood V of the obstacle K. We
also consider

{
i∂u

∂t
+ ∆Nu+ f(|u|2)u = 0, (t, x) ∈ R × Ω

u(0) = u0 ∈ EN
, (6)

where the initial condition u0 belongs to the energy space with Neumann
boundary conditions

EN := {u ∈ H1
loc(Ω),∇u ∈ L2(Ω), ρ0 − |u|2 ∈ L2(Ω), χu ∈ H1

N(Ω)}.
The result we prove is as follows.

Theorem 1.6 Let n = 2 or 3, and Ω ⊂ Rn be the exterior domain of
a smooth, compact, non-trapping, non-empty obstacle K, and f ∈ C3(R+)
which satisfies (Hf ). We assume moreover that there exists α1 > 1, α2 ∈
[α1 − 1/2, α1] such that (Hα1,α2) is true. If n = 3, we assume moreover
α1 < 2.
Then, for every u0 ∈ ED (resp. EN ), there exists an unique w ∈ C(R, H1

0 (Ω))
(resp. C(R, H1

N(Ω))) such that u0 + w solves (5) (resp. (6)).
Given ψ ∈ ED (resp. EN ), for any T > 0, the flow map w0 7→ w, H1

0 7→
C([0, T ], H1

0 ) (resp H1
N 7→ C([0, T ], H1

N)), where w(0) = w0 and ψ + w solves
(5) (resp. (6)), is Lipshitz continuous on the bounded sets of H1

0 (resp H1
N).

The energy is conserved by the flow.

In the critical case n = 3, α1 = 2, we obtain:

Theorem 1.7 Let Ω ⊂ R
3 be the exterior domain of a smooth, compact,

non-trapping, non-empty obstacle K, and f ∈ C3(R+) which satisfies (Hf).
We assume moreover that there exists α2 ∈ [3/2, 2] such that (H2,α2) is true.
Then, for every φ satisfying

φ ∈ C∞
b (Ω), ∇φ ∈ H∞(Ω), Suppφ ⊂ Ω\(V ∩ Ω), |φ|2 − ρ0 ∈ L2(Ω)

(in particular, φ ∈ ED ∩ EN ), there exists R > 0 and T > 0 such that
for every w0 ∈ H1

0 (resp. H1
N) with ‖w0‖H1(Ω) 6 R, there exists an unique

w ∈ C([0, T ], H1
0(Ω)) (resp. C([0, T ], H1

N(Ω))) such that w(0) = w0 and φ+w
solves (5) (resp. (6)).
For that T , the flow w0 7→ w is locally Lipshitz continuous from the ball of ra-
dius R in H1

0 (Ω) (resp. H1
N(Ω)) into C([0, T ], H1

0(Ω)) (resp. C([0, T ], H1
N(Ω))).

The energy is conserved by the flow.
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Remark. In the case of an exterior domain, we only obtain uniqueness
results in spaces like u0+C([0, T ], H1

0), and not in C([0, T ], ED) (the continuity
in ED should be understood in the sense of the analogous to the distance dE

for an exterior domain). Indeed, even for the linear Schrödinger equation,
the well-posedness in the energy space is not that clear.

Notations. If m ∈ [0,∞], Cm
b (Rn) denotes the space of bounded functions

of class Cm on R
n.

We denote H∞(Rn) = ∩
s>0
Hs(Rn).

The notation A . B means that there exists a harmless constant C > 0 such
that A 6 CB.
If T > 0, p, q > 1, Lp

TL
q denotes the Banach space Lp([0, T ], Lq) equipped

with its natural norm.
If p ∈ [1,∞], we denote by p′ = p

p−1
its conjugate exponent.

The structure of this paper is as follows. In section 2, we prove that
(3) is globally well-posed in a space Hk(Rn) with k large. In section 3, we
give an estimation on the H1 norm of this solution on its maximal interval of
existence inHk. In section 4, thanks to a fixed point argument in C([0, T ], H1)
and Strichartz estimates, we prove that (3) is locally well-posed in H1. In
section 5, we prove a persistence result and obtain the global well-posedness of
equation (3) in H1, in the sub-critical case. Section 6 is devoted to the proofs
of Proposition 1.1 and Theorem 1.5. In that section, most of the arguments
are due to P. Gérard (see [Ge]). In section 7, we adapt the method to the
case of an exterior domain in Rn, n = 2, 3. Section 8 is devoted to the proof
of some technical lemmas concerning the Lp + Lq spaces, stated and used in
section 6.

2 Local theory for regular solutions

Lemma 2.1 We assume (n, k) = (1, 1), (2, 2), (3, 2) or (4, 3), f ∈ Ck(R+)
satisfies (Hf ), φ satisfies (Hφ). Then F maps Hk(Rn) into itself.

Proof. Let w ∈ Hk(Rn) and φ ∈ L∞. Then φ + w ∈ L∞ because of the
Sobolev embedding Hk(Rn) ⊂ L∞(Rn). Since f and f ′ are continuous, it
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follows that f(|φ+ w|2), f ′(|φ+ w|2) ∈ L∞. Next, we write

f(|φ+ w|2)(φ+ w) = (|φ|2 − ρ0)

∫ 1

0

f ′(ρ0 + s(|φ|2 − ρ0))ds(φ+ w)

+2Re

[

w

∫ 1

0

φ+ swf ′(|φ+ sw|2)ds
]

(φ+ w) .(7)

Using (Hφ), it is easy to see that the right-hand side in (7) belongs to Hk.
Thus F (w) ∈ Hk, because ∆φ ∈ Hk. �

Lemma 2.2 We assume (n, k) = (1, 1), (2, 2), (3, 2) or (4, 3), f ∈ Ck+1(R+)
satisfies (Hf ), φ satisfies (Hφ). Then F : Hk(Rn) 7→ Hk(Rn) is locally Lip-
shitz continuous.

Proof. Let us take R > 0 and w1, w2 ∈ Hk such that ‖w1‖Hk , ‖w2‖Hk 6 R.
Then

F (w1) − F (w2) =

∫ 1

0

[f(|φ+ w1 + s(w2 − w1)|2)(w2 − w1)

+2Re

[

(w2 − w1)φ+ w1 + s(w2 − w1)
]

×f ′(|φ+ w1 + s(w2 − w1)|2)(φ+ w1 + s(w2 − w1))]ds.(8)

Next, for all x ∈ R,

|φ(x) + w1(x) + s(w2(x) − w1(x))| 6 ‖φ‖L∞ + 2CR ,

where C is the norm of the continuous Sobolev embedding Hk ⊂ L∞. Thus
there exists a constant C(R) > 0 such that ‖f (α)(|φ+w1+s(w2−w1)|2)‖L∞ 6

C(R), for α = 0, .., k + 1. Using again Sobolev embeddings Hk(Rn) ⊂
L∞(Rn), as well as H1(Rn) ⊂ L4(Rn) for n = 2 or 3, H1(R4) ⊂ L4(R4)
and H2(R4) ⊂ Lp(R4) for every p ∈ [2,∞), it follows from (8) and its differ-
entiation that

‖F (w1) − F (w2)‖Hk 6 C̃(R)‖w1 − w2‖Hk ,

where C̃(R) only depends on R, and not on w1, w2. �

Once these two lemmas have been established, we can apply the classical
results of the theory of nonlinear evolution equations (see for instance [P],
Theorems 6.1.4 and 6.1.5, and [CH]). We deduce the following local well-
posedness result:
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Theorem 2.1 (n, k) = (1, 1), (2, 2), (3, 2) or (4, 3), f ∈ Ck+1(R+) satisfies
(Hf ), φ satisfies (Hφ). For every w0 ∈ Hk(Rn), there exists T ∗(w0) > 0 such
that (3) has a unique mild solution w ∈ C([0, T ∗), Hk(Rn)), which means that
w(t) = eit∆w0 − i

∫ t

0
ei(t−s)∆F (w(s))ds, where eit∆ denotes the Schrödinger

group. If T ∗ < ∞, then ‖w(t)‖Hk ↑ +∞ as t ↑ T ∗. Moreover, the map
T ∗ : Hk 7→ R∗

+ is semi continuous from below, and if w0 ∈ Hk+2(Rn), w
is a classical solution to (3), which means that w ∈ C([0, T ∗), Hk+2(Rn)) ∩
C1((0, T ∗), Hk(Rn)).

3 Estimate on the H1 norm for regular solu-

tions

We next prove under the supplementary assumption (Hα1,α2) for some α1 > 1,
α2 ∈ [α1 − 1/2, α1] that the norm of w(t) in H1(Rn) (where w is the solution
of (3) given by Theorem 2.1) can not blow up on [0, T ∗(w0)). In particular, in
the one-dimensional case, this result and Theorem 2.1 imply that w is global.
Namely, for every w0 ∈ H1(R), T ∗(w0) = +∞, and Theorem 1.1 is proven in
the case n = 1. We first prove that the energy is conserved on [0, T ∗(w0)).

Lemma 3.1 Let (n, k) = (1, 1), (2, 2), (3, 2) or (4, 3), f ∈ Ck+1(R+) satis-
fies (Hf ), φ satisfies (Hφ), w0 ∈ Hk(Rn). Then for every t ∈ [0, T ∗(w0)), the
energy

E(t) := ‖∇φ+ ∇w(t)‖2
L2 +

∫

Rn

V (|φ(x) + w(t, x)|2)dx (9)

is conserved: E(t) ≡ E(0) =: E0, where V (r) :=
∫ ρ0

r
f(s)ds.

Proof. It suffices to prove Lemma 3.1 for w0 ∈ Hk+2. Indeed, once this
is established, the lower semi-continuity of T ∗, the continuity of the flow
w0 7→ w(t) from Hk into Hk for every t < T ∗ (see [CH]), the density of Hk+2

into Hk, and the continuity of the map Hk ∋ w 7→ V (|φ + w|2) ∈ L1 imply
the Lemma in all its generality. Let us first verify that

(
w 7→ V (|φ+ w|2)

Hk(Rn) 7→ L1

is continuous. We write

V (|φ+ w|2) = V (|φ|2) −
∫ 1

0

2Re
[
wφ+ sw

]

×
(

f(|φ|2) +

∫ 1

0

2Re
[
swφ+ sτw

]
f ′(|φ+ sτw|2)dτ

)

ds.(10)
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We have already seen in the proof of Lemma 2.1 that f(|φ|2) ∈ L2. Thus,
using the Cauchy Schwarz inequality and the Sobolev embedding Hk ⊂ L∞,
it follows that the last term in the right-hand side of (10) is continuous from
Hk into L1. In order to prove that V (|φ|2) ∈ L1, we just write

V (|φ|2) = (|φ|2 − ρ0)
2

∫ 1

0

s

∫ 1

0

−f ′(ρ0 + sτ(|φ|2 − ρ0))dτds,

and we use the assumption |φ|2 − ρ0 ∈ L2, as well as the boundedness of φ
and the continuity of f ′.

We next prove the Lemma for w0 ∈ Hk+2, which will be assumed from
now on. Let t ∈ [0, T ∗(w0)). Let us multiply (3) by ∂tw(t), sum over Rn and
take the real part. We get

− d

dt

∫

Rn

|∇(φ+ w(t))(x)|2dx−
∫

Rn

d

dt
V (|φ(x) + w(t, x)|2)dx = 0 .

Next, w 7→ V (|φ+w|2) ∈ C1(Hk, L1), as is shown by the following expansion,
which is obtained by the Taylor formula. For every w, δw ∈ Hk,

V (|φ+ w + δw|2) = V (|φ+ w|2) − 2Re
[
δwφ+ w

]
f(|φ+ w|2)

−4

∫ 1

0

∫ 1

0

Re
[
δwφ+ w

]
Re
[
sδwφ+ w + sτδw

]
f ′(|φ+ w + sτδw|2)dτds

+2

∫ 1

0

s|δw|2f(|φ+ w + sδw|2)ds. (11)

Since moreover w ∈ C1((0, T ∗), Hk), the map t 7→ V (|φ+w(t)|2), [0, T ∗(w0)) 7→
L1(Rn) is of class C1. Thus

∫

Rn

d

dt
V (|φ(x) + w(t, x)|2)dx =

d

dt

∫

Rn

V (|φ(x) + w(t, x)|2)dx ,

and the lemma is proved. �

Lemma 3.2 (n, k) = (1, 1), (2, 2), (3, 2) or (4, 3), f ∈ Ck+1(R+) satisfies
(Hf ), φ satisfies (Hφ). Let us write V as V = V+ − V−, where V+, V− > 0
and V− is assumed to be bounded. Then there exists a constant C1 > 0 such
that for every w0 ∈ Hk(Rn), t ∈ [0, T ∗), we have

‖∇φ+ ∇w(t)‖2
L2 +

∫

Rn

V+(|φ(x) + w(t, x)|2)dx 6 C1(1 + ‖w(t)‖2
L2) .(12)
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Proof. Thanks to Lemma 3.1, it is clear that the left hand side in (12)
equals

E0 +

∫

Rn

V−(|φ(x) + w(t, x)|2)dx .

Next, the definition of V and (Hf ) imply V (ρ0) = 0, V ′(ρ0) = −f(ρ0) = 0
and V ′′(ρ0) = −f ′(ρ0) > 0. It follows that there exists C2 > 0 and δ > 0
(for convenience, we assume δ < ρ0) such that V (r) > C2(ρ0 − r)2 for every
r ∈ [ρ0 − δ, ρ0 + δ]. In particular, V− ≡ 0 on [ρ0 − δ, ρ0 + δ]. Thus

∫

Rn

V−(|φ(x) + w(t, x)|2)dx 6 ‖V−‖L∞

∣
∣{x, |φ+ w(t)|2 6 ρ0 − δ}

∣
∣

+‖V−‖L∞

∣
∣{x, |φ+ w(t)|2 > ρ0 + δ}

∣
∣ .(13)

Next, using the triangle inequality, {x, |φ + w|2 6 ρ0 − δ} is a subset of
{x, |w| > |φ| − (ρ0 − δ)1/2}, which is itself included in the union of {x, |w| >

|φ| − (ρ0 − δ)1/2 >
ρ
1/2
0 −(ρ0−δ)1/2

2
} and {x, |φ| − (ρ0 − δ)1/2 6

ρ
1/2
0 −(ρ0−δ)1/2

2
}.

Similarly, {x, |φ + w(t)|2 > ρ0 + δ} ⊂ {x, |w(t)| > (ρ0 + δ)1/2 − |φ| >
(ρ0+δ)1/2−ρ

1/2
0

2
} ∪ {x, |φ| >

(ρ0+δ)1/2+ρ
1/2
0

2
}. Thus

∫

Rn

V−(|φ(x) + w(t, x)|2)dx

6 ‖V−‖L∞

(
∫

Rn

4|w(t, x)|2dx
(ρ

1/2
0 − (ρ0 − δ)1/2)2

+

∣
∣
∣
∣
∣

{

x, |φ| 6
ρ

1/2
0 + (ρ0 − δ)1/2

2

}∣
∣
∣
∣
∣

+

∫

Rn

4|w(t, x)|2dx
((ρ0 + δ)1/2 − ρ

1/2
0 )2

+

∣
∣
∣
∣
∣

{

x, |φ| >
ρ

1/2
0 + (ρ0 + δ)1/2

2

}∣
∣
∣
∣
∣

)

.

The result follows, since (Hφ) implies |φ(x)|2 → ρ0 as x→ ∞. �

We next use the assumption (Hα1,α2) to control the L2-norm of w. It will
then follow that its H1-norm remains bounded on bounded intervals, because
of Lemma 3.2.

Lemma 3.3 Let us assume that (Hf ), (Hφ) and (Hα1,α2) are satisfied, for
some α1 > 1, α2 ∈ [α1 − 1/2, α1]. Then there exists a constant C3 > 0 such
that for every t ∈ [0, T ∗), we have

‖w(t)‖2
L2(Rn) 6 (1 + ‖w0‖2

L2(Rn))e
C3t. (14)
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Proof. Since C0 > 0, in the case α1 > 3/2, (Hα1,α2) implies V (r) > 0, and
thus V−(r) ≡ 0 for r > A. Therefore V− is bounded, as it is required to apply
Lemma 3.2. This is also true if α1 6 3/2. As in the proof of Lemma (3.1),
the study may be reduced to the case w0 ∈ Hk+2. Under this assumption,
let us multiply (3) by w(t), sum over Rn and take the imaginary part. We
get

d

dt
‖w(t)‖2

L2 = −2Im

∫

Rn

[
∆φ+ f(|φ+ w(t)|2)φ

]
w(t)dx,

where

f(|φ+ w(t)|2) = f(|φ|2) +

∫ 1

0

2Re[w(t)φ+ sw(t)]f ′(|φ+ sw(t)|2)ds .

For any β > 0 we denote by Aβ > 1 a constant such that for every a, b > 0,
(a + b)β 6 Aβ(aβ + bβ). From the first assertion in (Hα1,α2), we deduce the
existence of C ′

0 > 0 such that for every r > 0, r1/2|f ′(r)| 6 C ′
0(1 + rα1−3/2) if

α1 > 3/2 and r1/2|f ′(r)| 6 C ′
0 if α1 6 3/2. Then, in the case α1 > 3/2,

d

dt
‖w(t)‖2

L2

6 2(‖∆φ‖L2 + ‖φ‖L∞‖f(|φ|2)‖L2)‖w(t)‖L2

+

∫

Rn

∫ 1

0

4|w(t, x)|2|φ(x)|C ′
0(1 + |φ(x) + sw(t, x)|2(α1−3/2))dsdx

6 2(‖∆φ‖L2 + ‖φ‖L∞‖f(|φ|2)‖L2)‖w(t)‖L2

+4‖φ‖L∞C ′
0A2α1−3

(
‖w(t)‖2

L2(1 + ‖φ‖2α1−3
L∞ ) + ‖w(t)‖2α1−1

L2α1−1

)

6 C4(1 + ‖w(t)‖2
L2 + ‖w(t)‖2α1−1

L2α1−1), (15)

where C4 is a positive constant. When α1 6 3/2, we similarly obtain

d

dt
‖w(t)‖2

L2 6 C4(1 + ‖w(t)‖2
L2).

If α1 6 3/2, the result follows by the Gronwall lemma with C3 = C4. If
α1 > 3/2, it remains to control the L2α1−1 norm of w(t). In the sequel,
α1 > 3/2 is assumed. Using the second assertion in (Hα1,α2)

4, the assumption
2α1 − 1 6 2α2 and Lemma 3.2 we get

4Up to a change of A, we may assume in the sequel A > max(ρ0, ‖φ‖2

L∞, 1).
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∫

Rn

|w(t, x)|2α1−1dx

=

∫

{x,|φ+w|6A1/2}

|w(t, x)|2|w(t, x)|2α1−3dx+

∫

{x,|φ+w|>A1/2}

|w(t, x)|2α1−1dx

6

∫

{x,|w(t,x)|6A1/2+‖φ‖L∞}

|w(t, x)|2|w(t, x)|2α1−3dx

+A2α1−1

∫

{x,|φ+w|>A1/2}

(|φ|2α1−1 + |φ+ w|2α1−1)dx

6 (A1/2 + ‖φ‖L∞)2α1−3

∫

Rn

|w(t, x)|2dx+ A2α1−1‖φ‖2α1−1
L∞

∫

{x,|φ+w|>A1/2}

dx

+A2α1−1C0

∫

{x,|φ+w|>A1/2}

V+(|φ+ w|2)dx

6 (A1/2 + ‖φ‖L∞)2α1−3‖w(t)‖2
L2 +

A2α1−1‖φ‖2α1−1
L∞

(A1/2 − ‖φ‖L∞)2
‖w(t)‖2

L2

+A2α1−1C0C1(1 + ‖w(t)‖2
L2) . (16)

Next, concatenating the estimations (15) and (16), there exists a constant
C3 > 0 such that

d

dt
‖w(t)‖2

L2 6 C3(1 + ‖w(t)‖2
L2) .

We conclude by the Gronwall lemma. �

In the one-dimensional case, the global well-posedness of (3) in H1 is a
straightforward consequence of Theorem 2.1, Lemma 3.2 and Lemma 3.3.
More precisely, we have proven:

Theorem 3.1 If n = 1, under the conditions (Hf), (Hα1,α2), (Hφ), (3) is
globally well posed in H1(R). Namely, for every w0 ∈ H1(R), T ∗(w0) = +∞.

Remarks.

1. In the one-dimensional case, the Lipshitz continuity of the flow from the
bounded sets of H1 into C([0, T ], H1) for any T > 0 may be obtained by
classical methods (see [P], [CH]), so that we will drop the proof.

2. In the case V > 0, Lemma 3.1 gives a better information than Lemma
3.2. Indeed, it says that for every t > 0, ‖∇w(t)‖L2 6 E1/2

0 + ‖∇φ‖L2. Com-
ing back to the examples presented in the introduction, this implies that

14



‖∇w(t)‖L2 remains bounded on R, for the pure powers and for the saturated
nonlinearities.

3. In the one-dimensional case, if φv is one of the traveling bubbles studied
by Zhiwu Lin or a black soliton, φv satisfies the assumption (Hφ). Thus (1)
is globally well-posed in φv +H1. In the cases where φv is unstable, one can
not expect to prove instability by blow-up and the mechanism of instability
seems unknown so far.

4 Local theory for H1 solutions

In this section, we prove that (3) is locally well-posed in H1(Rn), for n = 2, 3
or 4, in both sub-critical and critical cases. Namely, we prove that for every
w0 ∈ H1(Rn) (small in H1 if n = 3, 4 and α1 = α∗

1), there exists T > 0 and
a unique solution w ∈ C([0, T ], H1(Rn)) of

w = eit∆w0 − i

∫ t

0

ei(t−s)∆F (w(s))ds. (17)

We employ a fix point argument for the map

Φ(w) = eit∆w0 − i

∫ t

0

ei(t−s)∆F (w(s))ds. (18)

in the space
XT = L∞

T H
1 ∩ Lp0

T W
1,q0

equipped with its natural norm ‖w‖XT
= ‖w‖L∞

T H1 + ‖w‖L
p0
T W 1,q0 , where

(p0, q0) is an admissible pair. A pair (p, q) ∈ [2,∞] is said to be admissible if

2

p
+
n

q
=
n

2
, (p, q) 6= (2,∞).

We fix (p0, q0) = (2, 6) for n = 3, (p0, q0) = (2, 4) for n = 4, while for n = 2,
q0 may be choosen large, but finite (and thus p0 > 2 is close to 2). We will
use the Strichartz estimates which we recall now (for a proof, we refer to
[KeTa]).

Proposition 4.1 For every admissible pairs (p, q) and (p̃, q̃), for every v0 ∈
L2(Rn) and f ∈ Lp̃′(R, Lq̃′(Rn)),

‖eit∆v0‖Lp(R,Lq(Rn)) . ‖v0‖L2(Rn) (19)
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and

‖
∫ t

−∞

ei(t−τ)∆f(τ)dτ‖Lp(R,Lq(Rn)) . ‖f‖Lp̃′(R,Lq̃′(Rn)). (20)

The result we next prove is as follows.

Theorem 4.1 We assume that f satisfies (Hα1,α2) for some α1 > 1, with
the supplementary condition α1 6 α∗

1 if n = 3, 4 (where α∗
1 = 3 if n = 3,

α∗
1 = 2 if n = 4), and some α2 ∈ [α1 − 1/2, α1].

If n = 2, or n = 3, 4 and α1 < α∗
1, then for every R > 0, there exists

T (R) > 0 such that for every w0 ∈ H1 with ‖w0‖H1 6 R, there exists an
unique w ∈ XT (R) solving (17). Moreover, w ∈ C([0, T (R)], H1).
If for some T > 0, w̃ ∈ C([0, T ], H1) solves (17) then w̃ ∈ XT , and w̃ is the
unique solution to (17) in C([0, T ], H1).
The flow map is locally Lipshitz continuous.

For n = 3, 4 and α1 = α∗
1, there exists R > 0 and T > 0 such that for

every w0 ∈ H1 with ‖w0‖H1 6 R, there exists an unique w ∈ XT solving (17).
It is the unique solution in C([0, T ], H1). The flow map w0 7→ w, H1 7→ XT

(with the same small T ) is locally Lipshitz continuous.

The next four lemmas give the estimates which will enable us to apply
the fixed point argument.

Lemma 4.1 Let T > 0 and w ∈ XT . Then

‖Φ(w)‖L∞

T L2 + ‖Φ(w)‖L
p0
T Lq0 6 ‖w0‖L2 + CT (1 + ‖w‖L∞

T L2)

+CT 1/p′(‖w‖2
L∞

T H1 + ‖w‖max(2,2α1−1)

L∞

T H1 ),(21)

where C is a positive constant.

Proof. We first decompose F in the following way:

F (w) = −∆φ− f(|φ+ w|2)(φ+ w)

= −∆φ− f(|φ|2)φ− f(|φ|2)w − 2Re[wφ]f ′(|φ|2)φ
}

=: F1(w)

−2
∫ 1

0
Re[wφ+ sw]f ′(|φ+ sw|2)dsw − 2|w|2φ

∫ 1

0
sf ′(|φ+ sw|2)ds

−4Re[wφ]φ
∫ 1

0

∫ 1

0
Re[swφ+ sτw]f ′′(|φ+ sτw|2)dτds.

}

=: F2(w)

The Strichartz inequalities (19) and (20) yield

‖Φ(w)‖L∞

T L2 + ‖Φ(w)‖L
p0
T Lq0 6 ‖w0‖L2 + C‖F1(w)‖L1

T L2 + C‖F2(w)‖
Lp′

T Lq′ ,(22)
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where (p, q) is any admissible pair and C > 0. For the sequel, we fix

(p′, q′) =







(4/3, 4/3) if n = 2,
(2, 6/5) if n = 3,
(2, 4/3) if n = 4.

(23)

On the one hand,

‖F1(w)‖L1
T L2 . T (1 + ‖w‖L∞

T L2), (24)

while on the other hand, using the first assertion in (Hα1,α2),

|F2(w)| . |w|2(1 + |w|)max(0,2α1−3). (25)

Thus,

‖F2(w)‖
Lp′

T Lq′ . ‖w‖2

L2p′

T L2q′
+ ‖w‖max(2,2α1−1)

L
p′ max(2,2α1−1)
T Lq′ max(2,2α1−1)

. T 1/p′‖w‖2
L∞

T H1 + T 1/p′‖w‖max(2,2α1−1)
L∞

T H1 , (26)

because of the Hölder inequality in time and Sobolev embeddings. Note that
q′ max(2, 2α1 − 1) is finite if n = 2, and is not larger than 6 if n = 3, than 4
if n = 4, thanks to α1 6 α∗

1.
Concatenating (22), (24) and (26), we obtain (21) (the constant C may have
change). �

We next prove the same kind of estimation for ∇F (w).

Lemma 4.2 There exists θ > 0, with θ = 0 only if n = 3, 4 and α1 = α∗
1,

such that for every T > 0 and w ∈ XT ,

‖∇Φ(w)‖L∞

T L2 + ‖∇Φ(w)‖L
p0
T Lq0 6 ‖∇w0‖L2 + CT (1 + ‖∇w‖L∞

T L2)

+C(1 + ‖∇w‖L∞

T L2)(T 1/p′‖w‖L∞

T H1 + T θ‖w‖max(1,2α1−2)
XT

), (27)

where C > 0.

Proof. Let us first write

∇F (w) = −∇∆φ− f(|φ+ w|2)∇(φ+ w) − 2Re[∇(φ+ w)φ+ w](φ+ w)f ′(|φ+ w|2)
= −∇∆φ− f(|φ|2)∇(φ+ w) − 2Re[∇(φ+ w)φ]f ′(|φ|2)φ

}
=: G1(w)

−2
∫ 1

0
Re[wφ+ sw]f ′(|φ+ sw|2)ds∇(φ+ w)

−4Re[∇(φ+ w)φ]φ
∫ 1

0
Re[wφ+ sw]f ′′(|φ+ sw|2)ds

−2Re[∇(φ+ w)w](φ+ w)f ′(|φ+ w|2)
−2Re[∇(φ+ w)φ]wf ′(|φ+ w|2).







=: G2(w)
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Next, thanks to the Strichartz inequalities (19) and (20),

‖∇Φ(w)‖L∞

T L2 + ‖∇Φ(w)‖L
p0
T Lq0 6 ‖∇w0‖L2 + C‖G1(w)‖L1

T L2 + C‖G2(w)‖
Lp′

T Lq′ ,(28)

with the same choice of p′, q′ as in (23), and C > 0. Next,

‖G1(w)‖L1
T L2 . T (1 + ‖∇w‖L∞

T L2) (29)

and

|G2(w)| . |∇(φ+ w)||w|(1 + |w|)max(0,2α1−3), (30)

which implies, thanks to the Hölder inequality and Sobolev embeddings,

‖G2(w)‖
Lp′

T Lq′ . ‖∇(φ+ w)‖L∞

T L2

(

‖w‖
Lp′

T Lβ + ‖w‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T Lβ max(1,2α1−2)

)

. (1 + ‖∇w‖L∞

T L2)
(

T 1/p′‖w‖L∞

T H1 + T θ‖w‖max(1,2α1−2)

Ls
T W 1,r

)

, (31)

where 1/q′ = 1/2 + 1/β (our choice of q′ gives β = 4 if n = 2 or 4, β = 3 if

n = 3), θ = 1
p′
− max(1,2α1−2)

s
, and the pair (s, r) is chosen such that:

• (s, r) = (∞, 2) if 1
2
− 1

n
6 1

β max(1,2α1−2)

• else, r > 2 and

(i) 2
s

+ n
r

= n
2

(which means that (s, r) is an admissible pair),

(ii) 1
r
− 1

n
6 1

β max(1,2α1−2)
(which gives the Sobolev embedding W 1,r ⊂

Lβ max(1,2α1−2)),

(iii) 1
p′ max(1,2α1−2)

> 1
s

(that is θ > 0).

Such a choice of s and r is possible if and only if

n

2
− 1 6

(
n

β
+

2

p′

)
1

max(1, 2α1 − 2)
. (32)

Indeed, if (32) is true, it suffices to choose n/r ∈ [n
2
− 2

p′ max(1,2α1−2)
, 1 +

n
β max(1,2α1−2)

]. Moreover, if (32) is a strict inequality, r and s may be chosen

in such a way that θ > 0. For n = 2, (32) is always satisfied and is strict,
while for n = 3 or 4, (32) is equivalent to α1 6 α∗

1, and is strict if and only
if α1 < α∗

1.

18



Since r ∈ [2, q0] (taking q0 large enough, this can always be assumed for
n = 2, while for n = 3, 4, n/r > n/2 − 1 = n/q0), and (s, r) is an admissible
pair, we obtain by interpolation

‖w‖Ls
T W 1,r . ‖w‖θ̃

L∞

T H1‖w‖1−θ̃
L

p0
T W 1,q0

. ‖w‖XT
, (33)

where θ̃ ∈ [0, 1]. We deduce (27) from (28), (29), (31) and (33). �

In the next two lemmas, we evaluate Φ(w1) − Φ(w2) in XT , provided
w1, w2 ∈ XT .

Lemma 4.3 There exists θ0 > 0 and θ1 > 0 (with θ1 = 0 only if n = 3, 4
and α1 = α∗

1) such that for every T > 0 and w1, w2 ∈ L∞
T H

1 ⊂ Lp0

T L
q0,

‖Φ(w1) − Φ(w2)‖L∞

T L2 + ‖Φ(w1) − Φ(w2)‖L
p0
T Lq0

. T‖w1 − w2‖L∞

T L2 + (‖w1 − w2‖L∞

T L2 + ‖w1 − w2‖L
p0
T Lq0 )

×
(
T θ0(‖w1‖L∞

T H1 + ‖w2‖L∞

T H1) + T θ1(‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)max(1,2α1−2)
)
.(34)

Proof. First,

F (w1) − F (w2)

= 2Re[(w2 − w1)φ]f ′(|φ|2)φ+ f(|φ|2)(w2 − w1) }δ1(w1, w2)

+4Re[(w2 − w1)φ]
∫ 1

0

∫ 1

0
Re[(w1 + s(w2 − w1))φ+ τ(w1 + s(w2 − w1))]

×f ′′(|φ+ τ(w1 + s(w2 − w1))|2)dsdτφ
+2
∫ 1

0
Re[(w2 − w1)φ+ w1 + s(w2 − w1)]f

′(|φ+ w1 + s(w2 − w1)|2)dsw2

+2
∫ 1

0
Re[(w2 − w1)w1 + s(w2 − w1)]f

′(|φ+ w1 + s(w2 − w1)|2)dsφ
+2
∫ 1

0
Re[w1φ+ sw1]f

′(|φ+ sw1|2)ds(w2 − w1).







δ2(w1, w2)

Next, with p′, q′ as in (23), we get by the non-homogeneous Strichartz esti-
mate (20)

‖Φ(w1) − Φ(w2)‖L∞

T L2 + ‖Φ(w1) − Φ(w2)‖L
p0
T Lq0

6 ‖δ1(w1, w2)‖L1
T L2 + ‖δ2(w1, w2)‖Lp′

T Lq′ . (35)

It can easily be seen that

‖δ1(w1, w2)‖L1
T L2 . T‖w1 − w2‖L∞

T L2 , (36)
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and

|δ2(w1, w2)| . |w1 − w2|(|w1| + |w2|)(1 + |w1| + |w2|)max(0,2α1−3) . (37)

Thus, by Hölder and Sobolev,

‖δ2(w1, w2)‖Lp′

T Lq′ . ‖w1 − w2‖Lp′

T L2q′ (‖w1‖L∞

T L2q′ + ‖w2‖L∞

T L2q′ )

+‖w1 − w2‖Lp′

T Lq1
‖|w1| + |w2|‖max(1,2α1−2)

L∞

T Lq2 max(1,2α1−2) , (38)

where 1/q′ = 1/q1 +1/q2, with (q1, q2) = (2, β) if n = 2 or n = 3 and α1 6 2,
whereas q2 = q0/max(1, 2α1 − 2) if n=3 and α1 > 2 or n = 4. Thus, by
Sobolev and Hölder in time,

‖δ2(w1, w2)‖Lp′

T Lq′ . T
1
p′
− 1

p3 ‖w1 − w2‖L
p3
T L2q′ (‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)

+T
1
p′
− 1

p2 ‖w1 − w2‖L
p2
T Lq1‖|w1| + |w2|‖max(1,2α1−2)

L∞

T H1 , (39)

where (p3, 2q
′) and (p2, q1) are admissible pairs (q1, q2 have been chosen in

sort that 2 6 q1 6 q0). Moreover, 1/p′ − 1/p3 > 0, and our choice of q2
ensures that 1/p′ − 1/p2 > 0 as soon as n = 2 or n = 3, 4 and α1 < α∗

1. An
interpolation argument yields the announced result as in the proof of Lemma
4.2. �

We next estimate ∇(Φ(w1) − Φ(w2)) in L∞
T L2 ∩ Lp0

T L
q0 .

Lemma 4.4 There exists θ2, θ3 > 0, with θ2 = 0 and θ3 = 0 only if n 6= 2
and α1 = α∗

1, such that for every T > 0, w1, w2 ∈ XT ,

‖∇Φ(w1) −∇Φ(w2)‖L∞

T L2 + ‖∇Φ(w1) −∇Φ(w2)‖L
p0
T Lq0 . T‖∇(w1 − w2)‖L∞

T L2

+T 1/p′(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)max(1,2α1−2)‖w1 − w2‖L∞

T H1

+T θ2‖w1 − w2‖XT
(‖w1‖max(1,2α1−2)

XT
+ ‖w2‖max(1,2α1−2)

XT
) (40)

+T θ3‖w1 − w2‖XT
(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)(‖w1‖max(0,2α1−3)
XT

+ ‖w2‖max(0,2α1−3)
XT

).
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Proof. We first write

∇F (w1) −∇F (w2)

= 2Re[∇(w2 − w1)φ]f ′(|φ|2)φ+ f(|φ|2)∇(w2 − w1) } γ1(w1, w2)

+2Re[∇(w2 − w1)φ]
∫ 1

0
2Re[w2φ+ sw2]f

′′(|φ+ sw2|2)dsφ
+2Re[∇(w2 − w1)φ+ w2]f

′(|φ+ w2|2)w2

+2Re[∇(w2 − w1)w2]f
′(|φ+ w2|2)φ

+2
∫ 1

0
Re[w1φ+ sw1]f

′(|φ+ sw1|2)ds∇(w2 − w1)







γ2(w1, w2)

+2
∫ 1

0
Re[∇(φ+ w1)w2 − w1]f

′(|φ+ w1 + s(w2 − w1)|2)(φ+ w1 + s(w2 − w1))ds

+4
∫ 1

0
Re[∇(φ+ w1)φ+ w1 + s(w2 − w1)]Re[(w2 − w1)φ+ w1 + s(w2 − w1)]

×f ′′(|φ+ w1 + s(w2 − w1)|2)(φ+ w1 + s(w2 − w1))ds

+2
∫ 1

0
Re[∇(φ+ w1)φ+ w1 + s(w2 − w1)]f

′(|φ+ w1 + s(w2 − w1)|2)(w2 − w1)ds

+2
∫ 1

0
Re[(w2 − w1)φ+ w1 + s(w2 − w1)]f

′(|φ+ w1 + s(w2 − w1)|2)ds∇(φ+ w2).







γ3(w1, w2)

The non-homogeneous Strichartz inequality (20) implies

‖∇(Φ(w1) − Φ(w2))‖L∞

T L2 + ‖∇(Φ(w1) − Φ(w2))‖L
p0
T Lq0

6 ‖γ1(w1, w2)‖L1
T L2 + ‖γ2(w1, w2)‖Lp′

T Lq′ + ‖γ3(w1, w2)‖Lp′

T Lq′ , (41)

where (p′, q′) is given by (23). Next,

‖γ1(w1, w2)‖L1
T L2 . T‖∇(w1 − w2)‖L∞

T L2 , (42)

while

|γ2(w1, w2)| . |∇(w2 − w1)|(|w1| + |w2|)(1 + |w1| + |w2|)max(0,2α1−3)(43)

and

|γ3(w1, w2)| . (|∇φ| + |∇w1| + |∇w2|)|w1 − w2|(1 + |w1| + |w2|)max(0,2α1−3).(44)

Using the Hölder inequality, we get

‖γ2(w1, w2)‖Lp′

T Lq′ . ‖∇(w1 − w2)‖L∞

T L2

×
(

‖w1‖Lp′

T Lβ + ‖w2‖Lp′

T Lβ + ‖|w1| + |w2|‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T Lβ max(1,2α1−2)

)

(45)
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and

‖γ3(w1, w2)‖Lp′

T Lq′ . (‖∇φ‖L2 + ‖∇w1‖L∞

T L2 + ‖∇w2‖L∞

T L2)

×
(

‖w1 − w2‖Lp′

T Lβ + ‖(w1 − w2)|w1|max(0,2α1−3)‖
Lp′

T Lβ + ‖(w1 − w2)|w2|max(0,2α1−3)‖
Lp′

T Lβ

)

(46)

Next, the Hölder inequality in time and the Sobolev embeddings ensure that
for j = 1, 2,

‖wj‖Lp′

T Lβ . T 1/p′‖wj‖L∞

T H1

and
‖wj‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T Lβ max(1,2α1−2)

. T θ2‖wj‖max(1,2α1−2)
Ls

T W 1,r ,

with the same choice of s, r and θ2 = θ we did to get (31). It follows then
from (45) as in the proof of Lemma 4.2 that

‖γ2(w1, w2)‖Lp′

T Lq′ . ‖∇(w1 − w2)‖L∞

T L2

×
(

T 1/p′(‖w1‖L∞

T H1 + ‖w2‖L∞

T H1) + T θ2(‖w1‖max(1,2α1−2)
XT

+ ‖w2‖max(1,2α1−2)
XT

)
)

.(47)

Using the same arguments, we also have

‖w1 − w2‖Lp′

T Lβ . T 1/p′‖w1 − w2‖L∞

T H1 (48)

and, if βmax(1, 2α1 − 2) 6 q0, for j = 1, 2,

‖(w1−w2)|wj|max(0,2α1−3)‖
Lp′

T Lβ . T 1/p′

{‖w1 − w2‖L∞

T H1 if 2α1 − 3 6 0

‖w1 − w2‖
L∞

T L
β

1−ε
‖wj‖2α1−3

L∞

T L
β(2α1−3)

ε

if 2α1 − 3 > 0,

where ε = β(2α1 − 3)/q0 (note that 2α1 − 3 > 0 and β(2α1 − 2) 6 q0 imply
ε ∈ (0, 1)). In that case, it follows from the Sobolev embeddings that

‖(w1 − w2)|wj|max(0,2α1−3)‖
Lp′

T Lβ . T 1/p′‖w1 − w2‖L∞

T H1‖wj‖max(0,2α1−3)

L∞

T H1 . (49)

Next, if βmax(1, 2α1 − 2) > q0, since β 6 q0, we have 2α1 − 3 > 0 and the
Hölder inequality yields

‖(w1 − w2)|wj|2α1−3‖
Lp′

T Lβ . ‖w1 − w2‖L
p1
T Lq1‖wj‖2α1−3

L
p2(2α1−3)
T Lq2(2α1−3)

,

22



where (p1, q1) = (2α1 − 2)(p′, β) and (p2, q2) = 2α1−2
2α1−3

(p′, β). Then,

‖(w1 − w2)|wj|2α1−3‖
Lp′

T Lβ .

{

T
1
p′
−

2α1−2
s ‖w1 − w2‖Ls

T W 1,r‖wj‖2α1−3
Ls

T W 1,r if q1 > q0

T 1/p′‖w1 − w2‖L∞

T H1‖wj‖2α1−3
L∞

T H1 if q1 6 q0.
(50)

If n = 2, it is possible to choose q0 large enough, such that q1 6 q0. If n = 3, 4
and q1 > q0, r and s are chosen such that

(i) 2
s

+ n
r

= n
2
,

(ii) 1
r
− 1

n
6 1

q1
< 1

q0
= 1

2
− 1

n
(thus r > 2),

(iii) 1
p1

− 1
s

> 0.

These conditions may be satisfied if and only if n
2
− 2

p1
6 1+ n

q1
, which is true

if α1 6 3 for n = 3, α1 6 2 for n = 4. Moreover, as in the proof of Lemma
4.2, if n = 2 or n = 3, 4 and α1 < α∗

1, s and r may be chosen in such a way
that θ3 := 1

p′
− 2α1−2

s
> 0.

As in the proof of Lemma 4.2, it follows from an interpolation argument
and from (46), (48), (49) and (50) that

‖γ3(w1, w2)‖Lp′

T Lq′ . T 1/p′(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)max(1,2α1−2)‖w1 − w2‖L∞

T H1

+T θ3(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)‖w1 − w2‖XT
(‖w1‖max(0,2α1−3)

XT
+ ‖w2‖max(0,2α1−3)

XT
). (51)

for some θ3 > 0, with θ3 = 0 only if n = 3, 4 and α1 = α∗
1. Concatenating

(41), (42), (47) and (51), we obtain the announced result. �

The fixed point argument in the sub-critical case. The last four
lemmas enable us to apply a fix-point argument to Φ in XT . We first consider
the cases n = 2 and n = 3, 4 with α1 < α∗

1. Let us take R > 0 and w0 ∈ H1,
‖w0‖H1 6 R. Let BR+1 be the ball of radius R + 1 in XT , for some T > 0.
Thanks to Lemmas 4.1 and 4.2, since θ > 0 in (27), Φ maps BR+1 into itself
as soon as T is chosen small enough. Since θ0, θ1, θ2, θ3 > 0, Lemmas 4.3 and
4.4 then ensure that Φ defines a contraction on BR+1, taking if necessary T
even smaller. Then, existence and uniqueness of a solution to (17) in XT

follows from a fixed point argument. Retaking all the arguments above with
XT = L∞

T H
1 ∩Lp0

T W
1,q0 replaced by C([0, T ], H1)∩Lp0

T W
1,q0, we deduce that

this solution belongs to C([0, T ], H1).
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The fixed point argument in the critical case. Let us now take care
of the case n = 3 or 4, α1 = α∗

1. Since θ = θ1 = θ2 = θ3 = 0 in Lemmas 4.2,
4.3 and 4.4, the argument we used for α1 < α∗

1 breaks down. However, since
max(1, 2α1 − 2) > 1, using Lemmas 4.1 and 4.2, Φ maps B2R into itself for
every w0 ∈ H1 with ‖w0‖H1 6 R, provided R and T are small enough. In a
similar way, taking R and T even smaller if necessary, Φ defines a contraction
on B2R, thanks to Lemmas 4.3 and 4.4, and because max(0, 2α1 − 3) > 0.

In order to complete the proof of Theorem 4.1, it remains to show the
uniqueness in C([0, T ], H1), as well as the Lipshitz-continuity of the flow. We
first prove this in the case n = 2 or n = 3, 4 and α1 < α∗

1.

Proof of Theorem 1.1: the uniqueness. Let T > 0 and w1, w2 ∈
C([0, T ], H1) be two solutions to (17) with initial data w1(0) = w2(0) = w0 ∈
H1. Then by Lemma 4.3, for T̃ 6 min(T, 1), defining θ̃ := min(1, θ0, θ1) > 0,

‖w1 − w2‖L∞

T̃
L2 + ‖w1 − w2‖L

p0
T̃

Lq0

6 CT̃ θ̃
(

‖w1 − w2‖L∞

T̃
L2 + ‖w1 − w2‖L

p0
T̃

Lq0

)

×
(
1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1 + (‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)max(1,2α1−2)
)
.

Since θ̃ > 0, we can choose T̃ small enough, in such a way that

CT̃ θ̃
(
1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1 + (‖w1‖L∞

T H1 + ‖w2‖L∞

T H1)max(1,2α1−2)
)
< 1,

which implies that w1 ≡ w2 on [0, T̃ ]. Since T̃ only depends on ‖w1‖L∞

T H1 +

‖w2‖L∞

T H1 , we can reiterate this argument on small intervals of length T̃ until
the whole interval [0, T ] is recovered. This proves the uniqueness of a solution
to (17) in C([0, T ], H1).

We next prove that if for some T > 0, w ∈ C([0, T ], H1) solves (17),
then w ∈ XT . Let T > 0 and w ∈ C([0, T ], H1) be a solution to (17).
Let us define R0 := ‖w‖L∞

T H1 . From the contraction argument developped
above, we deduce that there exists T (R0) > 0 such that for every data in
the ball of radius R0 in H1, there exists an unique solution in XT (R0) with
this initial condition. It is the unique solution in C([0, T (R0)], H

1) with
that initial data. Thanks to this argument, for every k ∈ N such that Ik :=
[kT (R0), (k+1)T (R0)]∩[0, T ] 6= ∅, there exists wk ∈ C(Ik, H

1)∩Lp0(Ik,W
1,q0)

which solves (17), with wk(kT (R0)) = w(kT (R0)). The uniqueness of the
solution in C(Ik, H

1) implies that w coincides with wk on Ik. In particular,
w|Ik

∈ Lp0(Ik,W
1,q0), and thus w ∈ XT .
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Next, we prove the local Lipshitz continuity of the flow, in the sub-critical
case.

Proof of the local Lipschitz continuity of the flow in the sub-critical

case. We first define R = ‖w‖L∞

T H1 + 1. The contraction argument we em-
ployed above ensures that there exists T (R) ∈ (0, 1) such that for every data
w̃0 in the ball of radius R in H1, there exists an unique solution to (17) (with
w0 replaced by w̃0) inXT (R). This solution has been obtained by a contraction
argument in the ball of radius R+ 1 in XT (R). In particular, its XT (R)-norm
is less than R+ 1. Thus, if w0,k ∈ H1 satisfies ‖w0,k − w(kT (R))‖H1 6 1 for
some k ∈ N such that kT (R) 6 T , there exists wk ∈ XT (R) solving (17) (with
w0 replaced by w0,k). Defining θ4 = min(θ0, θ1, θ2, θ3) > 0, slightly modified
versions of Lemmas 4.3 and 4.4 yield

‖wk − w(kT (R) + .)‖XT (R)

6 C‖w0,k − w(kT (R))‖H1 + C‖wk − w(kT (R) + .)‖XT (R)
T (R)θ4(1 +Rmax(1,2α1−1)),

where C > 0. Up to a change of T (R), one may assume that

CT (R)θ4(1 +Rmax(1,2α1−1)) 6 1/2,

in such a way that

‖wk − w(kT (R) + .)‖XT (R)
6 2C‖w0,k − w(kT (R))‖H1.

If w̃0 satisfies ‖w̃0 − w0‖H1 6 (1/max(1, 2C))⌈
T

T (R)⌉, a solution w̃ to (17)
with w0 replaced by w̃0 may be constructed step by step by this argument,
recovering [0, T ] by intervals of length T (R). We deduce that T ∗(w̃0) >

T ∗(w0) > T . Moreover,

‖w − w̃‖XT
. ‖w̃0 − w0‖H1,

which completes the proof of the local Lipshitz continuity of the flow if n = 2
or n = 3, 4 and α1 < α∗

1.

Proof of Theorem 1.3: the uniqueness. In the critical case n = 3, 4
and α1 = α∗

1, let as before be T and R small enough such that Φ defines a
contraction on B2R. Let w1, w2 ∈ C([0, T ], H1) be two solutions to (17) with
the same initial condition w0 ∈ H1, which satisfies ‖w0‖H1 6 R. Defining
θ̃ = min(1, θ0), Lemma 4.3 provides, replacing T by min(T, 1),

‖w1 − w2‖L∞

T L2 + ‖w1 − w2‖L
p0
T Lq0 6 C(‖w1 − w2‖L∞

T L2 + ‖w1 − w2‖L
p0
T Lq0 )

×(T θ̃(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1) + (4R)2α∗

1−2).
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Taking T and R even smaller if necessary, one may assume that

C(T θ̃(1 + ‖w1‖L∞

T H1 + ‖w2‖L∞

T H1) + (4R)2α∗

1−2) < 1,

which implies that w1 ≡ w2 on [0, T ].

Proof of Theorem 1.3: the local Lipschitz continuity of the flow.

Let w ∈ XT be a solution to (17), with ‖w0‖H1 6 R/2. Let w̃0 ∈ H1 be
such that ‖w0 − w̃0‖H1 6 R/2. Previous results ensure that there exists
w̃ ∈ XT which is a solution to (17) with w0 replaced by w0. Then, taking
θ̌ = min(1, 1/p′, θ0), modified versions of Lemmas 4.3 and 4.4 yield

‖w − w̃‖XT
6 C‖w0 − w̃0‖H1 + CT θ̌‖w − w̃‖XT

(1 + ‖w‖L∞

T H1 + ‖w̃‖L∞

T H1)2α∗

1−2

+C‖w − w̃‖XT
(‖w‖XT

+ ‖w̃‖XT
)2α∗

1−2

+C‖w − w̃‖XT
(1 + ‖w‖L∞

T H1 + ‖w̃‖L∞

T H1)(‖w‖XT
+ ‖w̃‖XT

)2α∗

1−3

6 C‖w0 − w̃0‖H1 (52)

+C‖w − w̃‖XT
(T θ̌(1 + 4R)2α∗

1−2 + (4R)2α∗

1−2 + (1 + 4R)(4R)2α∗

1−3).

Choosing T and R even smaller if necessary, one may assume that

C(T θ̌(1 + 4R)2α∗

1−2 + (4R)2α∗

1−2 + (1 + 4R)(4R)2α∗

1−3) < 1/2.

Under this condition, (52) induces the Lipshitz continuity of the flow on small
intervals of time.

5 The global well-posedness

As it was remarked at the end of section 3, Theorem 1.1 has already been
proved in the one-dimensional case. This section is devoted to the proof
of a persistency result which, once combined with the results of the pre-
vious sections, will give the global well-posedness of (17) in H1, for di-
mensions n = 2, 3, 4, in the sub-critical case. In the following, (n,m) =
(2, 2), (3, 2) or (4, 3).

Let w0 ∈ Hm, and T ∗
m(w0) > 0 be the maximal time of existence of a

solution w to (3) in Hm(Rn), given by Theorem 2.1, in such a way that
‖w(t)‖Hm −→

t↑T ∗

m(w0)
∞ if T ∗

m(w0) is finite. We also define

T ∗
1 (w0) = sup{T > 0, there exists a solution to (17) in XT}.

Since C([0, T ], Hm) ⊂ XT , it is clear that T ∗
m(w0) 6 T ∗

1 (w0). Let us as-
sume by contradiction that T ∗

m(w0) < T ∗
1 (w0). In particular, T ∗

m(w0) < ∞.
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The uniqueness result in Theorem 4.1 ensures that w is the restriction to
[0, T ∗

m(w0)) of a function which lives in XT ∗

1 (w0)−ε, for every ε ∈ (0, T ∗
1 (w0) −

T ∗
m(w0)). The results of section 3 ensure that ‖w(t)‖H1 remains bounded on

[0, T ∗
m(w0)). Therefore

∑

26|α|6m

‖∂αw(t)‖L2 → ∞ as t ↑ T ∗
m(w0).

Let us differentiate (3) twice, in directions xj and xk. Using also the
Taylor formula, it follows that ∂2

j,kw solves

i∂t∂
2
j,kw + ∆∂2

j,kw

= −∆∂2
j,kφ− f(|φ|2)∂2

j,k(φ+ w) − 2Re
[
∂2

j,k(φ+ w)φ
]
f ′(|φ|2)φ } g0(t)

−2
∫ 1

0
Re
[
wφ+ sw

]
f ′(|φ+ sw|2)ds∂2

j,k(φ+ w)

−2
∫ 1

0
Re
[
∂2

j,k(φ+ w)w
]
f ′(|φ+ sw|2)(φ+ sw)ds

−4
∫ 1

0
Re
[
∂2

j,k(φ+ w)φ+ sw
]
Re
[
wφ+ sw

]
f ′′(|φ+ sw|2)(φ+ sw)ds

−2
∫ 1

0
Re
[
∂2

j,k(φ+ w)φ+ sw
]
f ′(|φ+ sw|2)wds







g1(t)

−2Re
[
∂k(φ+ w)φ+ w

]
∂j(φ+ w)f ′(|φ+ w|2)

−2Re
[
∂j(φ+ w)φ+ w

]
∂k(φ+ w)f ′(|φ+ w|2)

−2Re

[

∂j(φ+ w)∂k(φ+ w)
]

(φ+ w)f ′(|φ+ w|2)
−4Re

[
∂j(φ+ w)φ+ w

]
Re
[
∂k(φ+ w)φ+ w

]
f ′′(|φ+ w|2)(φ+ w).







g2(t)

It follows from the Strichartz estimates (19) and (20) that for T < T ∗
m(w0),

‖∂2
j,kw‖L∞

T L2 6 ‖∂2
j,kw0‖L2 + ‖g0‖L1

T L2 + ‖g1‖Lp′

T Lq′ + ‖g2‖Lp′

T Lq′ , (53)

where p′, q′ are given by (23). First,

‖g0‖L1
T L2 . T (1 + ‖∂2

j,kw‖L∞

T L2) . (54)

Next,

|g1(s)| . |w|(1 + |w|max(0,2α1−3))|∂2
j,k(φ+ w)|,

while

|g2(s)| . (1 + |w|max(0,2α1−3))|∂j(φ+ w)||∂k(φ+ w)| (55)

. (1 + |w|max(1,2α1−3))|∂j(φ+ w)||∂k(φ+ w)|. (56)

Then, using arguments developped in the proof of Lemma 4.2 to control
‖G2(w)‖

Lp′

T Lq′ , we obtain
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‖g1‖Lp′

T Lq′ . ‖∂2
j,k(φ+ w)‖L∞

T L2(‖w‖
Lp′

T Lβ + ‖w‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T Lβ max(1,2α1−2)

)

. ‖∂2
j,k(φ+ w)‖L∞

T L2(T 1/p′‖w‖L∞

T H1 + T θ‖w‖max(1,2α1−2)
XT

), (57)

where β and θ are the same as in Lemma 4.2. Using (56), we also have

‖g2‖Lp′

T Lq′ . T 1/p′‖∂j(φ+ w)‖L∞

T L2q′‖∂k(φ+ w)‖L∞

T L2q′

+‖∂j(φ+ w)∂k(φ+ w)|w|max(1,2α1−3)‖
Lp′

T Lq′ (58)

From now on, we distinguish the cases n = 2, n = 3 and n = 4. For n = 2,
thanks to Hölder, Sobolev and Gagliardo-Nirenberg inequalities, (58) yields

‖g2‖L
4/3
T L4/3 . T 3/4(1 + ‖w‖L∞

T H1)3/2(1 + ‖∆w‖L∞

T L2)1/2

+T 3/4(1 + ‖w‖L∞

T H1)(1 + ‖∆w‖L∞

T L2)‖w‖max(1,2α1−3)

L∞

T H1 . (59)

For n = 3, the same arguments yield

‖g2‖L2
T L6/5 . T 1/2(1 + ‖w‖L∞

T H1)3/2(1 + ‖∆w‖L∞

T L2)1/2

+T
1
2
−

max(1,2α1−3)
s (1 + ‖w‖L∞

T H1)(1 + ‖∆w‖L∞

T L2)‖w‖max(1,2α1−3)
Ls

T W 1,r , (60)

where s and r are chosen in such a way that

(i) 2
s

+ 3
r

= 3
2
,

(ii) 1
r
− 1

3
6 1

6max(1,2α1−3)
,

(iii) 1
2
− max(1,2α1−3)

s
> 0.

These conditions may be satisfied, provided α1 < 3.
For n = 4, we deduce from (55) and the Gagliardo-Nirenberg inequality

that if α1 6 3/2,

‖g2‖L2
T L4/3 . T 1/2‖∂j(φ+ w)‖L∞

T L8/3‖∂k(φ+ w)‖L∞

T L8/3

. T 1/2(1 + ‖w‖L∞

T H1)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2), (61)
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while if α1 > 3/2 (and α1 < 2),

‖g2‖L2
T L4/3 . T 1/2(1 + ‖w‖L∞

T H1)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2)

+‖∂j(φ+ w)∂k(φ+ w)|w|2α1−3‖L2
T L4/3 . (62)

Let us fix ε := 1
2α1−3

− 1 > 0. Then by Hölder,

‖∂j(φ+ w)∂k(φ+ w)|w|2α1−3‖L2
T L4/3

6 ‖|∇(φ+ w)| 1
1+ε‖L2

T L4(1+ε)‖|∇(φ+ w)| 1+2ε
1+ε ‖

L∞

T L
4 1+ε
1+3ε

‖|w|2α1−3‖L∞

T L4(1+ε)

= ‖∇(φ+ w)‖
1

1+ε

L
2

1+ε
T L4

‖∇(φ+ w)‖
1+2ε
1+ε

L∞

T L
4 1+2ε
1+3ε

‖w‖2α1−3
L∞

T L4 (63)

Next, the Hölder inequality in time yields

‖∇(φ+ w)‖
1

1+ε

L
2

1+ε
T L4

. T
1

1+ε
( 1+ε

2
− 1

2
)‖∇(φ+ w)‖

1
1+ε

L2
T L4 = T

ε
2(1+ε) ‖∇(φ+ w)‖

1
1+ε

L2
T L4 .(64)

It follows from the Gagliardo-Nirenberg inequality that

‖∇(φ+ w)‖
1+2ε
1+ε

L∞

T L
4 1+2ε
1+3ε

. ‖∇(φ+ w)‖
ε

1+ε

L∞

T L2‖∆(φ+ w)‖L∞

T L2 , (65)

and by Sobolev

‖w‖2α1−3
L∞

T L4 . ‖w‖2α1−3
L∞

T H1 . (66)

We deduce from (62), (63), (64), (65) and (66) that if α1 > 3/2,

‖g2‖L2
T L4/3 . T 1/2(1 + ‖w‖L∞

T H1)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2)

+T
ε

2(1+ε) ‖∇(φ+ w)‖
1

1+ε

L2
T L4‖∇(φ+ w)‖

ε
1+ε

L∞

T L2‖∆(φ+ w)‖L∞

T L2‖w‖2α1−3
L∞

T H1 . (67)

Concatenating (53), (54), (57), as well as (59), (60), (61) or (67), and
summing over the indices of length 2, we get

∑

|α|=2

‖∂αw‖L∞

T L2 .
∑

|α|=2

‖∂αw0‖L2 + T (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)

+(T 1/p′‖w‖L∞

T∗

k
(w0)

H1 + T θ‖w‖max(1,2α1−2)
XT∗

k
(w0)

)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2)

+







T 1/p′(1 + ‖w‖L∞

T∗

k
(w0)

H1)3/2(1 +
∑

|α|=2 ‖∂αw‖L∞

T L2)1/2

+T θ̃(1 + ‖w‖L∞

T∗

k
(w0)

H1)‖w‖max(1,2α1−3)
XT∗

k
(w0)

if n = 2, 3

+T θ̌(1 + ‖w‖XT∗

k
(w0)

)‖w‖max(0,2α1−3)
XT∗

k
(w0)

(1 +
∑

|α|=2 ‖∂αw‖L∞

T L2) if n = 4,

(68)
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where θ̃, θ̌ > 0. Thus there exists a small T0 > 0 depending only on
‖w‖XT∗

k
(w0)

<∞ such that

∑

|α|=2

‖∂αw‖L∞

T0
L2 6 C(‖w‖XT∗

k
(w0)

) + C
∑

|α|=2

‖∂αw0‖L2,

where C > 0 and C(‖w‖XT∗

k
(w0)

) only depends on ‖w‖XT∗

k
(w0)

. Recover-

ing [0, T ∗
k (w0)] by a finite number of intervals of length T0, it follows that

∑

|α|=2 ‖∂αw‖L∞

T L2 remains bounded as T ↑ T ∗
k (w0). This is a contradiction

in dimensions n = 2 and n = 3.

For n = 4, we need to control the derivatives of order 3 of w. Denoting by
∂3w one of these derivatives, ∂3w solves an equation which may be written
as

i∂t∂
3w + ∆∂3w = f0 + f1 + f2 + f3,

where

|f0(t)| . |∆∂3φ| + |φ|2|f ′(|φ|2)|∂3(φ+ w)| + |f(|φ|2)||∂3(φ+ w)|,

|f1(t)| . |∂(φ+w)|3
[
|f ′(|φ+ w|2)| + |φ+ w|2|f ′′(|φ+ w|2)| + |φ+ w|4|f ′′′(|φ+ w|2)|

]
,

|f2(t)| . |∂2(φ+ w)||∂(φ+ w)|
[
|φ+ w||f ′(|φ+ w|2)| + |φ+ w|3|f ′′(|φ+ w|2)|

]

. |∂2(φ+ w)||∂(φ+ w)|(1 + |w|max(0,2α1−3)) (69)

and

|f3(t)| . |∂3(φ+ w)|
∫ 1

0

[
|φ+ sw||f ′(|φ+ sw|2)| + |φ+ sw|3|f ′′(|φ+ sw|2)|

]
ds|w|

. |∂3(φ+ w)||w|(1 + |w|max(0,2α1−3)). (70)

Thanks to the Strichartz estimates (19) and (20), for T < T ∗
3 (w0),

‖∂3w‖L∞

T L2 . ‖∂3w0‖L2 + ‖f0‖L1
T L2 + ‖f1‖L2

T L4/3 + ‖f2‖L2
T L4/3 + ‖f3‖L2

T L4/3 .(71)

Next,

‖f0‖L1
T L2 . T (1 + ‖∂3w‖L∞

T L2). (72)
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Since α1 < 2, (Hα1,α2) implies that r 7→ r2f ′′′(r), r 7→ rf ′′(r) and f ′ are
bounded. Thus

‖f1‖L2
T L4/3 . ‖∂(φ + w)‖3

L6
T L4 . T 1/2‖∂(φ+ w)‖3

L∞

T H1 . (73)

Using (69), we get

‖f2‖L2
T L4/3 . T 1/2‖∂2(φ+ w)‖L∞

T L2‖∂(φ+ w)‖L∞

T L4

+

{
0 if α1 6 3/2
‖∂2(φ+ w)∂(φ+ w)|w|2α1−3‖L2

T L4/3 if α1 > 3/2
,(74)

where, by Hölder and Sobolev, if α1 > 3/2, choosing ε = 2α1 − 3 ∈ (0, 1),

‖∂2(φ+ w)∂(φ+ w)|w|2α1−3‖L2
T L4/3

. T 1/2‖∂2(φ+ w)‖L∞

T L2‖∂(φ + w)‖
L∞

T L
4

1−ε
‖|w|2α1−3‖

L∞

T L
4
ε

. T 1/2(1 + ‖∂2w‖L∞

T L2)‖∂(φ + w)‖L∞

T H2‖w‖2α1−3
L∞

T H1 . (75)

Thanks to (70) and Sobolev,

‖f3‖L2
T L4/3 . T 1/2‖∂3(φ+ w)‖L∞

T L2

(

‖w‖L∞

T L4 + ‖w‖max(1,2α1−2)

L∞

T L4 max(1,2α1−2)

)

. T 1/2(1 + ‖∂3w‖L∞

T L2)(‖w‖L∞

T H1 + ‖w‖max(1,2α1−2)

L∞

T H2 ) (76)

Concatenating (71), (72), (73),(74), (75), (76) and summing over the indices
of length 3, we get
∑

|α|=3

‖∂αw‖L∞

T L2.
∑

|α|=3

‖∂αw0‖L2 + T (1 +
∑

|α|=3

‖∂αw‖L∞

T L2) + T 1/2(1 + ‖w‖L∞

T∗

3 (w0)
H2)3

+T 1/2(1 + ‖∂2w‖L∞

T∗

3
L2)(1 + ‖w‖L∞

T∗

3
(w0)

H2 +
∑

|α|=3

‖∂αw‖L∞

T L2)(1 + ‖w‖L∞

T∗

3
(w0)

H2)max(0,2α1−3)

+T 1/2(1 +
∑

|α|=3

‖∂αw‖L∞

T L2)(‖w‖L∞

T∗

3 (w0)
H1 + ‖w‖max(1,2α1−2)

L∞

T∗

3 (w0)
H2 ).

Therefore there exists T1 > 0 sufficiently small and C(‖w‖L∞

T∗

3
(w0)

H2) > 0,

both depending only on ‖w‖L∞

T∗

3
(w0)

H2 <∞ such that

∑

|α|=3

‖∂αw‖L∞

T L2 .
∑

|α|=3

‖∂αw0‖L2 + C(‖w‖L∞

T∗

3 (w0)
H2).

We can recover [0, T ∗
3 (w0)] by a finite number of intervals of length T1,

and thus
∑

|α|=3

‖∂αw‖L∞

T L2 remain bounded as T ↑ T ∗
3 (w0). We have obtained

a contradiction in the four dimensional case.
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We are now ready to prove the global well-posedness of (3). Let w0 ∈
H1(Rn), n = 2, 3 or 4, and T > 0 be such that there exists a solution
w ∈ C([0, T ], H1) to (3) with initial data w0 (such a T exists thanks to
Theorem 4.1). Let us take a sequence (w0,n)n ⊂ Hk (k = 2 if n = 2, 3,
while k = 3 if n = 4) which converges to w0 in H1. By the lower semi-
continuity of T ∗

1 (which is a byproduct of the local Lipshitz continuity of
the flow map), T ∗

1 (w0,n) > T ∗
1 (w0) > T for n large. We have just seen that

T ∗
k (w0,n) = T ∗

1 (w0,n). Therefore for n large, the energy is conserved for wn

on [0, T ]. Namely, for all t ∈ [0, T ], E(wn(t)) = E(w0,n), where

E(w) =

∫

Rn

|∇(φ+ w)|2dx+

∫

Rn

V (|φ+ w|2)dx.

Moreover, wn → w in XT . The map w 7→ V (|φ+w|2) is continuous from H1

into L1, as it can easily be deduced from (10), (11), Sobolev embeddings and
the first condition in (Hα1,α2). It follows that for every t ∈ [0, T ], E(w(t)) =
E(w0). Moreover, for every t ∈ [0, T ], Lemmas 3.2 and 3.3 give the estimates

||wn(t)||2L2 6 (1 + ||w0,n||2L2)eC3t

and
||∇(φ+ wn(t))||2L2 6 C1(1 + (1 + ||w0,n||2L2)eC3t).

Passing to the limit n → ∞, these inequalities remains true for wn replaced
by w, for every t ∈ [0, T ]. It follows that the H1 norm of w remains bounded
on bounded intervals.

The proof of Theorem 1.1 will be complete if we show the Lipshitz con-
tinuity of the flow on bounded sets of H1. That is what we next do.

Proof of the Lipshitz continuity of the flow. Let T > 0, R > 0 and
w0, w̃0 ∈ H1 with H1 norm less than R. Let w, w̃ ∈ C([0, T ], H1) be the
associated solutions to (3). Then, as in the proof of the local Lipshitz conti-
nuity of the flow we gave in the previous section, slightly modified versions
of Lemmas 4.3 and 4.4 yield for T̃ 6 T ,

‖w − w̃‖XT̃
6 C‖w0 − w̃0‖H1

+CT̃ θ‖w − w̃‖XT̃
(‖w‖XT

+ ‖w̃‖XT
+ ‖w‖max(1,2α1−2)

XT
+ ‖w̃‖max(1,2α1−2)

XT
)

Thanks to our estimation on the H1 norm of w, ‖w‖L∞

T H1 and ‖w̃‖L∞

T H1 are
majored by a quantity which only depends on R and T . So are ‖w‖XT

and
‖w̃‖XT

, because of the same arguments we used in the previous section to
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prove the local Lipshitz continuity of the flow. Thus there exists h(R, T ) > 0
such that

‖w‖XT
+ ‖w̃‖XT

+ ‖w‖max(1,2α1−2)
XT

+ ‖w̃‖max(1,2α1−2)
XT

6 h(R, T ).

Choosing T̃ > 0 small enough such that

CT̃ θh(R, T ) 6 1/2,

we obtain
‖w − w̃‖XT̃

6 2C‖w0 − w̃0‖H1.

Next, recovering [0, T ] by small intervals of length T̃ and repeating this ar-
gument on each of these intervals, we get

‖w − w̃‖L∞

T H1 6 (2C)⌈T
eT
⌉‖w0 − w̃0‖H1 ,

which completes the proof. �

6 Well-posedness in the energy space

This section is devoted to the well-posedness in the energy space. We prove
Proposition 1.1 and Theorem 1.5, using arguments developed in [Ge].

6.1 Decomposition of a data in the energy space

Here, following P. Gérard, we give a proof of Proposition 1.1.

Let us take u in the energy space

E = {u ∈ H1
loc(R

n),∇u ∈ L2(Rn), ρ0 − |u|2 ∈ L2(Rn)}.

Let χ ∈ C∞
c (C) be such that 0 6 χ 6 1, χ(z) ≡

{
1 if |z| 6

√
2ρ0

0 if |z| >
√

3ρ0
. We

also choose ρ ∈ C∞
c (Rn) such that

∫

Rn ρ = 1, 0 6 ρ 6 1 and ρ is supported
in the ball of radius 1.

We first decompose u as

u = (1 − χ)(u)u+ χ(u)u.

As it was mentioned by P. Gérard in [Ge], we have on the one side (1 −
χ)(u)u ∈ H1(Rn), and on the other side χ(u)u ∈ L∞(Rn), ∇(χ(u)u) ∈
L2(Rn), and thus χ(u)u ∈ H1

loc(R
n). Moreover, the choice of χ ensures

||χ(u)u|2 − ρ0| = ||u|2 − ρ0| if |u|2 6 2ρ0,
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while if |u|2 > 2ρ0, one has
∣
∣|χ(u)u|2 − ρ0

∣
∣ = max(χ(u)2|u|2 − ρ0, ρ0 − χ(u)2|u|2)

6 max(|u|2 − ρ0, ρ0) 6 |u|2 − ρ0.

In all these cases, we have ||χ(u)u|2 − ρ0| 6 ||u|2 − ρ0|. Therefore χ(u)u ∈ E.
Next, we split χ(u)u as

χ(u)u = ρ ∗ (χ(u)u) + (χ(u)u− ρ ∗ (χ(u)u)).

Since χ(u)u ∈ X1(Rn), it is clear that ψ := ρ ∗ (χ(u)u) ∈ C∞
b (Rn) and

∇ψ ∈ H∞(Rn). In order to prove Proposition 1.1, it remains to verify that
|ψ|2 − ρ0 ∈ L2(Rn) and χ(u)u − ψ ∈ H1(Rn). Since χ(u)u ∈ E, this is a
consequence of the next two lemmas, which have been proved in [Ge].

Lemma 6.1 If v ∈ E, |ρ ∗ v|2 − ρ0 ∈ L2

Lemma 6.2 If v ∈ E, v − ρ ∗ v ∈ H1.

Proof of Lemma 6.1. This was proved in [Ge]. We recall the arguments.

|(ρ ∗ v)(x)|2 − ρ0 =

∫

Rn

∫

Rn

ρ(x− y)ρ(x− ỹ)(v(y)v(ỹ) − ρ0)dydỹ

= ρ ∗ (|u|2 − ρ0)
︸ ︷︷ ︸

∈L2

(x) + r(x),

where

r(x) =

∫

Rn

∫

Rn

ρ(x− y)ρ(x− ỹ)v(y)(v(ỹ) − v(y))dydỹ

=

∫

Rn

∫

Rn

ρ(x− y)ρ(x− ỹ)v(y)

∫ 1

0

(ỹ − y)∇v(y + s(ỹ − y))dsdydỹ

=

∫

Rn

∫

Rn

ρ(x− y)ρ(x− y − a)v(y)

∫ 1

0

a∇v(y + sa)dsdyda

=

∫ 1

0

∫

|a|62

a

(∫

Rn

ρa(x− y)v(y)∇v(y + sa)dy

)

dads,

where ρa(z) = ρ(z)ρ(z − a).
As it was mentioned in [Ge], for every positive integer n, E ⊂ X1(Rn) +

H1(Rn). In particular,

E ⊂







L∞ if n = 1
L∞ + L6 if n = 2

L∞ + L
2n

n−2 if n > 3
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since ∇v ∈ L2, the Hölder inequality yields

v∇v(.+ sa) ∈







L2 if n = 1
L2 + L3/2 if n = 2

L2 + L
n

n−1 if n > 3

,

with the norm of v∇v(.+ sa) in the corresponding space uniformly bounded
in s and a. Next, 1

2
= 1

p
+ 1

q
− 1, with respectively q = 2, 3/2, n

n−1
, yields

respectively p = 1, 6/5, 2n
n+2

∈ [1,∞]. ρa belongs to all these Lp spaces, with
norm uniformly bounded in a. Therefore the Young inequality implies that
the map

x 7→
∫

Rn

ρa(x− y)u(y)∇u(y + sa)dy

belongs to L2(Rn), and the Lemma has been proved. �

Proof of Lemma 6.2. It is clear that ∇(v − ρ ∗ v) ∈ L2. Let us verify
that v − ρ ∗ v ∈ L2. Thanks to the properties of ρ,

∫

Rn

|ρ ∗ v(x) − v(x)|2dx =

∫

Rn

∣
∣
∣
∣

∫

Rn

ρ(y)(v(x− y) − v(x))dy

∣
∣
∣
∣

2

dx

=

∫

Rn

∣
∣
∣
∣

∫

Rn

ρ(y)

∫ 1

0

−y∇v(x− sy)dsdy

∣
∣
∣
∣

2

dx

6

∫

Rn

∫

Rn

ρ(y)

∣
∣
∣
∣

∫ 1

0

y∇v(x− sy)ds

∣
∣
∣
∣

2

dydx

6

∫

Rn

∫

Rn

ρ(y)

∫ 1

0

|∇v(x− sy)|2dsdydx 6 ||∇v||2L2.

�

6.2 Uniqueness in the energy space.

Using arguments introduced by P. Gérard in [Ge], we prove here Theorem
1.5. In this section, χ denotes a cutoff function: χ ∈ C∞

c (C), 0 6 χ 6 1, and

χ(z) ≡
{

1 for |z| 6 1,
0 for |z| > 2.

If µ > 0, we also denote χµ(z) = χ(z/µ). We first state some elementary
lemmas about the Lp + Lq spaces. The proofs are in the appendix.
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Lemma 6.3 Let 1 6 p < q 6 ∞ and f ∈ Lp + Lq. Let fp ∈ Lp and fq ∈ Lq

such that f = fp + fq. Then for every µ > 0 if q < ∞ (resp. µ > 2‖fq‖L∞

if q = ∞), χµ(f)f ∈ Lq and (1 − χµ)(f)f ∈ Lp. Moreover, we have the
estimates

‖χµ(f)f‖Lq 6

{

3µ1−p/q‖fp‖p/q
Lp + 2‖fq‖Lq if q <∞

2µ if q = ∞,

and

‖(1−χµ)(f)f‖Lp 6







‖fp‖Lp + µ
((

2
µ

)p

‖fp‖p
Lp +

(
2
µ

)q

‖fq‖q
Lq

)1/p

+
‖fq‖

q/p
Lq

µ
q−p

p
if q <∞

3‖fp‖Lp if q = ∞.

In particular, if fp 6= 0, fq 6= 0, defining µ0 as follows,

µ0 =







(
‖fq‖

q
Lq

‖fp‖
p
Lp

) 1
q−p

if q <∞
3‖fq‖L∞ if q = ∞,

(77)

we have

‖χµ0(f)f‖Lq 6 6‖fq‖Lq (78)

and

‖(1 − χµ0)(f)f‖Lp 6 (2 + (2p + 2q)1/p)‖fp‖Lp. (79)

Lemma 6.4 If |f | 6 |g| and g ∈ Lp + Lq for some p, q ∈ [1,∞], then
f ∈ Lp + Lq with ‖f‖Lp+Lq 6 C(p, q)‖g‖Lp+Lq , where C(p, q) > 0.

Lemma 6.5 Let 1 6 p1 < p < p2 6 ∞. Then Lp ⊂ Lp1 + Lp2, with a
continuous embedding.

Lemma 6.6 Let 1 6 p1 < p2 6 ∞, 1 6 q1 < q2 6 ∞, f = f1 + f2, where

fj ∈ Lpj and g = g1 + g2, where gj ∈ Lqj . Then fg ∈ L
p1q1

p1+q1 + L
p2q2

p2+q2 , and

‖fg‖
L

p1q1
p1+q1 +L

p2q2
p2+q2

6 C‖f‖Lp1+Lp2‖q‖Lq1+Lq2 ,

where C > 0 depends only on the pj and the qj.
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Proof of Theorem 1.5. Let T > 0, u0 ∈ E, u ∈ C([0, T ], E) be as in the
statement of the theorem and v ∈ u0 + C(R, H1) ⊂ C(R, E) the solution to
(1) given by Theorem 1.2. Then, for every t ∈ [0, T ],

v(t) − u(t) = −i
∫ t

0

ei(t−s)∆ [G(v(s)) −G(u(s))] ds, (80)

where G(u) = −f(|u|2)u. Next,

G(v) −G(u) = (|u|2 − ρ0)(u− v)

∫ 1

0

f ′(ρ0 + s(|u|2 − ρ0))ds

+v(|u|2 − |v|2)
∫ 1

0

f ′(|v|2 + s(|u|2 − |v|2))ds. (81)

The Sobolev embeddings ensure that u, v ∈ L∞ + H1 ⊂ L∞ + Lq0, where
q0 > 2 is as large as we want it to be if n = 2, q0 = 6 if n = 3 and
q0 = 4 if n = 4. The first assertion in (Hα1,α2) ensures that for s ∈ [0, 1],
|f ′(ρ0 + s(|u|2 − ρ0))| 6 C(1 + |u|2)max(0,α1−2), where C > 0. Thus, thanks

to Lemma 6.4, f ′(ρ0 + s(|u|2 − ρ0)) ∈ L∞ + L
q0

2 max(0,α1−2) . In a similar way,

f ′(|v|2 + s(|u|2 − |v|2)) ∈ L∞ + L
q0

2 max(0,α1−2) . It follows from Lemma 6.6 that

G(v) −G(u) ∈ L2 + Lq′ ,

where 1
q′

= 2max(0,α1−2)
q0

+ 1
2

+ 1
q0
. For n = 2, q0 is chosen large enough such

that q′ > 1. For n = 3, q′ = 6/max(4, 2α1) > 6/5 only if α1 6 5/2, while for
n = 4, q′ = 4/3. From (81), Lemma 6.6, Sobolev embeddings and Lemma
6.4 we deduce

‖G(v) −G(u)‖L2+Lq′ . (1 + ‖u‖X1+H1)2max(0,α1−2)‖u− v‖X1+H1dE(u,
√
ρ0)

+‖v‖X1+H1dE(u, v)(1 + ‖u‖X1+H1 + ‖v‖X1+H1)2max(0,α1−2).(82)

Since u, v ∈ C([0, T ], E), the right hand side in (82) is uniformly bounded on

[0, T ]. Therefore G(v)−G(u) ∈ L1
TL

2 + Lp′

T L
q′ , where (p, q) is an admissible

pair. Thus, it follows from (80) and the non-homogeneous Strichartz estimate
(20) that u−v ∈ C([0, T ], L2). Since u, v ∈ C([0, T ], E), we already know that
∇(u−v) ∈ C([0, T ], L2). Thus u−v ∈ C([0, T ], H1). The result follows for n =
2, n = 4, and n = 3 with the supplementary condition α1 6 5/2. Next, we
prove the result for n = 3, α1 ∈ (5/2, 3). In that case, (82) remains true, but
with q′ ∈ (1, 6/5), in sort that the non-homogeneous Strichartz estimate may
not be applied. However, we deduce from Lemma 6.3 and (82) that for every
µ > 0, χµ(G(v)−G(u))(G(v)−G(u)) ∈ L2 (and (1−χµ)(G(v)−G(u))(G(v)−
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G(u)) ∈ Lq′), with an L2 norm uniformly bounded on [0, T ] by a quantity
Q which only depends on µ, q′, supt∈[0,T ] ‖u(t)‖X1+H1 , supt∈[0,T ] ‖v(t)‖X1+H1 ,
supt∈[0,T ] dE(u(t), v(t)) and supt∈[0,T ] dE(u(t),

√
ρ0). Thus

‖χµ(G(v) −G(u))(G(v) −G(u))‖L1
T L2 (83)

6 TQ(µ, q′, sup
t∈[0,T ]

‖u(t)‖X1+H1, sup
t∈[0,T ]

‖v(t)‖X1+H1 , sup
t∈[0,T ]

dE(u(t), v(t)), sup
t∈[0,T ]

dE(u(t),
√
ρ0))

Next, the first assertion in (Hα1,α2) ensures |G(u)| . |u|(1 + |u|2)α1−1. Since

u ∈ L∞ + L6, Lemma 6.4 implies G(u) ∈ L∞ + L
6

2α1−1 . The same is true for
G(v), and we have

‖G(v) −G(u)‖
L∞+L

6
2α1−1

. (1 + ‖u‖X1+H1 + ‖v‖X1+H1)2α1−1.

The right hand side is uniformly bounded on [0, T ], thus, thanks to Lemma

6.3, (1−χ1)(G(v)−G(u))(G(v)−G(u)) ∈ Lp̃′

T L
q̃′ , where (p̃, q̃) is an admissible

pair, and q̃′ = 6
2α1−1

∈ (6/5, 3/2) if α1 ∈ (5/2, 3). We have shown that

G(v) − G(u) ∈ L1
TL

2 + Lp̃′

T L
q̃′ . As in the previous case, it follows from the

non homogeneous Strichartz estimate that u− v ∈ C([0, T ], H1). �

7 The case of an exterior domain

In this section, K denotes a smooth, compact, non-trapping, non-empty
obstacle in Rn, n = 2, 3, and Ω = Rn\K. The Strichartz estimates we used
in the previous sections on Rn fail when we are working on such an open set
Ω. However, N. Burq, P. Gérard and N. Tzvetkov obtained in [BGT] the
following Strichartz type estimates.

Proposition 7.1 For every pair (p, q) ∈ [2,∞] such that

1

p
+
n

q
=
n

2
, (84)

for every T > 0, there exists C(T ) > 0 such that for every v0 ∈ L2(Ω),

‖eit∆Dv0‖Lp
T Lq(Ω) 6 C(T )‖v0‖L2(Ω), (85)

and, if (p̃, q̃) satisfies (84) and moreover p > 2, p̃ > 2, then for every f ∈
Lp̃′

T L
q̃′(Ω),

‖
∫ t

0

ei(t−τ)∆Df(τ)dτ‖Lp
T Lq(Ω) 6 C(T )‖f‖

Lp̃′

T Lq̃′(Ω)
, (86)

where ∆D denotes the Dirichlet Laplacian. This is also true if ∆D is replaced
by the Neumann Laplacian ∆N .

38



These Strichartz type inequalities are sufficient to prove the global well-
posedness result for the initial value problem (5) stated in Theorem 1.6.

Proof of Theorem 1.6. The proof is very similar to that we made in the
case of Rn, so that we will only indicate the main changes. We only do it in
the Dirichlet case, exactly the same arguments value for the Neumann case.

As in section 7, we remark that a data u0 ∈ ED may be decomposed as
u0 = φ+ w0, where w0 ∈ H1

0 (Ω) and

φ ∈ C∞
b (Ω), ∇φ ∈ H∞(Ω), Suppφ ⊂ Ω\(V ∩ Ω), |φ|2 − ρ0 ∈ L2(Ω) .

Indeed, defining ũ0 as the extension of u0 to R
n by 0, the results of section

7 ensure that
ũ0 = φ̃+ w̃0 = (1 − χ)φ̃+ χφ̃+ w̃0 ,

where φ̃ satisfies (Hφ) and w̃0 ∈ H1(Rn). Then φ := ((1 − χ)φ̃)|Ω and

w0 := (χφ̃+ w̃0)|Ω satisfy the required conditions.
As in the case Ω = Rn, we can look a solution to (5) as u = φ + w,

where φ is as above and w(t) ∈ H1
0 (Ω). We are reduced to study the Cauchy

problem

{
i∂w

∂t
+ ∆Dw = F (w), (t, x) ∈ R × Ω

w(0) = w0
, (87)

where F (w) = −∆Dφ− f(|φ+ w|2)(φ+ w). Retaking the arguments devel-
opped in the proofs of Lemmas 2.1 and 2.2, it is easy to see that F maps
H2

0 (Ω) into H2(Ω) and that it is locally Lipshitz continuous. Moreover, if
w ∈ H2

0 (Ω) and (wn)n is a sequence in C∞
c (Ω) such that wn → w in H2(Ω),

F (wn) → F (w) in H2 and F (wn) ∈ Cc(Ω). Thus F (w) ∈ H2
0 (Ω). Therefore

F defines a locally Lipshitz continuous map from H2
0 (Ω) into itself.

Next, we remark that the operator A on H2
0(Ω) defined by

{
D(A) = {w ∈ H2

0 (Ω),∆Dw ∈ H2
0 (Ω)},

Aw = i∆Dw for w ∈ D(A)

generates a strongly continuous group etA which is the restriction of eit∆D

to H2
0 (Ω). Therefore the classical theory for nonlinear evolution equations

implies that for every w0 ∈ H2
0 (Ω), there exists a maximal time of existence

T ∗(w0) such that (87) has an unique mild solution w ∈ C([0, T ∗), H2
0(Ω)). If

w0 ∈ H4
0 (Ω), w ∈ C([0, T ∗), D(A)) ∩ C1((0, T ∗), H2

0 (Ω)).
As in Lemma 3.1, we obtain the conservation of the energy first for w0 ∈

H4
0 (Ω) and then for w0 ∈ H2

0 (Ω) by density of H4
0 (Ω) into H2

0 (Ω). One may
prove analogous results to Lemmas 3.2 and 3.3 with identical proofs.
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As in the Rn case, the local well-posedness is obtained by a fix point
argument for the functional

Φ(w) = eit∆Dw − i

∫ t

0

ei(t−s)∆DF (w(s))ds

in a space XT = L∞
T H

1 ∩Lp0

T W
1,q0, where (p0, q0) satisfies (84) and p0 > 2 is

close to 2. We begin by giving the analogous of the estimates established in
Lemmas 4.1, 4.2, 4.3 and 4.4.

In the sequel, ε0 > and ε′ > 0 satisfy the following conditions







ε0 < 1, ε′ < 1 if n = 2,
{
ε′ + max(1, 2α1 − 2)ε0 6 1
ε′ + ε0 6 4 − 2α1

if n = 3,
(88)

and p0, q0, p
′, q′ are defined by

p0 q0 p′ q′

n = 2
∣
∣
∣

2
1−ε0

> 2 4
1+ε0

< 4 2
1+ε′

< 2 4
3−ε′

> 4/3

n = 3
∣
∣
∣

2
1−ε0

> 2 6
2+ε0

< 3 2
1+ε′

< 2 6
4−ε′

> 3/2

(89)

Lemma 7.1 Let n = 2, 3, with α1 < 2 if n = 3, and let T0 > 0, w0 ∈ H1 .
Then there exists C > 0 such that for every w ∈ L∞

T H
1, T 6 T0,

‖Φ(w)‖L∞

T L2∩L
p0
T Lq0

6 ‖w0‖L2 + CT (1 + ‖w‖L∞

T L2) + CT 1/p′(‖w‖2
L∞

T H1 + ‖w‖max(2,2α1−1)

L∞

T H1 ).(90)

Lemma 7.2 Under the same assumptions, there exists C > 0 and θ > 0
such that for every w ∈ XT , T 6 T0,

‖∇Φ(w)‖L∞

T L2∩L
p0
T Lq0 6 ‖∇w0‖L2 + CT (1 + ‖∇w‖L∞

T L2)

+CT θ(1 + ‖w‖XT
)(‖w‖XT

+ ‖w‖max(1,2α1−2)
XT

). (91)

Lemma 7.3 Under the same assumptions that for Lemma 7.1, for every
w1, w2 ∈ L∞

T H
1, T 6 T0,

‖Φ(w1) − Φ(w2)‖L∞

T L2∩L
p0
T Lq0 . T‖w1 − w2‖L∞

T L2

+T 1/p′‖w1 − w2‖L∞

T H1(‖w1‖L∞

T H1 + ‖w2‖L∞

T H1 + ‖w1‖max(1,2α1−2)

L∞

T H1 + ‖w2‖max(1,2α1−2)

L∞

T H1 ). (92)
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Lemma 7.4 Under the same assumptions that for Lemma 7.1, there exists
θ1, θ2 > 0 such that for every w1, w2 ∈ XT , T 6 T0,

‖∇Φ(w1) −∇Φ(w2)‖L∞

T L2∩L
p0
T Lq0 . T‖∇(w1 − w2)‖L∞

T L2

+T θ1‖w1 − w2‖XT
(‖w1‖XT

+ ‖w2‖XT
)

+T θ2‖w1 − w2‖XT
(1 + ‖w1‖XT

+ ‖w2‖XT
)(1 + ‖w1‖max(0,2α1−3)

XT
+ ‖w2‖max(0,2α1−3)

XT
).

(93)

Proof of Lemma 7.1. Taking into account the new choice of parame-
ters p0, q0, p

′, q′ given by (89) and the new Strichartz estimates given in
Proposition 7.1, the proof is similar to that of Lemma 4.1. In dimension
2, the Sobolev embedding H1 ⊂ L2q′ and H1 ⊂ Lq′ max(2,2α1−1) are true be-
cause 2q′, q′ max(2, 2α1 − 1) ∈ [2,∞). In dimension 3, they are true because
ε′ 6 min(2, 5 − 2α1), which implies 2q′, q′ max(2, 2α1 − 1) 6 6. �

Proof of Lemma 7.2. The proof is rather similar to that of Lemma
4.2. ∇F may still be decomposed as G1 + G2. With the new parame-
ters p0, q0, p

′, q′, estimations (28), (29) and (30) remain true. In the two-
dimensional case, using (30) as we did it to obtain (31), we easily get

‖G2(w)‖
Lp′

T Lq′ . T 1/p′(1 + ‖w‖XT
)(‖w‖XT

+ ‖w‖max(1,2α1−2)
XT

). (94)

Let us give a little bit more details for the proof of a similar result in dimen-
sion three. Using (30), an estimation on the Lp′

T L
q′ norm of G2(w) may be

reduced to estimations on both ∇(φ + w)w and ∇(φ + w)|w|max(1,2α1−2) for
the same norm. Next, using the Hölder inequality and Sobolev embeddings
and taking into account the value of parameters p′ and q′ given by (89), it
follows that

‖∇(φ+ w)w‖
L

2
1+ε′

T L
6

4−ε′
. ‖∇(φ+ w)‖

L
2

1+ε′

T L
6

3−ε′
‖w‖L∞

T L6

. T
1+ε′

2
− ε′

2 ‖∇(φ+ w)‖
L

2
ε′
T L

6
3−ε′

‖w‖L∞

T H1

. T 1/2(1 + ‖w‖XT
)‖w‖XT

. (95)

For the very last inequality, we used that the pair ( 2
ε′
, 6

3−ε′
) satisfies (84) and

an interpolation argument as in Lemma 4.2. This can be done, provided
6

3−ε′
6 6

2+ε0
, which is equivalent to ε′ + ε0 6 1. This is a consequence of (88).
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The same arguments yield

‖∇(φ+ w)|w|max(1,2α1−2)‖
Lp′

T Lq′ . ‖∇(φ+ w)‖
Lp′

T Lβ1
‖|w|max(1,2α1−2)‖

L∞

T L
6

max(1,2α1−2)

. T
1
p′
− 1

s1 ‖∇(φ+ w)‖L
s1
T Lβ1‖w‖max(1,2α1−2)

L∞

T H1

. T
1
p′
− 1

s1 (1 + ‖w‖XT
)‖w‖max(1,2α1−2)

XT
, (96)

where β1 is given by 1/q′ = 1/β1 +max(1, 2α1−2)/6, and 1/s1 +3/β1 = 3/2.
(88) ensures that 2 6 β1 6 q0. Moreover, 1/p′−1/s1 = min(1, 4−2α1)/2 > 0.
Thanks to (28), (29), (94), (95) and (96), the lemma easily follows as in
Lemma 4.2. �

Proof of Lemma 7.3. We use the decomposition of F (w1)−F (w2) given
in the proof of Lemma 4.3. Inequalities (35), (36) and (37) are still valuable.
Using the same arguments that in the proof of Lemma 7.1 (in particular,
q′ max(2, 2α1 − 1) 6 6 in dimension 3), we obtain, for j = 1, 2,

‖|w1 − w2||wj|‖Lp′

T Lq′ . T
1
p′ ‖w1 − w2‖L∞

T H1‖wj‖L∞

T H1

and

‖|w1 − w2||wj|max(1,2α1−2)‖
Lp′

T Lq′ . T
1
p′ ‖w1 − w2‖L∞

T H1‖wj‖max(1,2α1−2)
L∞

T H1 .

The lemma follows. �

Proof of Lemma 7.4. We use the decomposition of ∇F (w1) − ∇F (w2)
into γ1 + γ2 + γ3 written in the proof of Lemma 4.4. Using (41) and (42)
(which remain true, with the new value of p′, q′, p0, q0), it suffices to control

the Lp′

T L
q′ norm of γ2 and γ3. This will be done thanks to estimates (43) and

(44) as follows. As in the proof of Lemma 7.2, for j = 1, 2, we get

‖∇(w1 − w2)|wj|‖Lp′

T Lq′ . T θ1‖w1 − w2‖XT
‖wj‖L∞

T H1 ,

‖(|∇φ|+|∇w1|+|∇w2|)(w1−w2)‖Lp′

T Lq′ . T θ1‖w1−w2‖XT
(1+‖w1‖XT

+‖w2‖XT
),

‖∇(w1 − w2)|wj|max(1,2α1−2)‖
Lp′

T Lq′ . T θ2‖w1 − w2‖XT
‖wj‖max(1,2α1−2)

XT
, (97)

as well as

‖(|∇φ| + |∇w1| + |∇w2|)(w1 − w2)(|w1| + |w2|)max(0,2α1−3)‖
Lp′

T Lq′

. T θ2‖w1 − w2‖XT
(1 + ‖w1‖XT

+ ‖w2‖XT
)(‖w1‖XT

+ ‖w2‖XT
)max(0,2α1−3),(98)
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where θ1 = θ2 = 1/p′ for n = 2, θ1 = 1/2 and θ2 = 1/p′ − 1/s1 = min(1, 4 −
2α1)/2 > 0 for n = 3. The Lemma easily follows. �

The local well posedness inXT may be deduced from Lemmas 7.1, 7.2, 7.3
and 7.4 as we did it in section 4 for the Rn subcritical case. The uniqueness
of a solution to (87) in C([0, T ], H1) and the Lipshitz continuity of the flow
may be proven as in section 4.

Next, we prove the global well-posedness result. The strategy is similar
to that we employed in Section 5 for the R

n case. As in Section 5, if w ∈
C([0, T ], H2

0 (Ω)) solves (87), then ∂2
j,kw solves

i∂t∂
2
j,kw + ∆∂2

j,kw = g0 + g1 + g2.

With the new choice of p′, q′ we made in (89), (53) and (54) are still valuable.
It remains to estimate ‖gj‖Lp′

T Lq′ , for j = 1, 2. In dimension 2, (57) remains

true (with θ = 1/p′), while it follows from the Gagliardo-Nirenberg inequality,
(56) and Hölder that

‖g2(s)‖Lq′ (Ω) . ‖∇(φ+ w)‖
3−ε′

2

L2(Ω)(1 +
∑

|α|=2

‖∂αw‖L2(Ω))
1+ε′

2

+‖w‖max(1,2α1−3)

L
4max(1,2α1−3)

1−ε′

‖∇(φ+ w)‖L2(Ω)(1 +
∑

|α|=2

‖∂αw‖L2(Ω)), (99)

which implies that

‖g2‖Lp′

T Lq′ . T 1/p′(1 + ‖w‖L∞

T H1)
3−ε′

2 (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)
1+ε′

2

+T 1/p′‖w‖max(1,2α1−3)

L∞

T H1 (1 + ‖w‖L∞

T H1)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2).(100)

In dimension 3, for j, k ∈ {1, 2, 3}, using the Hölder inequality, Sobolev
embeddings and an interpolation argument, we get

‖∂2
j,k(φ+ w)‖

Lp′

T Lq′ . ‖∂2
j,k(φ+ w)‖L∞

T L2‖w‖
Lp′

T Lβ

. (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)‖w‖
Lp′

T W 1,r1

. T 1/2(1 +
∑

|α|=2

‖∂αw‖L∞

T L2) ‖w‖L
s1
T W 1,r1

︸ ︷︷ ︸

.‖w‖XT

, (101)
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where 1/β = 1/q′ − 1/2 = (1 − ε′)/6, 1/r1 = 1/3 + 1/β = (3 − ε′)/6 and
1/s1 = 3/2 − 3/r1 = ε′/2. In a similar way,

‖∂2
j,k(φ+ w)|w|max(1,2α1−2)‖

Lp′

T Lq′

. ‖∂2
j,k(φ+ w)‖L∞

T L2‖w‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T Lβ max(1,2α1−2)

. (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)‖w‖max(1,2α1−2)

L
p′ max(1,2α1−2)
T W 1,r2

. T
1
p′
−

max(1,2α1−2)
s2 (1 +

∑

|α|=2

‖∂αw‖L∞

T L2) ‖w‖max(1,2α1−2)

L
s2
T W 1,r2

︸ ︷︷ ︸

.‖w‖
max(1,2α1−2)
XT

, (102)

with 1
r2

= 1
3

+ 1
β max(1,2α1−2)

= 2max(1,2α1−2)+1−ε′

6max(1,2α1−2)
, and r2 ∈ [2, q0] thanks to

(88). Moreover, 1
p′
− max(1,2α1−2)

s2
= min(1, 4 − 2α1)/2 > 0, because α1 < 2.

We also have by Hölder and Gagliardo-Nirenberg

‖|∇(φ+ w)|2‖
Lp′

T Lq′ . ‖∇(φ+ w)‖
Lp′

T Lq0
‖∇(φ+ w)‖L∞

T Lq̌

. ‖∇(φ+ w)‖
Lp′

T Lq0
‖∇(φ+ w)‖

1−ε0−ε′

2

L∞

T L2 (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)
1+ε0+ε′

2

. T
1
p′
− 1

p0 (1 +
∑

|α|=2

‖∂αw‖L∞

T L2)
1+ε0+ε′

2 (1 + ‖w‖XT
)

3−ε0−ε′

2 , (103)

where 1/q′ = 1/q0 + 1/q̌ and 1/p′ − 1/p0 = (ε′ + ε0)/2 > 0. Next, we have
to estimate ‖|∇(φ+w)|2|w|max(0,2α1−3)‖

Lp′

T Lq′ . If α1 6 3/2, this has just been

done. Thus we assume α1 > 3/2. Provided 6(2α1−3)
1−ε0−ε′

> 2, we have by Hölder,
Gagliardo-Nirenberg and Sobolev

‖|∇(φ+ w)|2|w|2α1−3‖
Lp′

T Lq′ . ‖∇(φ+ w)‖
Lp′

T Lq0
‖∇(φ+ w)‖L∞

T L6‖|w|2α1−3‖
L∞

T L
6

1−ε0−ε′

. T
1
p′
− 1

p0 ‖∇(φ+ w)‖L
p0
T Lq0 (1 +

∑

|α|=2

‖∂αw‖L∞

T L2)‖|w|‖2α1−3

L∞

T L

6(2α1−3)

1−ε0−ε′

. T
ε0+ε′

2 (1 + ‖w‖XT
)(1 +

∑

|α|=2

‖∂αw‖L∞

T L2)‖w‖2α1−3
L∞

T H1 . (104)

Note that (88) ensures 6(2α1−3)
1−ε0−ε′

6 6. On the other side, if 6(2α1−3)
1−ε0−ε′

< 2, the
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same arguments imply

‖|∇(φ+ w)|2|w|2α1−3‖
Lp′

T Lq′

. T
ε0+ε′

2 ‖∇(φ+ w)‖L
p0
T Lq0‖∇(φ+ w)‖

L∞

T L
6

11−6α1−ε0−ε′
‖|w|2α1−3‖

L∞

T L
2

2α1−3

. T
ε0+ε′

2 (1 + ‖w‖XT
)(1 + ‖∇w‖1−γ

L∞

T L2)(1 +
∑

|α|=2

‖∂αw‖L∞

T L2)γ‖w‖2α1−3
L∞

T H1,(105)

where γ ∈ (0, 1). Using the same arguments that in section 5, we can deduce
from (36), (37) as well as (57) and (100) in dimension 2, (101), (102), (103),
(104), (105) in dimension 3, that (87) is globally well-posed in XT .

Proof Theorem 1.7. In the critical case n = 3, α1 = 2, a local well-
posedness result may also be obtained. Indeed, the proofs of lemmas 7.1,
7.2, 7.3 and 7.4 above also work in that case, if we choose p0 = 2/(1 − ε0),
p′ = 2/(1+ ε′), where ε0, ε

′ > 0 satisfy ε0 + ε′ 6 1 and 3ε0 + ε′ 6 2. The only
difference is that we get θ = θ2 = 0 in Lemmas 7.2 and 7.4. Instead of (96),
we use the following estimate, which we prove as usual by Hölder, Sobolev
and an interpolation argument.

‖∇(φ+ w)|w|2‖
Lp′

T Lq′ . ‖∇(φ+ w)‖
L3p′

T Lq̃‖w‖2

L3p′

T Lq̌

. ‖∇(φ+ w)‖
L3p′

T Lq̃‖w‖2

L3p′

T W 1,q̃

. (T
1

3p′ + ‖w‖XT
)‖w‖2

XT
, (106)

where q̃ and q̌ must satisfy 1/q̃+2/q̌ = 1/q′, 1/3p′+3/q̌ = 3/2 and 1/q̃−1/3 =
1/q̌. Thanks to our choice of p0, q0, p

′, q′ and to the condition we imposed on
ε0, ε

′ > 0, we obtain q̃ = 18/(8 − ε′) ∈ [2, q0], which is the condition under
which the above mentioned interpolation argument is valid. We similarly
prove

‖(|∇φ| + |∇w1| + |∇w2|)(w1 − w2)(|w1| + |w2|)‖Lp′

T Lq′

. ‖w1 − w2‖XT
(T

1
3p′ + ‖w1‖XT

+ ‖w2‖XT
)(‖w1‖XT

+ ‖w2‖XT
),(107)

which we use instead of (98), and for j = 1, 2,

‖∇(w1 − w2)|wj|2‖Lp′

T Lq′ . ‖w1 − w2‖XT
‖wj‖2

XT
, (108)

which will be used instead of (97). Thus, in the critical case, estimations
(91) and (93) may be replaced respectively by

‖∇Φ(w)‖L∞

T L2∩L
p0
T Lq0 6 ‖∇w0‖L2 + CT (1 + ‖∇w‖L∞

T L2)

+CT
1
2 (1 + ‖w‖XT

)‖w‖XT
+ C(T

1
3p′ + ‖w‖XT

)(‖w‖XT
+ ‖w‖2

XT
)(109)
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and

‖∇Φ(w1) −∇Φ(w2)‖L∞

T L2∩L
p0
T Lq0 . T‖∇(w1 − w2)‖L∞

T L2

+T
1
2‖w1 − w2‖XT

(‖w1‖XT
+ ‖w2‖XT

)

+‖w1 − w2‖XT
(T

1
3p′ + ‖w1‖XT

+ ‖w2‖XT
)(‖w1‖XT

+ ‖w2‖XT
).(110)

From Lemma 7.1 (which remains true for α1 = 2) and (109), we deduce as
in section 4 that for T and R small enough, if ‖w0‖H1 6 R, Φ maps the ball
of radius 2R of H1 into itself. Taking T and R even smaller if necessary,
Lemma 7.3 and (110) ensures that this map is a contraction. The rest of the
proof is identical to that of Theorem 1.4 which was done in section 4. �

8 Appendix

Proof of Lemma 6.3. If µ, fp and fq are chosen as in the statement,

|{x, |f(x)| > µ}| = |{x, µ < |f(x)| 6 |fp(x)| + |fq(x)|}|
6 |{x, µ/2 < |fp(x)|}| + |{x, µ/2 < |fq(x)|}|.

Next, since p <∞,

|{x, µ/2 < |fp(x)|}| 6

∫ (
2

µ
|fp(x)|

)p

dx =

(
2

µ

)p

‖fp‖p
Lp . (111)

Similarly, if q <∞,

|{x, µ/2 < |fq(x)|}| 6

(
2

µ

)q

‖fq‖q
Lq . (112)

Thus

|{x, |f(x)| > µ}| 6

(
2

µ

)p

‖fp‖p
Lp +

(
2

µ

)q

‖fq‖q
Lq . (113)

If q = ∞, if µ > 2‖fq‖L∞, one has |{x, µ/2 < |fq(x)|}| = 0, and

|{x, |f(x)| > µ}| 6

(
2

µ

)p

‖fp‖p
Lp. (114)

46



If q <∞, using (111) with µ replaced by 2µ, we have for µ > 0,
(∫

|χµ(f)f |q
)1/q

6

(∫

{x,|f(x)|62µ}

|f(x)|qdx
)1/q

6

(∫

{x,|f(x)|62µ}

|fp(x)|qdx
)1/q

+

(∫

{x,|f(x)|62µ}

|fq(x)|qdx
)1/q

6







∫

8

<

:

x,
|f(x)| 6 2µ,
|fp(x)| 6 µ

9

=

;

|fp(x)|p|fp(x)|q−pdx







1/q

+







∫

8

<

:

x,
|f(x)| 6 2µ,
|fp(x)| > µ

9

=

;

|fp(x)|qdx







1/q

+ ‖fq‖Lq

6 µ
q−p

q ‖fp‖p/q
Lp +







∫

8

<

:

x,
|f(x)| 6 2µ,
|fp(x)| > µ

9

=

;

|f(x)|qdx







1/q

+







∫

8

<

:

x,
|f(x)| 6 2µ,
|fp(x)| > µ

9

=

;

|fq(x)|qdx







1/q

+‖fq‖Lq

6 µ
q−p

q ‖fp‖p/q
Lp + 2µ|{x, |fp(x)| > µ}|1/q + 2‖fq‖Lq

6 3µ1−p/q‖fp‖p/q
Lp + 2‖fq‖Lq , (115)

while for q = ∞, ‖χµ(f)f‖L∞ 6 2µ. On the other side, using (113), if q <∞,
(∫

|(1 − χµ)(f)f |p
)1/p

6

(∫

{x,|f(x)|>µ}

|fp(x)|pdx
)1/p

+







∫

8

<

:

x,
|f(x)| > µ,
|fq(x)| < µ

9

=

;

|fq(x)|pdx







1/p

+







∫

8

<

:

x,
|f(x)| > µ,
|fq(x)| > µ

9

=

;

|fq(x)|pdx







1/p

6 ‖fp‖Lp + µ|{x, |f(x)| > µ}|1/p +







∫

8

<

:

x,
|f(x)| > µ,
|fq(x)| > µ

9

=

;

|fq(x)|q
µq−p

dx







1/p

6 ‖fp‖Lp + µ

((
2

µ

)p

‖fp‖p
Lp +

(
2

µ

)q

‖fq‖q
Lq

)1/p

+
‖fq‖q/p

Lq

µ
q−p

p

, (116)

while if q = ∞, we similarly obtain thanks to (114), and because µ > 2‖fq‖L∞

‖(1 − χµ)(f)f‖Lp 6 3‖fp‖Lp.

Replacing µ by 1 or by µ0, the estimates announced in the statement easily
follow from (115), (116) and their analogous in the case q = ∞. �
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Proof of Lemma 6.4. Let g = gp+gq be a decomposition of g in Lp+Lq. If
gp = 0 (resp. gq = 0), then g ∈ Lq (resp. g ∈ Lp), and the result is clear. Let
µ0 > 0 associated to this decomposition by (77) (where fp, fq are replaced by
gp, gq). Thanks to Lemma 6.3, χµ0(g)g ∈ Lq and (1−χµ0)(g)g ∈ Lp, and the
estimates (78) and (79) hold for g. Writing f = χµ0(g)f + (1− χµ0)(g)f , we
deduce that f ∈ Lp +Lq, with ‖f‖Lp+Lq 6 C(p, q)‖g‖Lp+Lq , where C(p, q) =
max(6, 2 + (2p + 2q)1/p). �

Proof of Lemma 6.5. Let f ∈ Lp, f 6= 0, and µ = ‖f‖Lp. Then

(∫

|χµ(f)f |p2

)1/p2

6

(∫

|χµ(f)f |p2−p|f |p
)1/p2

6 (2µ)
p2−p

p2 ‖f‖p/p2

Lp = 2
p2−p

p2 ‖f‖Lp,

and

(∫

|(1 − χµ)(f)f |p1

)1/p1

6

(
∫

|(1 − χµ)(f)f |p1

( |f |
µ

)p−p1
)1/p1

6 µ1−p/p1‖f‖p/p1

Lp = ‖f‖Lp.

Therefore f ∈ Lp1 + Lp2 and

‖f‖Lp1+Lp2 6 (1 + 2
p2−p

p2 )‖f‖Lp.

�

Proof of Lemma 6.6. We write fg = f1g1 + f1g2 + f2g1 + f2g2. Thanks

to Hölder, it is clear that for i, j = 1, 2, figj ∈ L
piqj

pi+qj , and ‖figj‖
L

piqj
pi+qj

6

‖fi‖Lpi‖gj‖Lqj . For i 6= j, we have
piqj

pi+qj
∈ ( p1q1

p1+q1
, p2q2

p2+q2
). The lemma follows,

thanks to Lemma 6.5. �
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