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ABSTRACT

Euclid is a major ESA mission for the study of dark energy planned to launch in 2021. Euclid will probe the
expansion history of the Universe using weak lensing and baryonic acoustic oscillations probes. A survey of
15,000 deg2 of the sky with the instrument NISP (Near-Infrared Spectro-Photometer), in the 900 – 2100 nm
band, will give both the photometric and spectrometric redshifts of tens of millions of galaxies. The 16 H2RG
detectors of the NISP focal plane array are still being characterized at CPPM (Marseille). Already 16 out of 20
flight detectors have been tested and a straightforward analysis done. Performance of the dedicated test benches
– in particular control of flux and temperature – as well as an overview of the test flow will be presented. This
paper will present methods and some preliminary results on two detectors focusing on the determination of a
per pixel conversion gain.
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1. INTRODUCTION

Euclid is a major ESA mission due to launch in 2021 aimed at mapping the geometry of the dark Universe.
Euclid is optimized for two probes, weak gravitational lensing and baryonic acoustic oscillations,1 which will be
measured thanks to a visible imager (VIS) and an infrared spectrometer and photometer (NISP) both designed
and built by the Euclid Consortium teams. The NISP instrument2 will hold a large focal plane array of 16 near-
infrared H2RG detectors which are a key element to the performance of the NISP, and therefore to the science
return of the mission. Thorough on-ground testing of the detectors has started at CPPM since June 2017
for characterization and calibration purposes with a view to producing a reference database of pixel maps of
detector performances in terms of dark current, noise and quantum efficiency, among others. Most important
characterization is on parameters such as persistence and non-linearity for which models should be defined on
ground as they are difficult to characterize in flight. These will be addressed in a future paper.

Dedicated test benches as well as the whole acquisition and L1 level (Data Quality Checking) analysis codes
have been previously designed, built and validated thanks to several pilot runs. This work has led to an efficient
and reliable fully integrated acquisition and validation system and a thorough test flow whose main features are
presented in the first part. The second part presents some first results and methods focusing on the derivation
of a per pixel conversion gain for two detectors taken as an example.
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2. CHARACTERIZATION OF H2RG DETECTORS

Characterization has been going on continuously for more than a year at CPPM. Detectors are tested four by
four in two twin test benches specifically designed and fabricated for the purpose of detector characterization.
Characterization is closely linked to the NISP instrument calibration both on ground and in flight since detectors
are a major part of the instrument chain. Its aim is to provide pixel maps of detector performance that will allow
the mission to reach 1% accuracy on the galaxy measured flux after correction. Thanks to a fully automated
chain of acquisition and a thorough flow of tests developed between IPNL (in charge of acquisition software) and
CPPM (in charge of setup), some 20 TB of data are acquired for each detector with an average of 85% efficiency
in acquisition time.

2.1 Detectors

The focal plane of the NISP instrument holds 16 H2RG detectors specifically designed for the Euclid mission
with a 2.3 µm cutoff and 18 µm pixel pitch. These detectors have been procured and qualified by NASA
following a ranking done in collaboration with the Euclid Consortium Detector Scientist. For the purpose of
characterization, the detectors are readout by sidecar cold electronics (SCE) provided by Teledyne and Markury
Scientific EGSE which allows simultaneous readout of two detectors (and potentially up to 16 as will be tested
on the NISP instrument).
Their configuration includes 15 dB gain and 500 mV bias voltage to optimize dynamic range according to Euclid
needs. In particular, the saturation of ADC voluntarily takes place before the saturation of full well. The matrix
is readout through 32 channels. Reference pixel correction has been defined and optimized previously in order
to minimize noise.4

Among the 16 detectors, two of them are used as an example to show some methods and results. Their flat
field illuminations are shown in figure 1 where singular patterns may be observed. Dark currents at the level of
10−3 e/s have been measured as may be seen in table 1.

Figure 1. Flat field illumination shows a “fish-shape” on scs1 [left] and a small “oval” on scs2 [right].

Table 1. Dark current and noise at 85K

scs1 scs2

Dark current [median] 0.006 e/s 0.010 e/s

CDS noise [median] 18.90 e ( 9.96 ADU ) 15.98 e ( 8.74 ADU )
(Assuming a gain of 0.50 for scs1 and 0.51 ADU/e for scs2)



2.2 Test flow

Four types of acquisitions allow to evaluate the detector performance: tests in dark condition for dark current
and science mode noises (photometry and spectroscopy), tests under changing flux illumination to study non-
linearity and persistence, tests under changing wavelength illumination to derive flat fielding maps, and electrical
tests to sort out non-linearity of the detector from that of the ASICs.
Most tests are done at three temperatures since the flight operating temperature is not known precisely yet:
80K, 85K and 90K (dark tests are also done at 100K). This will allow to adjust the calibration to the onboard
operating temperature thanks to the derivation of temperature dependent models of various parameters, such as
dark current and persistence. Herein presented results are derived at 85K.

To evaluate conversion factor, illumination with changing flux of various types may be used: alternate flux and
short dark, alternate flux and long dark, alternate flux and “zodi”,∗ and continuous illumination. Illumination
ramps are based on the spectroscopy mode of the NISP instrument, namely a duration of 560 seconds. These
various illumination types should allow to decorrelate effects of trapping and detrapping competing within the
pixels.

2.3 Test bench performance

Two parameters are particularly critical to the measurements done in the above described test flow: the thermal
stability of the focal plane array which must be controlled to the mK in order to limit thermal effects and the
stability and homogeneity of the flux received on the detector. The thermal stability of focal plane array has
been checked to be better than 2mK.3

A Thorlabs 1600P LED (with 1550 nm central wavelength at room temperature) is used to provide homoge-
neous flux. Spatial homogeneity has been checked previously to better than 2%.3 Moreover, controlling current
allows to vary the incoming flux from less than 1 e/s to more than 4000 e/s. The flux stability of LED is
continuously monitored: a cooled reference photodiode directly faces the LED and measures its flux. A stability
of better than 0.5% over the whole time of acquisition has been obtained. As may be seen in figure 2, the LED
flux is stable to better than 0.1% over single acquisitions (duration of up to 15 hrs). On the contrary, detector
response shows stronger variations during the first few ramps and it may be seen (dashed lines) that this variation
is stronger for continuous-illumination acquisitions, up to 4%. This variation may be due to detrapping from the
previous ramp. These effects are quite disturbing for the derivation of the conversion gain as will be seen below.
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Figure 2. Photodiode [top] and detector [bottom] normalized relative flux responses for three typical incoming fluxes
from the LED. Dashed lines correspond to continuous illumination, while continuous lines correspond to alternation of
illumination and zodi or dark.

∗“zodi” refers to a flux of 2 e/s equivalent to the zodiacal background that the NISP instrument will see onboard.



3. CONVERSION GAIN

To validate that the detector fulfills science requirements and derives actual fluxes from observed galaxies,
measured signal should be expressed in physical terms (electrons or photons) rather than the arbitrary digital
unit (ADU) that is the result from the analog-to-digital conversion (ADC) of the charge present in the photodiode.
For that matter, the detector conversion gain or conversion factor must be evaluated precisely. For the Euclid
mission it is a fundamental step in order to derive fluxes with 1% accuracy. Most of all, a pixel map of the gain
should be produced if, as will be shown hereafter, it is not spatially homogeneous.

3.1 Method

Conversion gain is generally defined as the number of electrons represented by each ADU, and may be considered
as the combination of two terms: the charge-to-voltage conversion (V/e) and the analog-to-digital conversion
(ADU/V). Many methods have been derived to calculate the conversion gain among which the two main ones,
which actually end up being mathematically equivalent, are the photon transfer5,6 and the mean variance.7 More
recent works have also proposed solutions taking into account finer effects such as non-linearity8 or interpixel
capacitance.9,10

The standard “variance vs. signal” method is of interest for it allows to derive the conversion gain in the
presence of read noise, which is the case at low fluxes, where our detectors are expected to be linear. This
general method assumes a linear response of the detector, Poisson statistics of incident photons and negligible
gain variance.

Then, the output signal S is given by

S (ADU) = G (ADU/e) ·Ne (e) (1)

where G is the conversion gain and Ne, the mean number of signal electrons, is supposed to follow Poisson
statistics. Applying the quadratic propagation of errors, one may derive the conversion gain through:

σ2
S = G · S + σ2

R , (2)

where G is the conversion gain (in ADU/e), S is the output signal (ADU), σS is the illumination dependent noise
and σR represents illumination independent fluctuations (read noise). Thus with a simple least square fit, the
gain may be obtained as the slope of the fit, while the read noise will come from the intercept of the fit.

Figure 3, left, shows the beginning of scs2 “variance vs. signal” curve for which several fluxes have been
combined and seem to nicely align. Figure 3, right, shows the residual from the least square fit obtained for
signals up to 4000 ADU. This method seems well adapted to our experiment and has been applied here to
evaluate the conversion gain of the detectors.
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Figure 3. Variance vs. signal of scs2 [left] and residual from the least square fit [right]. Several fluxes and ramps of data
are accumulated here [dots of various colors]. Fit is superimposed on the curve [black dashed line].



Experimentally, the conversion gain has been derived from pairs of ramps, referred to as “fast PTC” technique.
While the standard technique requires to acquire N ramps at a number of fluxes between dark and saturation,
here only two ramps may be sufficient to evaluate the conversion gain, making this method much faster. Also,
through the subtraction of the ramps, it allows to get rid of the fixed pattern noise. Then the spatial mean and
the spatial variance are derived for each frame of the ramp as

S = mean

(
S1 + S2

2

)
, (3)

σ2
S = variance

(
S2 − S1

2

)
, (4)

where mean and variance are taken over a chosen area of pixels and S1 and S2 are obviously the signals in
the two ramps respectively.

In any case, the calculation requires proper selection of pixels to avoid non-linear pixels, as described in more
details in 3.2, and choice of incoming fluxes and ramp length to remain within the linear regime of the detector.
Part 3.3 shows how telemetry gives us evidence of the quality of the data taken, while part 3.4 gives some results
and compares gains obtained for different configurations.

3.2 Pixel selection

Since signal and noise are calculated over a group of pixels, respectively as their mean and variance values, it
is important to exclude pixels whose signal or noise, for some reason, lies in the tail of the distribution. A
simple 5-σ cut would lead to a proper result but is nevertheless not satisfying in that it has no physical meaning.
Consequently, our selection of pixels has followed several criteria:

1. remove disconnected pixels: basically, this excludes a few hundreds of pixels

2. remove pixels with high baseline (over 30,000 ADU), as we want to work in the linear regime: another few
hundreds of pixels excluded

3. remove non-linear pixels with a Quality Factor on the linearity of the ramp

4. aggregate pixels according to their interpixel capacitance (IPC) value which modifies the gain

Selection with regard to linearity

Beyond selecting a proper range of fluxes, some pixels appear to have a strong non-linearity, whatever the flux.
Non-linearity has been evaluated thanks to a quality factor (QF) based on χ2 calculations. This quality factor
is described in details elsewhere.11 It is derived for each ramp and each pixel with a view to validating the
calculated flux. Figure 4, left, shows the normalized histogram of QF for scs2 for an incoming flux of 52 e/s.†

The width of the peak depends on the incoming flux and gets larger with higher fluxes. A very long tail may also
be observed that definitely needs to be cut, as it corresponds to highly non-linear pixels. A cut on QF beyond
10 has thus been applied to all ramps.

Selection with regard to IPC

Interpixel capacitance (IPC) has been measured thanks to the Single Pixel Reset (SPR) technique.9 IPC his-
togram of scs2 seen in figure 4, center, shows three peaks: the main one, on the left, corresponds to the majority
of pixels ; the second peak, to the right, includes pixels with lower IPC and the third peak corresponds to
boundary pixels between those two regions. Thus, two regions may be defined with “low” and “high” IPCs. The
difference is actually due to the process of fabrication taking place during the “gluing” of the sensitive MCT
area onto the indium bumps. These two regions will turn out, as seen below, to have rather different conversion
gains and should thus be treated separately.

†52 e/s is the LED setpoint, the actual flux might be slightly different.



Figure 4. Normalized QF histogram [left], IPC histogram [center] and map [right] for scs2.

3.3 Telemetry

Euclid firmware, loaded in the SCE, provides powerful analog telemetry. Each frame coming from the cold
readout electronics (SCE) contains an additional column sheltering digitized values of main bias voltages and
currents, temperature sensors and logical states of the SCE. This allows us to verify, on an almost real time
basis, the overall system stability.

The preamp gain for bias voltages is of -3dB (0.707) giving a resolution of about 80 µV/ADU. Figure 5, left,
displays the histogram of the main analog voltage VDDA over a 12 hour acquisition (i.e. 27000 frames). Notice
that the stability of the voltage (even combined with the readout noise of the system) given by the RMS of the
distribution is of 0.3 mV (0.1%).
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Figure 5. Histogram of VDDA over a 12 hour acquisition [left] and chronogram of VDDA over the whole characterization
flow (45 days) [right]. Colors show the changing temperatures.

The chronogram of the same voltage for all runs of a detector full characterization, that is over 45 days of
acquisition, combining the four temperatures, is given in figure 5, right. Again, the bias value digitized by the
SCE is very stable, which is a good indicator of the goodness of data taken.

3.4 Mean gain

After initially working over the whole matrix to which the above described pixel selection has been applied, smaller
areas have been chosen (channels, columns, pixels), which requires many data in order to obtain acceptable
statistical error on the resulting gain. Various results are presented in figure 6 and detailed hereafter. Part 3.5
is dedicated to the per pixel conversion gain measurement method itself.



Gain vs. ramp length

While, in the general case, the conversion gain is expected to be constant, we took a look at its variation with
the length of the ramp (in other words the integrated incoming signal). For that matter, we applied the mean
variance method and calculated the conversion gain on partial ramps of N frames (namely selecting frames from
first frame to frame N) and varying N from 10 to 400, the total length of the acquired ramps. The derived
conversion gain is plotted against the number N of selected frames in figure 6, for various configurations. Some
discrepancies may be seen, most probably a consequence of persistence and this issue should be explored further.
The gain has been calculated over 20 ramps of continuous illumination acquired at 52 e/s incoming flux. Error
bars shown in figure 6 are calculated from the standard deviation of all 19 pairs of ramps.

First let us look at the black curve on the left for which the whole matrix and the whole ramp were used,
with reference pixel correction (as mentioned above). It may be observed, as expected, that the statistical error
is larger at the beginning of the ramp where the readout noise is dominating. Similarly, at larger signals (end of
ramp) the decreasing slope is due to the non-linearity of the detector, which thus seems to start already at the
100th frame, namely around 5000 ADU.
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Figure 6. Conversion gain calculated over the length of the ramp for three configurations: full ramp with pixel correction,
full ramp without pixel correction, and starting ramp at frame 100 [left]. Comparison of conversion gain for three subsets
of pixels: channels, odd columns and even columns [right]

Reference pixel correction

In comparison to the black curve, the red curve shows the gain obtained with no reference pixel correction.
Clearly, both red and black curves show the same slope of non-linearity. However, there is a strong effect at the
beginning of the ramp that shows that spatial variance contains more than shot noise. Reference pixel correction
improves the accuracy and reduces systematic errors due to correlations.

Start of ramp

The blue curve is obtained with reference pixel correction, but after removing the first 100 frames. As expected
the new beginning of the ramp is then much neater and the slope of the non-linearity still the same.

Odd and even columns

In figure 6, right, we compare three subsets of pixels: channels, odd columns and even columns. For each subset,
conversion gain is initially derived for individual channel or column and then an average value for all columns or
all channels is represented in figure 6. Error bars are calculated over centered gains from all subsets over the 19
values obtained. Thus the values obtained give a maximum error since it includes the actual error plus the RMS
of the distribution of all values in the subset. Some discrepancies may be seen, most probably due to outliers
that have not been rejected by our quality factor. This should be looked into in order to find more efficient
selection criteria.



Finally, even columns and channels are almost superimposed, while odd columns are very slightly off. No
effect seems connected to the channel output buffer. Odd and even columns have different current sources and
the slight variation could be connected to different clocking.

3.5 Gain per pixel

If scs2 has been chosen for calculations over the matrix, allowing to exclude very few pixels (less than 0.8%,
including the “IPC” area), it is more interesting to work here with scs1 which shows a larger “IPC” area that
will be hereafter referred to as the “Fish”. In order to observe spatial variations of the gain and to be sure to
get enough statistics:

1. reference pixel correction has been applied to all pixels,

2. pixel selection has been applied as described above, but both “IPC” areas have been included here,

3. pixels have been grouped into larger pixels composed of 16x16 pixels, or 64x64 pixels,

4. the length of the ramps has been limited to 5000 ADU integrated flux so as to limit non-linearity effects,

5. many acquisitions taken at incoming fluxes varying from 4 e/s up to 52 e/s have been combined together
to increase the statistics.

Again the conversion gain is obtained from the “fast PTC” technique fitting the variance vs. signal ramp
obtained from the combination of numerous ramps limited to an integrated signal of 5000 ADU. The combination
of ramps from various fluxes seems natural, as seen in figure 3. However the combination of acquisitions of various
types is not that obvious. Indeed, figure 7 shows three maps with 16x16 pixels grouping for the three types of
acquisitions. The Fish distinctly comes out with a gain 5% higher than the rest of the map. But the background
of the “flux” acquisition is quite different from the two others and may be understood looking at figure 8. Indeed,
the latter figure shows the 20 ramps cumulated for an incoming flux of 52 e/s. The beginning of the “flux” ramps
shows a decrease, synonymous of detrapping, while the two other types of ramps “zodi” and “dark” start by
increasing, synonymous of charge trapping. Consequently, “zodi” and “dark” acquisitions may be combined
together, but not with “flux”. As a result (not shown here), even if this combination of ramps gives an error on
the gain smaller than 1%, the spatial variations of the gain are still embedded in noise.

Figure 7. Maps of pixel gains obtained for super pixels of 16x16 pixel area for the three types of acquisitions: flux zodi
[left], flux dark [center], flux [right]

A first sight of a 64x64 pixels map of the conversion gain is given in figure 9 with a view to getting a better
insight into spatial variations. Conversion gain has been calculated from 170 values of gain. Figure 9, left,
represents the distribution of all the 64x64 pixels, where the secondary peak of the Fish sticks out. Both peaks
of the histogram show an RMS error of 0.53% which combines the dispersion of the super pixel gains and an
error of 0.26% on the super pixel conversion gain (as calculated from the 170 values of gain obtained for each
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pixel). At this level of error, one can start to see the spatial variations of the gain as seen in figure 9, right: the
lower right area clearly tends to be redder, thus higher gains, while the left of the matrix tends to bluer colors,
or smaller gains. The variations are very small (less than 1%) but should be taken into account for the Euclid
mission.
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Figure 9. Per pixel conversion gain of scs1 for 64x64 pixels showing their distribution [left] and the gain map [right]

It has been mentioned above (3.2) that what differentiates the Fish and the background is their IPC. Other
authors have indeed mentioned the necessity to correct for IPC in order to get a proper estimation of the
conversion gain.10,12 Indeed IPC modifies the pixel capacitance by adding a parasitic capacitance. If we compare
the image of figure 9 with the IPC image we obtained by SPR technique, the gain difference between the Fish
area and the rest of the detector is roughly compatible with the coefficient 1 − 8α (where α is the coupling
coefficient over four adjacent pixels) given in literature.

4. CONCLUSION AND FUTURE WORK

We have presented in this paper the setup and first results on the characterization of the Euclid flight H2RG
detectors done at CPPM since June 2017. We have focused on the conversion gain, which is a fundamental
parameter essential to evaluate actual fluxes in terms of incident photons. It has been seen to be influenced by
many aspects: spatial variations along pixels or columns (at a smaller degree), IPC, and history of illumination
(following trapping or detrapping in link with persistence effect). A conversion gain map with “super pixels” of
64x64 pixels has been produced showing not only that spatial variations become visible with an error smaller
than 1%, but also that a small scale (16x16 pixel or smaller) map of the detector conversion gain is attainable
and should be derived for the purpose of the science mission. In order to get a better map, to the single pixel



level, it will be necessary to improve statistics by combining more acquisitions and to apply a finer selection
of pixels. Correction of non-linearity and IPC would certainly improve the quality of the data and thus the
measurement of the conversion gain.
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