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Abstract
This work presents a numerical workflow to generate a virtual packed bed made of non-spherical polydisperse particles, and

subsequently predict its permeability. Wood chips were taken as an illustration. First, chips are sized before being recreated
numerically. Then, using LMGC90, a DEM code, a packed bed made of those chips was generated. Once bed internal had been
sampled, CFD tools belonging to the OpenFOAM library were used to mesh the geometry (snappyHexMesh) and compute fluid
motion (simpleFoam). Finally, using numerical results, the bed permeability was computed in both Stokes and inertial regimes
- turbulence being described by Launder-Reece-Rodi model. In parallel, experimental measurements of the permeability of a
packed bed, made of the exact same wood chips, was carried out. These experiments were used as a reference to challenge
numerical results. The permeability value delivered by the workflow is 16.0 % higher than the experimental value. This value
has to be compared with Kozeny-Carman equation estimation which overestimates bed permeability by 115 %. Going one step
further, this framework was successfully used to compute inertial effects constant of the Forshheimer equation for our packed
bed. Throughout this article, a special care has been taken in explaining and evaluating the impact of all the key parameters,
namely, number of particles that have to be sized, mesh refinement level, numerical domain dimensions. This workflow opens
the door to numerical estimation of bed tortuosity, dispersion coefficients, volumetric heat exchange coefficients, and much
more, using the particle size distribution as unique input data.
Keywords: Granular media, Porous media, Permeability, DEM, CFD, OpenFOAM

1 Introduction
Nowadays, chemical engineering heavy relies on packed bed reactors. Most of the time, these beds are made of particles poured
into a container which is then crossed by a reacting flow [1, 2, 3, 4]. It is widely admitted that the hydrodymic properties -
permeability, tortuosity, dispersion coefficients, ... - of such devices are key to properly operate them ([5, 6, 7, 8, 9, 10]). Yet,
they can be quite hard determine. Among them, permeability is of key importance as it directly influences the pressure drop
across the bed, hence the pumping cost.

Three different approaches are available the determine this parameter. The first one is to use correlations coming from the
literature such as Ergun [11] or Kozeny-Carman expression [12]. These semi-empirical correlations are widespread. They were
derived, most of the time for packed bed made of monodisperse spheres. Even though, they can present refinements taking into
account media made of non-spherical particles, polydispersed media and inertial effects, they usually only yield an estimation
of the permeability.

The second method consists in experimentally measuring the permeability value. The first experiments were carried out
by Darcy [13] (Eq. 1) who introduced the concept of permeability for porous media.

Q

S
= κ

µ

∆P
h

(1)

This equation balances the most important parameters of the problem at stake. As fluid flows through a porous medium,
it flows all the more rapidly that the pressure gradient is high, the medium is permeable and the fluid is close to being inviscid.
Today, permeability measurements are quite common in the literature [14, 15, 16, 17, 18]. Usually, they consist in measuring,
in steady state, a pressure drop over a bed crossed by a fluid of known viscosity under a well controlled flow rate (Eq. 2).

κ = Qµh

S(Pin − Pout)
(2)

Yet, these measurements are not always easily conducted. Indeed, the flow has to reach steady state, which may take
a tremendous amount of time for almost not permeable media, such as rocks [19] or tropical wood species [20]. The other
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extreme is very permeable media, that would induce only a minor pressure drop. In this case, the experimental apparatus has
to be long enough so that a pressure drop can be precisely measured. Another technique is to use liquids instead of gases [21],
as they have a higher viscosity. The drawback is that liquids are less convenient to use than gas namely because it is very
difficult to ensure full saturation of the sample and to avoid degasing during measurement.

The last approach consists in using a numerical tool to assess for the physical properties. First, the medium is scanned
[22]. Then, the void inside the solid matrix is meshed. Finally, using a Computational Fluid Dynamic - CFD - software,
Navier-Stokes or only Stokes (when inertial effects are neglected, Eq. 3) equations are computed in-between the solids in
order to yield the fluid motion [23, 24, 25]. Then, the pressure drop across the numerical model is extracted and used to
compute the permeability value. In addition, using a numerical approach, it is possible to obtain the different component of
the permeability tensor [25]. From a more general perspective, this kind of numerical approach is spreading fast to different
fields of science, such the design of heat exchanger [26, 27, 28] or static mixer [29, 30].

Re = ρd̄eq|~u|
µ

. 1 (3)

The two last approaches are the most reliable, yet they require time and high quality materials: a permeability measurement
apparatus for the experimental one, a 3D scanner for the last one. Furthermore, the fully digital approach suffers a drawback
compared the experimental one: as a result of Poiseuille law, the smallest pores contributes mostly to the fluid resistance.
Consequently, the 3D morphological description should be accurate enough to capture correctly the geometry of the smallest
pores along the fluid pathways.

The objective of this article is to propose the robust, fully numerical workflow capable to generate and characterize a packed
bed.

The objective of this work is to propose a robust, fully numerical workflow allowing to, firstly, generate and, secondly,
characterize packed bed hydrodynamics. This numerical methodology could be applied enhance reactor design, for example
by reducing pumping costs, or understanding channeling origin and consequently preventing it. This tool could also be used
to diagnose problems on existing reactors, for example, where tortuosity distribution leads to inhomogeneous products. To
illustrate this workflow, we choose to work on wood chips beds as biomass thermochemical conversion is becoming increasingly
popular [31, 32, 33, 34]. Yet, wood chips packed beds hydrodynamic properties are still scarce in the literature. In this
challenging case, the proposed tool is capable of computing the permeability of polydisperse granular bed made of non-
spherical particles. In details, the numerical workflow is constituted of few basic steps. First, particles are sized and reproduced
numerically. Then, using DEM and CFD codes, a granular bed is created and fluid flow inside of it is computed. In parallel,
experimental measurements were conducted in order to assess for the reliability of the workflow’s prediction.

Throughout this article, a special care will been taken in explaining and evaluating the impact of all the key numerical
parameters. Finally, deviation between the three available approaches is assessed, taking the experimental value as reference.

2 Nomenclature
Latin symbols

C inertial constant, -
d diameter, m
~f body forces, N
~g acceleration due to gravity, m2/s
h height, m
M molar mass, g/mol
~n normal vector, -
P relative pressure, Pa
Q volumetric flow rate, m3/s
S surface, m2

~u macroscopic velocity, m/s
V volume, m3

Greek symbols

α Ergun equation Stokes regime constant, -
β Ergun equation inertial regime constant, -
∆ difference operator, -
ε porosity, -
κ permeability, m2

µ dynamic viscosity, Pa.s
ρ density, kg/m3

¯̄Σ stress tensor, Pa
σ surface tension, N/m
Ψ sphericity, -
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Subscripts

bed bed
eq equivalent
in inlet
mesh mesh
out outlet
ref reference
w − w wood over wood
w − pvc wood over PVC
Other symbols

∇ nabla operator
|~a| norm
ā arithmetic average
¯̄A tensor

3 Granular medium: wood chips
Beech (Fagus sylvatica) wood chips (Fig. 1a) were used to illustrate this workflow. They were supplied by S.P.P.S. (Argenteuil,
France). Even thought they exhibit a large range of shape and size, wood chips can be considered as rough parallelepipeds.
Their granulometry should be ranging between 4.5 and 9.0 × 10−3 m according the supplier data. The moisture content was
measured and is equal to 11.6 % (weight dry basis). In order to reproduce the chips numerically, several options were available:
using a 3D scanner, using photography and image treatment (yields only 2D informations), or measuring them with a caliper
[35]. For the sake robustness of the propose method and ease to employ, we choose to use a caliper (0.1 × 10−3 m precision)
and measure manually the dimensions of the chips in the three directions. This method is rather fast (1h38 for 536 chips). Its
main drawback is that it requires to assume that the chips are parallelepipeds.

(a) (b)

Figure 1: Example of actual wood chips (a) and their numerical equivalents (b)

We used the diameter of the volume-equivalent sphere (as defined in Eq. 4) as chip characteristic length. It was calculated
for each of the 536 chips. Indeed, knowing their length × height × width (L×H×W), assuming a parallelepipedic shape, we
can compute the surface area A = 2 × (L×W + W×H + W×L) and volume: V = L×H×W of each chip. Thus, it is possible
to later compute several quantities if interest. Once averaged over the distribution, the equivalent diameter is equal to the
Sauter mean diameter.

deq = 6V
S

(4)

In our case, the third method was chosen. Special care was taken in sampling the chips. Two factors may bias the sampling.
The first one is known as kinetic sieving [36, 37], in short, when shaking an polydisperse granular medium, the larger particles
have a propensity to rise in the container. Hence, sampling only the top of the container would lead to an overestimation
of the particles sizes. To avoid such an effect, wood chips were poured from one container to the other several times before
sampling. In addition, the container was sampled at different height.

The second factor arises from the natural tendency of the experimenter to measure the larger particles first. Figure 2a
reports the averaged equivalent diameter of 536 chips ordered per measurement date. One can see that the average decreases
with the number of measured chips. It means that, unconscously, the larger particles were sized first. So, to be as accurate
as possible, all the sampled chips have to be measured, even though one could consider that few hundreds are enough.
Furthermore, even for a large number of measured chips, the averaged equivalent diameter does not seem to converge (Fig.
2a). This would mean that an even higher amount of chips should be measured. Yet, one should keep in mind that, here,
the average operator bears meaning when applied to random variables. In this very case, given the fact that larger chips are
sized first, the chip diameter can not considered as a random variable. Hence, before computing the average and the standard
deviation of this quantity, the diameter list has to be shuffled. Figure 2b reports the averaged equivalent diameter computed
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with the shuffled list of diameter. From this graph, one can see that the averaged equivalent diameter converges after about
50 measurements, while its standard deviation stabilizes after 250 measurements.
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Figure 2: Averaged chip equivalent diameter versus number of measured chips. (a) Ordered per measurement date. (b) Shuffled.
Black line: averaged value, gray area: ± 1 standard deviation

Finally, one last caution that has to be taken is to verify that the equivalent diameters distribution is monomodal. Figure
3 reports the equivalent diameters distribution of the 536 measured chips. As one can see, it exhibits a clear monomodal
distribution. Hence it is possible to derive from it an averaged value that bears actual meaning.
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Figure 3: Equivalent diameters distribution. Total chip count: 536

As a result, one can consider that the batch of wood chips used for these experiments has an equivalent diameter (d̄eq) of
3.0 × 10−3 m with a standard deviation of 0.9 × 10−3 m, based on 536, three dimensions measurements.

4 Experimental reference
4.1 Experimental apparatus
The experimental apparatus developed for permeability measurement is quite simple. Figure 4 presents this experimental
device. Basically, it boils down to a 5 meter high, 8.0 × 10−2 m diameter tube with a grid 5.0 × 10−2 m above its lower
extremity. The bed height above the pressure sensor is 4.65 meters. The height was chosen as the highest available in oder
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to maximize pressure loss, hence pressure signal. The diameter was chosen in order to minimize wall-particle ordering effects.
These effects ranges from up to 2 diameters for spheres [38] to less than 1 diameter for anisotropic solids [39], such as our wood
chips. The fraction of cross sectional area impacted by these wall effects is estimated to be lower than 5 %. Air tightness of
the tubing was verified before and after the experimental measurements. Furthermore, even under load no deformation of the
tube due to bed static pressure was measured.

4.65 m

4

8.0 × 10−2 m

6

35
2 1

6 bars

' 1 bar

20 ±1 ◦C

Figure 4: Experimental apparatus schematic. 1: pressure reducer, 2: flow controller, 3: bed pressure sensor, 4: wood chip bed,
5: room pressure sensor, 6: perforated grid (1 10−3 m diameter holes)

Both bed pressure and atmospheric pressure were monitored using RPS/DPS 8100 improved sensors, with 1 Pa resolution.
Both sensors were set at the same height above the ground - one in the bed, the other out - in order to avoid any bias due to
static pressure. The sensor monitoring the pressure at the bottom of the bed was placed 1.0 × 10−2 m above the grid. The
sensors were checked to yield the same values under room pressure before and after the experimental measurements. Even
though the experiments took place in a temperature controlled room, air temperature was measured at the outlet of the tube
using a thermocouple. The reported value is 20 ±1 °C.

Finally, in order to assess for experimental repeatability, experiments were conducted on two different beds. The tube was
unloaded, chips were mixed, then the tube was reloaded. For both bed, pressure drops were measured over a range of flow
rates, i.e. 10 to 100 % of the flow controller range (Aalborg, precision 5 %, max. 15 l/min). As a consequence, Reynolds
numbers range from 1 to 10 (Eq. 5). Provided no inertial effects are to be found in the openness between the chips, calculated
permeabilities should be independent of the flow rate.

Re = ρd̄eqQ

Sµ
(5)

4.2 Experimental results
Experiments were carried out successfully for both beds. Each pressure difference measurement was repeated three times.
Deviation was below or equal to 1 Pa. Hence, only averaged values are reported here. Pressure drops measurements and
calculated permeabilities are available in Table 1. Pressure measurements are very close for both beds for Reynolds numbers
between 2.14 and 5.35. Accordingly, calculated permeabilities are also quite close, with an average of 1.63 × 10−8 m2. For
a Reynolds number of 1.17, discrepancies emerge. They compensate one another and have no impact on the value of the
permeability averaged over the different flow rates. For the highest Reynolds number (11.7), pressure drops dramatically
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increase, hence the permeabilities decrease. This in attributed to appearance of inertial effects inducing recirculations in-
between the chips in the bed. In this flow regime, Darcy’s law is not suited anymore.

Re Pressure drop (Pa) Permeability (m2)
Bed 1 Bed 2 Bed 1 Bed 2

1.17 28 37 1.83 × 10−8 1.40 × 10−8

2.33 63 63 1.64 × 10−8 1.65 × 10−8

3.50 93 100 1.68 × 10−8 1.56 × 10−8

5.83 160 160 1.62 × 10−8 1.62 × 10−8

11.7 435 373 1.19 × 10−8 1.39 × 10−8

Table 1: Experimentally measured pressure drops and calculated bed permeabilities for different Reynolds number

A point of note, with the aim of comparing these measurements to the numerical predictions, is the coefficient of variation
of the measurements. Excluding the highest Reynolds number because the inertial effects, the coefficient of variation of the
experimental measurements is 7.37 %. This has to be compared to the measurement uncertainty. By performing an uncertainty
analysis, under random error assumption, the maximum uncertainty of our measurements was determined to be 8.2 %. The fact
that the coefficient of variation is below the maximum uncertainty is a token of the quality of the experimental measurements.
Going one step further and discarding the two extreme values, it falls down to 2.50 %. Hence, one can consider that the bed
permeability value is 1.63 ± 0.04 × 10−8 m2.

The measured permeability values can be compared to the very widespread Kozeny-Carman expression [12], (Eq. 6). In
this case, given the fact that woods chips cannot be assumed to be sphere. Indeed the population averaged aspect ratio
(longest dimension divided by the shortest one) has a value of 5.4 (individual values ranging from 1.7 up to 22). Hence, a
correction factor Ψ (Eq. 7) - the sphericity - is introduced. In order to evaluate this expression, sphericity was calculated
for each of the 536 measured chips and then arithmetically averaged as Ψ̄ = 0.64 (individual values ranging from 0.39 up to
0.79). Porosity also needs to be estimated. To do so, bed density was measured: 271 ± 7 kg/m3 (triplicates, filling a 1 liter
beaker and weighting it). Beech wood chips density was measured with two methods: by weighting chips measured with a
caliper and through infradensity measurements - weighting dry wood chips (103.5 °C, 24h), impregnating them with water
until mass stabilization, measuring saturated chips volume, correcting it using shrinkage measurements from literature [40]
(established for millimeter size beech wood chips). Both methods yielded close values, 684 kg/m3 for the first one, and 681
± 6 kg/m3 for the second. Close values have already been reported in the literature, in [41] the authors found a density of
680 for beech wood chips. Given the volume uncertainty associated with the first measurement method, the chips density was
taken as 681 kg/m3. Hence, the bed has a porosity of 0.60 ± 0.02, yielding a permeability of 3.44 ± 0.52 × 10−8 m2 according
to Kozeny-Carman expression. This results calls for three comments. First, the predicted permeability is 115 % away from
the measured one, yet it provides the right order of magnitude. Second, even though the bed porosity is known with a very
little uncertainty - coefficient of variation of 1.8 % -, the one on the permeability is quite high - coefficient of variation of 15.0
% -. This last point originates from the high sensitivity of the Kozeny-Carman expression for porosities close to 0.5. It cannot
be overcome. Third, Kozeny-Carman prediction could be further refine taking surface overlapping into account, which would
lower the yielded permeability value. Yet, this process heavily relies on empirical, case dependent, studies [42, 43].

κ = d̄eq
2Ψ̄2

150
ε3

(1− ε)2 (6)

Ψ = π1/3(6V )2/3

S
(7)

Finally, the computed values of permeability and porosity are in the vicinity of what was experimentally measured in the
literature, for slightly larger wood chips (d̄eq = 3.7 × 10−3 m, with a standard deviation of 2.0 × 10−3 m) [14].

5 Numerical approach
5.1 Medium generation
Obtaining a morphology of a large size particle bed can be a challenging task. Nevertheless, several alternatives are available:
scanning a real bed (need for expensive apparatus, highly skilled staff, the scene may not even a large enough to be a Repre-
sentative Elementary Volume - REV -), generating a medium using advanced mathematical functions [44](rising the question
of reproduction of the actual spatial distribution inside of the bed), numerically computing particle-particle interactions when
poured into the reactor, using a DEM code (such as LMGC90 [45] or LIGGGHTS [46]). This last method alleviate the diffi-
culties of the former two. Furthermore, it has been successfully applied to mono-dispersed spheres [47, 48]. To be best of our
knowledge, among the available DEM codes, only LMGC90 can properly handle polyhedron collision detection. This feature is
an important step forward compared to current standard which uses agglomerated spheres to emulated polygons [49]. Hence,
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LMGC90 can properly compute friction stress and balance it with gravity. Figure 1 pictures actual chips and their numerical
equivalent. Even though the reproduction is not entirely faithful, it remains very close to the original.

In order to reproduce the experimental conditions (Sec. 4.1), 15000 wood chips, randomly drawn from the 536 measured
chips, were poured into a 8.0 × 10−2 m diameter, 5 m high, tube. Physical parameters required for this computation are few,
i.e. wood over wood friction coefficient ζw−w = 0.56 [50], wood over PVC friction coefficient ζw−PV C = 0.44 [50], wood density
681 kg/m3 and acceleration due to gravity |~g| = 9.81 m2/s. The calculations require about 4 days of computational time on a
single thread (Intel Xeon CPU E5-2643 v3 @ 3.40GHz, RAM 64 Go 2133 MHz). Once completed, it is easy to extract a very
light weight surface mesh that is water tight and therefore readily usable (Fig. 5).

Figure 5: Top of the bed. Brown: wood chips, dark gray: tube

In order to assess for the repeatability of the process, three different beds (with different seeds for the random number
generator) were produced.

5.2 Computational domain meshing
Before solving Navier-Stokes equations at the pore scale, the first step is to mesh the internal geometry of the computed bed.
To do so, we used OpenFOAM CFD framework [51] (17.12+ release), as it also provides tools for meshing geometries. From
this toolbox, we used the automatic meshing program called snappyHexMesh to mesh the fluid domain in-between the wood
chips. This meshing algorithm works in three key stages (Fig. 6):

• first, a background mesh is generated. Then, wood chips surface are superimposed over the background mesh (Fig. 6a).
The algorithm detects the cells that are intersected by the wood chips’ surface and then divided in 8 (Fig. 6b). This
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creates a mesh refinement close to the body surface. This step is repeated a number of time prescribed by the operator
(twice on Fig. 6c). Once this step is completed, cells that have less than 50 % of their volume inside of the fluid domain
are deleted. The number of consecutive divisions prescribed by the operator, as well as the initial mesh size, are key
parameters whose influence is investigated in a coming Section (Sec. 5.4).

• then, the points of the mesh close the body surface are moved so that they snap onto it (Fig. 6d). This step ensures that
the boundary surfaces of the mesh are as close as possible to the prescribed geometry.

• finally, three boundary layers of cells are added so that near wall effects are properly captured (on Fig. 6e, only one layer
is drawn for illustrative purposes).

These steps are both CPU and RAM intensive, especially when the number of consecutive divisions prescribed in the first
stage is high. To face the need for computational power, we used part the ROMEO cluster - 8 nodes, 16 cores (Intel Ivy Bridge
@2,6 GHz) and 32 Go DDR3 per node -.

5.3 Fluid flow computation
Fluid flows were calculated using Navier-Stokes equations in steady state, with no body force applied (hence, ~f = ~0), under
incompressible flow assumption (Eq. 8 and 9). For turbulent flows, the stress tensor was modeled using Launder-Reece-Rodi
model [52]. This turbulence model belong to the Reynolds Stress Model family. They describe turbulence using one equation
for each of the Reynolds stress. They are far more complex than usual k-ε models, but they much better describe fluid-walls
interactions. We used this model because accurately capturing those interactions is key in our case as the pressure drop
originates form them.

∇.ρ~u = 0 (8)

∂ρ~u

∂t
+∇.(∂ρ~u~u) = −∇P

ρ
+∇. ¯̄Σ + ~f (9)

At the inlet, the total inflow is specified while the pressure is set freely by the solver, as a consequence of the pressure drop
across the medium:

~u.~n = − Q

Sin
(10)

∇P.~n = 0 (11)
At the outlet, the fluid can leave the domain freely under atmospheric pressure condition:

∇~u.~n = ~0 (12)

P = 0 (13)
On the walls, no slip condition is applied to the fluid motion:

~u = ~0 (14)

∇P.~n = 0 (15)
On the side of the computational domain, two different kind of boundary conditions can be applied: no flow or symmetry,
the later assuming that the domain is a subset of an infinite periodic domain. In their work [22], the authors showed that
this choice has a minor impact provided the mesh it sufficiently refined - which is thought to be the case here. Following their
recommendations, we used symmetry boundary conditions for the lateral boundaries of the computational domain.

Air physical properties were computed at 20 °C, as experimentally reported (Table 2).

Symbol Property Value Dimension Note
M Molar mass 28.96 g/mol [53]
ρ Density 1.205 kg/m3 Calculated
µ Dynamic viscosity 1.857 × 10−5 Pa.s [53]

Table 2: Air physical properties, at 20 °C under 101325 Pa

The computations were led using the open source CFD framework OpenFOAM. More specifically, the aforementioned
equation set was solved with simpleFoam solver, which uses SIMPLE algorithm to compute a Navier-Stokes equations steady
state solution. Second order schemes, with flux limiter, were used for spatial discretization. Convergence criteria for all solution
were set at 10−6.
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(a) (b)

(c) (d)

(e)

Figure 6: Meshing technique. (a) Background mesh and wood chips. (b) First refinement of the background mesh based of the
intersection with the wood chips’ surfaces. (c) Second refinement of the background mesh based of the intersection with the
wood chips’ surfaces. (d) Snapping of the refined mesh to the wood chips’ surfaces. (e) Boundary layer addition
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5.4 Mesh quality assessment
Given the importance of number of consecutive divisions prescribed in the first of the meshing process and the intricacy
of the geometry, it is mandatory to assess for the quality of the mesh. Indeed, a poor refinement level would yield grid
dependent results, while an excessive refinement would lead to unnecessarily RAM intensive simulations or even not achievable
computations.

The validation procedure was conducted on a small sample of the mesh (3 d̄eq side cube), with an initial mesh made of
perfect d̄eq/3 side hexahedrons. The number of consecutive divisions was varied from 0 to 9. Three indicators were used to
quantify the mesh quality: fluid phase volume (or bed porosity), wood chips surface area (or bed specific area) and pressure
drop (with Re = 0.05). Mesh porosity and specific area were confronted to reference values (Vref and Sref ) known thanks to
the fact that the medium has been generated numerically. Obtaining a reference value for pressure drop is not possible given
the geometry. As a consequence, pressure drops were compared to the one computed for the most refined mesh.

Figure 7 reports the ratio between mesh volume and its reference value. As one can see, mesh volume is very close (less
than 1 % deviation) to the reference. This results if not surprising given the meshing approach. Yet, on closer inspection, it
does not mean that the mesh is properly reproducing the geometry for low refinement values. Indeed, for refinement levels
below 3, the closeness of the computed volume with its reference value can be explained by the fact that errors compensate
one another. As a conclusion, mesh volume is a poor quality indicator.
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Figure 7: Mesh volume convergence with refinement level

Figure 8 shows the ratio between mesh wood chips surface area and its reference value. This ratio ranges from 72.5 % to
96.5 % for refinement levels of 0 and 9, respectively. Furthermore, at least 7 consecutive divisions of the background mesh
are required to capture at least 90 % of the actual surface area. By analyzing the areas of the geometry that the meshing
algorithm fail to capture, one can realize that those parts of the are most intricated ones. As a first guess, given the shape
of those parts of the geometry, they can only host very minor flows, if not at all. Thus, even though pressure drop is closely
linked to the fluid-wall interactions, these areas may not contribute significantly to the total pressure drop.

Figure 9 presents the ratio between mesh pressure drop and its reference value. The value starts from 70 %, for an unrefined
mesh, and rapidly convergence toward a stabilized value. Indeed, only 3 refinement levels are needed to reach 95 % of the
reference value, 5 consecutive divisions achieve 99 % of the final value.

In this case of permeability computation, the most relevant indicator is the third one, i.e. the pressure drop. Owing respect
to the results showed on Figure 9 and the uncertainty associated to an experimental measurement of a permeability (± 2.50
%, see Sec. 4.2), we choose to work with a refinement level set at 4, i.e. a gap below 1.60 % for the pressure drop.

5.5 Computational domain size dependence
Now that mesh quality as been assessed, it is possible to run proper simulations. A visualization of the flow inside of the bed
can be found in Figure 10. Yet, before producing readily usable results, another important parameter has to be dealt with,
i.e. computational domain size. Indeed, as porous media are prone to channeling, the computational domain should be large
enough so that the results are not affected by this phenomenon.

To do so, the numerically generated beds were sampled with increasing volumes. For each volume, a full simulation was
run. The flow had a Reynolds number of 0.05 to avoid inertial effects was would undermine the comparison. In order to assess
for the repeatability of the numerical results, the sampling volumes were taken in the heart of the three beds at a height at
least 20 d̄eq above the bottom and below the top. In addition, the first bed was sampled at two different heights (position 1:
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Figure 8: Mesh surface convergence with refinement level

0 2 4 6 8
0

0.2

0.4

0.6

0.8

1

Refinement level

∆
P
m

e
s
h
/∆

P
r
e
f

Figure 9: Pressure drop convergence with refinement level

20 d̄eq above the bottom, position 2: 40 d̄eq above the bottom). These precautions ensure that the predictions do not depend
on the numerically generated bed nor the sampling position.

Results are plotted on Figure 11. As one can see, computed permeabilities wary widely before stabilizing for computational
domains larger than 11 d̄eq. By averaging the results for simulations run with a sampling volume higher than 11 d̄eq, the obtained
permeability is 1.89 ± 0.10 × 10−8 m2. With a deviation of 16.0 % - with reference to the experimental measurements - and
a variation coefficient of 5.04 %, this result is much closer to reality and less dispersed than the Kozeny-Carman estimation.

The run time on the ROMEO cluster for the largest sampling volume was below two hours. Yet, one should keep in mind
that with a Reynolds number of 0.05, no turbulence model had to be solved.

Yet, these results call for discussion. Experimental measurements take into account wall effects, i.e. the potential channeling
increasing the bed permeability. Even though these effects can be considered as minor, one could have expected the numerical
workflow to yield a permeability value lower than the experimental one. In order to go one step further, numerical porosity was
investigated. The numerical bed has a porosity of 0.47, which is lower than the experimental value of 0.60. This discrepancy
could be explained by the role of two different factors: uncertainty associated to the wood-wood friction factor values and
geometrical considerations. In order to investigate the first one, additional beds were generated with lower and higher friction
factor values (0.46 and 0.66, respectively). The resulting change in bed porosity was only marginal, with porosities of 0.46 and
0.48, respectively. Hence, unknown over the friction factor value is not a valid explanation. The second explanation is based on
the fact that the parallelepipedic description of the wood chips overestimates the chips volume. Yet again, intuitively, a lower
porosity should lead to a lower permeability. Explaining this counterintuitive informations requires to go one step further and
consider the origins of the pressure drop in this configuration. Permeability is measured in the Stokes regime, where pressure
drop originates from viscous stress. Hence, the specific surface area is the physical property that determines the pressure drop.
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Figure 10: Upright flow visualization. Translucent gray: wood chips, colored lines: streamlines colored by pressure field values
(seeds, two perpendicular horizontal lines crossing at the center of the sample)
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Figure 11: Pressure drop versus computational domain size. Squares: bed 1 at position 1, diamonds: bed 1 at position 2, circles:
bed 2, crosses: bed 3

By using a parallelepipedic description of the wood chips, one overestimates the chip volume and underestimates the chip
surface, thus the bed specific area. Furthermore, going from the real chips to their parallelepipedic counterparts also changes
the packing geometry, which could explain the larger porosity of the numerical beds. Keeping in mind the huge influence of
the porosity on permeability, to have such a good prediction is a real success. It indicates that, in spite of the simplification
regarding the particles shapes, the digital bed generation captures accurately the morphological effects of the fluid pathway,
ie. tortuosity and smallest sections along the pathways.
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5.6 Permeability dependency on Reynolds number
Using the developed workflow, it is possible to go one step further and compute pressure drop in the inertial regime. Indeed,
most of the time industrial wood chips bed are operated in this flow regime. To do so, a sample domain of 12 d̄eq was taken
out of the first bed. Then, simulations with a Reynolds number increasing for 0.01 to 1000 were run.

Figure 12 reports the evolution of the pressure gradient (∆P
h
) with the Reynolds number. A keen eye would notice two

different trends on the graph: below a Reynolds number of about 2, the pressure gradient increases linearly; and above this
value, the pressure gradient has quadratic dependency on Reynolds number. For the sake of readability, these results are
also presented in terms of computed permeability on Figure 13. On this last graph, the transition between the zones appears
clearly.
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Figure 12: Pressure gradient evolution with increasing Reynolds number
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Figure 13: Computed permeability evolution with increasing Reynolds number

The quadratic dependency of the pressure gradient in the inertial zone is a very well established fact. As aforementioned,
several correlations exist. In the community of biomass transformation, Forshheimer equation is the reference (Eq. 16). In this
equation, the pressure gradient has two components, the first one (µ

κ
|~u|) originating form Darcy’s law and describing the flow

in Stokes regime, the second one (ρC|~u|2) accounting for inertial effects. In the second member of the equation, the constant
C is the key parameter. In our case, it was fitted versus the numerical data produced using the workflow. We obtained a
value of C = 7865 (average error 1.20 %). This value can vary widely depending on the medium, yet, in our case, it in good
agreement with previously reported values, 6440 for unsorted d̄eq = 3.7 × 10−3 m wood chips [14]. Ergun equation (Eq. 17)
is also well-established in the chemical engineering community. Compared to the Forshheimer equation, it explicitly states
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the role of the porosity in both Stokes and inertial regimes. In our case, the fitting factor for the Stokes regime, referred as
α, has a value of 284 while 150 is classically used for monodispersed spheres. Furthermore, the numerical workflow yielded a
value of 2.92 for fitting factor in the inertial regime, referred as β, while the commonly used value for monodispersed spheres
is 1.75. Both factors are in the same order of magnitude as the their counterparts for monodispersed spheres. One could even
note that the discrepancies are quite low given the shape difference between chips and spheres. This shows that the proposed
method agrees well with established literature.

Furthermore, when applied to the prediction of the pressure drop for the Re = 11.7 case, this inertial correction yields
a value of 434 Pa. This value is in agreement with experimental measurement (Tab. 1). Furthermore, the calculated value
belongs to the upper range of experimental observations. This can be linked to the parallelepipedic description of the wood
chips. In the same way as it may reduce bed specific area, hence the increase the permeability, it also reduces the porosity by
virtually enlarging the bodies. In the inertial regime, the pressure drop originates from the bodies’ shapes, hence overestimating
this shape may lead to an overestimation of the pressure drop. As a results, predictions could be further improved by a better
reconstruction of the chips, by taking trapezoidal shapes for example.

∆P
h

= µ

κ
|~u|+ ρC|~u|2 (16)

∆P
h

= α
(1− ε)2

d̄eq
2Ψ̄2ε3

µ|~u|+ βρ|~u|2 1− ε
d̄eqΨ̄ε3

(17)

6 Conclusion
This work presented a numerical worklflow allowing the permeability of a granular packed bed made of non-spherical polydis-
perse particles to be computed using the particle size distribution as sole input data. The virtual packed bed is then generated
using a DEM code, meshed and finally simulated in both Stokes and inertial regimes. Throughout this article, a special care
has been taken in explaining and evaluating the impact of all the key parameters, namely, number of particles that have to be
sized, mesh refinement level, numerical domain dimensions.

Experimental were performed on real packed beds to assess for the reliability of the workflow. The permeability value
delivered by the workflow is 16.0 % higher than the experimental value. This can be considered a major improvement
over Kozeny-Carman equation, even corrected for non-spherical particles, which overestimates bed permeability by 115 %.
Considering the proposed method as validated, this framework was successfully used to compute inertial effects constant of
the Forshheimer equation for our packed bed.

All in all, this approach paves to way to the evaluation of bed tortuosity, dispersion coefficients, volumetric heat exchange
coefficients, and much more, from fully virtual packed bed.
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