
HAL Id: hal-01956491
https://hal.science/hal-01956491

Preprint submitted on 15 Dec 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the Omega Lemma
Nadji Hermas, Nabila Bedida, Slimane Amraoui

To cite this version:

Nadji Hermas, Nabila Bedida, Slimane Amraoui. On the Omega Lemma. 2018. �hal-01956491�

https://hal.science/hal-01956491
https://hal.archives-ouvertes.fr


On the Omega Lemma

Nadji HERMAS�y, Nabila BEDIDA, Slimane AMRAOUI

September 11, 2018

Abstract

Dans cet article, on donne des nouvelles versions, dans le cadre des
espaces d�Hölder, au lemme qui est nommé dans l�analyse globale �the
!-lemma�, et on croit que ces versions auront des applications dans
plusieurs disciplines telles que �la théorie des variétés des applications�
et �la théorie des groupes de di¤éomorphismes�.
2010 AMS Subject Classi�cation: 58C20, 58C25, 46G05, 46T20.
Keywords: Omega lemma; Global analysis.

1 Introduction

The aim of this paper is to give some new formulations in the context of
the Hölder spaces of the Omega lemma, which is a known lemma in the
global analysis. The terminology �Omega lemma�was invented in 1963 by
Abraham [1].

This lemma has various important applications in the global analysis,
especially in the theory of manifolds of mappings. Sobolev [8] is the �rst
who gave some formulations and applications of the omega lemma in the end
of the thirties of the twentieth century. In [1], [2], and [5], we �nd classical
versions of this result formulated for classical Banach spaces of functions
and sections of smooth vector bundles. In [3], the authors used a suitable
version of the omega lemma in the study of the strucutres of some Hilbert
di¤eomorphism groups based on Sobelev spaces. These groups have played
a crucial role in the use of the techniques of the Riemann geometry in the
study of the Euler equations for a perfect �uid. This is probably one of the
successful applications of Riemann geometry in partial di¤erential equations.
For further information about the omega lemma in the context of Sobolev
mappings, the reader can consult [4] and [7].

The main results of this paper are Theorem 2.5 and Proposition 2.6.
The proofs of these two results, which are based on the famous theorem of
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Taylor, were presented with greater accuracy and greater clarity, and this is
to facilitate the readers�understanding of this paper. For the same purpose,
we gave an appropriate text for the Taylor�s theorem.

Theorem 2.8 is an important adjustment for Theorem 2.5, while Theorem
2.10, which is the result most similar to the classical version for the omega
lemma given in [1] and [2], is a suitable formulation in the case of smooth
vector bundles, for Theorem 2.5. We also gave here the proofs of these two
theorems.

Always in order to facilitate the reading of the paper, we gave a short
and precise text containing the necessary de�nitions of Hölder spaces and
their natural topologies. The three simple results �Propositions 2.3 and 2.4
and Lemma 2.7�about these spaces have been given here because we need
them and also because they are not, as we see, very much presented in the
literature of these spaces. Moreover, we believe that the results 2.4 and 2.7
have not yet been given in this literature.

We expect that the results obtained in this paper have appropriate uses
in several disciplines as Theory of manifolds of mappings, Theory of groups
of di¤eomorphisms, and Finsler Geometry.

2 Some formulations of the Omega Lemma

2.1 Taylor�s theorem

In this subsection, we give a suitable text of the famous theorem of Taylor.
Let E1, . . . , En and F be normed spaces. We provide the space

L (E1; : : : ; En;F ) ;

of all bounded n-linear mappings from E1 � � � � � En to F with the norm

k`kL(E1;:::;En;F ) = sup
ku1kE1 ;:::;ku1kEn�1

k` (u1; : : : ; un)kF ; ` 2 L (E1; : : : ; En;F ) ;

which de�nes the topology of uniform convergence on bounded sets in E1�
� � � � En. If E1 = � � � = En = E, we simply write

Ln (E;F ) = L (E1; : : : ; En;F ) :

Let E be a normed space. For k � 1, we denote by Polyk (E;F ) the
space of homogeneous polynomials of degree k from E to F . Recall that
Polyk (E;F ) is de�ned as follows:

Polyk (E;F )

=
n
P : E ! F : 9B 2 Lk (E;F ) ; P (u) = B (u; : : : ; u) ; u 2 E

o
:
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We equip Polyk (E;F ) with the norm

sup fkP (u)kF : kvkE � 1g ; P 2 Poly
k (E;F ) :

Let Lksym (E;F ) denote the subspaces of symmetric elements of Lk (E;F ).
Then for each P 2 Polyk (E;F ), there is an unique element eP 2 Lksym (E;F )
such that

P (u) = eP (u; : : : ; u) = eP (u)k ; u 2 E:
Furthermore, the mapping P 2 Polyk (E;F ) 7! eP 2 Lksym (E;F ) is a linear
homeomorphism.

Let 
 be a non-empty open subset of E. We put

e
 = f(x; u) 2 
� E : kukE < dist (x; @
)g ;
where

dist (x; @
) = inf fky � xkE ; y 2 @
g ;

is the distance between x and @
. This set is open in 
�E by the continuity
of the function x 2 E 7! dist (x; @
) 2 R+, and has the property: for each
(x; u; t) 2 e
� [0; 1], x+ tu 2 
.

If @
 = �, then 
 = E and e
 = E � E.
Let f : 
 ! F be a given function, which is k times di¤erentiable at

x 2 
, where k � 1. For j 2 f1; : : : ; kg, we note by f (j) (x) the derivative of
order j of f at x. Knowing that f (j) (x) 2 Ljsym (E;F ), we put

f (j) (x) (u)j = f (j) (x) (u; : : : ; u) ; u 2 E:

For j = 0, we have f (0) = f and then f (0) (x) (u)0 = f (x) for all u 2 E.

Theorem 2.1 (Taylor�s theorem) Let E be normed space, let F be a Ba-
nach space, and let f : 
 � E ! F be a given function de�ned on an open
set 
 � E. The following two statements are true.

1. If f is Ck in 
 with k � 1, then

f (x+ u) =
X

0�j�k�1

f (j) (x) (u)j

j!
+

Z 1

0

(1� t)k�1

(k � 1)! f
(k) (x+ tu) (u)k dt;

for all (x; u) 2 e
.
2. If there are functions Pj 2 C0

�

;Polyj (E;F )

�
(1 � j � k) and Rk 2

C0
�e
;Polyk (E;F )� such that
f (x+ u) = f (x) +

X
1�j�k

Pj (x) (u) +Rk (x; u) (u) ; Rk (x; 0) = 0;
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for all (x; u) 2 e
, then f is Ck, and we necessarily have:
Pj (x) (u) =

f (j) (x) (u)j

j!
; 1 � j � k;

Rk (x; u) (v) =

Z 1

0

(1� t)k�1

(k � 1)! f
(k) (x+ tu) (v)k dt� f (k) (x) (v)k

k!
;

for (x; u) 2 e
 and v 2 E.
The proof of the statement 1 is easy. Concerning the statement 2, which

is known by the name �the converse to Taylor�s theorem�, we can consult [5]
(Theorem 2.4.15) and [6] (Theorem 3, p. 7).

2.2 Hölder spaces

In this subsection, we discuss the Hölder spaces and their linear topologies.
For any subset A of a topological space, we denote by A = cl (A) the

closure of A and by �A = int (A) the interior of A. For s 2 R, [s] denotes the
integer part of s, that is the unique integer checking the double inequality
[s] � s < [s] + 1.

Let E and F be normed spaces and let 
 be an open set of E. For a
positive integer s 2 N, we denote by Cs (
;F ) the space of the functions
u : 
 ! F of class Cs such that all the derivatives u(j) : 
 ! Lj (E;F ),
0 � j � s, of u are bounded.

For s 2 ]0; 1[, we de�ne the Hölder space Cs (
;F ) to consist of functions
u 2 C0 (
;F ) such that

sup
x;y2
;x 6=y

ku (x)� u (y)kF
kx� yksE

<1:

If s 2 R+jN = [0;+1[jN, we de�ne Cs (
;F ) to consist of functions u 2
C[s] (
;F ) such that the derivative u([s]) belongs to Cs�[s]

�

;L[s] (E;F )

�
.

The standard norm of Cs (
;F ), s 2 R+, is given by

kukCs(
;F ) =
X
0�j�s

sup
x2





u(j) (x)



Lj(E;F )

; u 2 Cs (
;F ) ;

when s 2 N, and by

kukCs(
;F ) =
X
0�j�s

sup
x2





u(j) (x)



Lj(E;F )

+ sup
x;y2
;x 6=y



u([s]) (x)� u([s]) (y)

L[s](E;F )
kx� yks�[s]E

;

when s 2 R+jN.
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If E = Rn, the norm k�kCs(
;F ) can also be given as follows:

kukCs(
;F ) =

8>>>>>><>>>>>>:

X
j�j�s

supx2
 k@�u (x)kF ; for s 2 N;X
�2Nn;j�j�[s]

supx2
 k@�u (x)kF

+sup x;y2
;x 6=y
�2Nn;j�j=[s]

k@�u(x)�@�u(y)kF
kx�yks�[s]E

; for s 2 R+jN;

with u 2 Cs (
;F ), where @�u denote the partial derivative of order � =
(�1; : : : ; �n) 2 Nn of u and j�j = �1 + � � ��n.

When F is a Banach space, Cs (
;F ), s 2 R+, provided with its standard
norm is again a Banach space.

Also, for s 2 N, we denote by Cs
�

;F

�
the space of the functions u :


 ! F of class Cs such that all the derivatives u(j), 0 � j � s, have
bounded, continuous extensions de�ned in 
. If s 2 ]0; 1[, we take Cs (
;F )
to consist of functions u 2 C0

�

;F

�
such that

sup
x;y2
;x 6=y

ku (x)� u (y)kF
kx� yksE

<1;

and if s 2 [1;+1[jN, we take Cs
�

;F

�
to consist of functions u 2 C[s]

�

;F

�
such that u([s]) 2 Cs�[s]

�

;L[s] (E;F )

�
.

The standard norm of Cs
�

;F

�
, s 2 R+, is given by the same expression

of the norm of Cs (
;F ) where 
 is replaced by 
.
For given s 2 R+, the relationship between the two spaces Cs (
;F )

and Cs
�

;F

�
is easy to detect. First, we note that the linear mapping of

restriction
Rs : u 2 Cs

�

;F

�
7! uj
 2 C

s (
;F ) ;

is an isometry. In addition, if F is a Banach space, then, for each s 2 R+jN,
the mapping Rs is an isometric linear homeomorphism. This statement
comes from the fact that, for every function u 2 Cs (
;F ), the derivatives
u(j), 0 � j � [s], are uniformly continuous in 
, so that they have bounded,
continuous extensions de�ned in 
.

Let s 2 N. If 
 is compact (so, by the Riesz lemma, E has �nite
dimension), then the space Cs

�

;F

�
coincides with the space Cs

�

;F

�
of

functions u 2 Cs (
;F ) such that all the derivatives u(j), 0 � j � s, have
continuous extensions de�ned in 
. Hence, if F is a Banach space, then
Cs
�

;F

�
is exactly the space of functions u 2 Cs (
;F ) such that all the

derivatives u(j), 0 � j � s, are uniformly continuous in 
.
Let U be a subset of E satisfying int (U) � U � int (U). Since every

continuous function in int (U) admits at most one continuous extension in
U , we de�ne the spaces Cs (U ;F ), s 2 R+, just like the spaces Cs

�

;F

�
,

s 2 R+.
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We recall that if U is a subset of E having the property int (U) � U �
int (U), then each open subset V of U checks the same property int (V ) �
V � int (V ).

We now de�ne the local Hölder spaces.
Let U be a subset of E satisfying int (U) � U � int (U). For s 2 N,

we put Csloc (U ;F ) = Cs (U ;F ), where Cs (U ;F ) is the space of functions
u 2 Cs (int (U) ;F ) such that all the derivatives u(j), 0 � j � s, have
continuous extensions de�ned in U .

If s 2 R+jN, we take Csloc (U ;F ) to consist of functions u 2 C [s] (U ;F )
such that, for each x0 2 U , there exists an open neighbourhood V (x0) in U
of x0 with ujV (x0) 2 C

s (V (x0) ;F ).
In the following, we assume that E is �nite dimensional and U is a locally

compact subset of E having the property int (U) � U � int (U).
It is not hard to verify that, for s 2 R+jN, Csloc (U ;F ) is the space of

functions u 2 C [s] (U ;F ) such that

sup
x;y2K;x6=y



u([s]) (x)� u([s]) (y)

L[s](E;F )
kx� yks�[s]E

<1;

for every compact set K of U . Indeed, if u 2 C [s] (U ;F ) checks the previous
condition, then u 2 Csloc (U ;F ) since U is locally compact. Now, let u 2
Csloc (U ;F ) and let K be compact set of U . There is an open covering U =
(Uj)1�j�N in U of K such that, for all j 2 f1; : : : ; Ng, Kj = Uj is a compact
subset of U and

sup
x;y2Kj ;x 6=y



u([s]) (x)� u([s]) (y)

L[s](E;F )
kx� yks�[s]E

<1

By Lebesgue covering theorem, there exists � > 0 such that, for all (x; y) 2
K � K with kx� ykE � �, there is a set in U containing both x and y.
Thus, for (x; y) 2 K �K with kx� ykE > �, we have

u([s]) (x)� u([s]) (y)



F

kx� yksE
� 2

�s




u([s])



C0(K;L[s](E;F ))

;

and for (x; y) 2 K �K with 0 < kx� ykRd � �, there is j0 2 f1; : : : ; Ng,
such that (x; y) 2 Kj0 , and so,

u([s]) (x)� u([s]) (y)



F

kx� yks�[s]E

�



u([s])


�

Cs(Kj0
;L[s](E;F ))

= sup
x;y2Kj0

;x 6=y



u([s]) (x)� u([s]) (y)

L[s](E;F )
kx� yks�[s]E

:
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Hence, we get




u([s])


�
Cs(K;L[s](E;F ))

= sup
x;y2K;x6=y



u([s]) (x)� u([s]) (y)

L[s](E;F )
kx� yks�[s]E

� max

�
2

�s




u([s])



C0(K;L[s](E;F ))

; max
1�j�N




u([s])


�
Cs(Kj ;L[s](E;F ))

�
<1:

The standard topology of Csloc (U ;F ) is the locally convex topology gen-
erated by the seminorms

kukCs(K;F ) =

8>>>>>><>>>>>>:

X
0�j�s

supx2K


u(j) (x)

Lj(E;F ) ; if s 2 N;X

0�j�[s]
supx2K



u(j) (x)

Lj(E;F )
+supx;y2K;x 6=y

ku([s])(x)�u([s])(y)kL[s](E;F )
kx�yks�[s]E

; if s 2 R+jN;

where u 2 Csloc (U ;F ) and K is a compact set in U .
The completeness of F implies that of Csloc (U ;F ). So, if F is a Banach

space, then Csloc (U ;F ) is a Fréchet space.
If U is compact, then U = int (U), and thus Csloc (U ;F ) = Cs

�
int (U);F

�
with s 2 R+.

The topology of the space

C1 (U ;F ) =
\
s2R+

Csloc (U ;F ) =
\
j2N

Cj (U ;F )

is generated by the seminorms

sup
x2K




u(j) (x)



Lj(E;F )

;

where K is a compact set in U and j 2 N.
We now discuss the Hölder spaces on the manifolds.
Let M be a �nite dimensional manifold (possibly with corners) modeled

on the space Rn with n � 1 and let (U;') be a chart of M . Then ' (U) is
an open subset of a quadrant

Q = fx 2 Rn : `1 (x) � 0; : : : ; `k (x) � 0g ;

of Rn. Here f`1; : : : ; `kg is a linearly independent subset of the dual (Rn)�
and k 2 f0; 1; : : : ; ng. This quadrant is a convex closed subset of Rn satis-
fying Q = int (Q) where

int (Q) = fx 2 Rn : `1 (x) > 0; : : : ; `k (x) > 0g :
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So ' (U) has the property int (' (U)) � ' (U) � int (' (U)). In addition,
' (U) provided with the restriction of the Euclidean topology of Rn is locally
compact and locally convex.

This fact allows us to de�ne the Hölder spaces over the manifold M .
Indeed, let N be a smooth manifold modeled on normed spaces and let
s 2 R+[f1g. We de�ne the functional set Csloc (M ;N) to consist of functions
u : M ! N such that, for each chart (U;') of M and each chart (V;  ) of
N with u (U) � V ,  � u � '�1 2 Csloc (' (U) ;EV ), where EV is the normed
space associated with the chart (V;  ) (that is  (V ) � EV ).

If M is compact, we put Cs (M ;N) = Csloc (M ;N).
There is an important situation here when N = E is a normed space. In

this case, Csloc (M ;E) is a vector space. We equip it with the initial topology
with respect to the mappings

'� : u 2 Csloc (M ;E) 7! u � '�1 2 Csloc (' (U) ;E) ;

where (U;') is a chart of M . Thus, we obtain a locally convex space, which
is complete when E is a Banach space.

IfM is compact, we consider an atlas ((Uk; 'k))1�k�n ofM and then we
consider a partition of unity (�k)1�k�n of M dominated by (Uk)1�k�n. For
s 2 R+, the space Cs (M ;E) = Csloc (M ;E) provided with the norm

u 2 Cs (M ;E) 7!
X
1�k�n



(�ku) � '�1k 

Cs(supp�k�'�1k ;E) 2 R+;

is a normed space, which is complete when E is complete. In addition,
the topology associated with this norm is exactly the standard topology of
Cs (M ;E).

Now let E be a smooth vector bundle of standard �ber F (which is a
normed space) over M . For s 2 R+ [ f1g, we put

Csloc (M ! E) = fX 2 Csloc (M ;E) : 8x 2M;X (x) 2 Exg ;

where Ex = ��1E (fxg) is the �ber of E at x and �E : E !M is the bundle
projection. This set has a real vector structure and is called the space of
sections of class Csloc of E. It is not hard to see that a continuous section
X 2 C0 (M ! E) belongs to Csloc (M ! E) if, and only if, for each bundle
chart (U; ) of E, pr2 �  � (XjU ) 2 Csloc (U ;F ), where pr2 is the projection
(x; v) 2 U�F 7! v 2 F . The standard topology of Csloc (M ! E), which is a
locally convex topology, is the initial topology with respect to the mappings

X 2 Csloc (M ! E) 7! pr2 �  � (XjU ) 2 C
s
loc (U ;F ) ;

where (U; ) is a bundle chart of E.
This topology is also the initial topology with respect to the mappings

X 2 Csloc (M ! E) 7! pr2 �  � (XjU ) � '
�1 2 Csloc (' (U) ;F ) ;
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where (U;') is a chart of M and (U; ) is a bundle chart of E.
Assume that M is compact and let s 2 R+. Let ((Uk; 'k))1�k�n be an

atlas of M , let ((Uk;  k))1�k�n be a bundle atlas of E, and let (�k)1�k�n be
a partition of unity of M dominated by (Uk)1�k�n. The standard topology
of the space Cs (M ! E) = Csloc (M ! E) is the topology associated with
this norm

X 2 Cs (M ! E)

7!
X
1�k�n




n�kpr2 �  k � �XjUk�o � '�1k 


Cs(supp�k�'�1k ;F)
2 R+:

The proof of the following simple proposition is easy.

Proposition 2.2 1. Let E, E1, . . . , Ek, and F be normed spaces. Let
U � E be a subset having the property int (U) � U � int (U)and let
s 2 R+. If L 2 Csloc (U ;L (E1; : : : ; Ek;F )), u1 2 Csloc (U ;E1), . . . ,
uk 2 Csloc (U ;Ek), then L (�) (u1 (�) ; : : : ; uk (�)) 2 Csloc (U ;F ). In ad-
dition, if E is �nite dimensional and U is a locally compact, then
the mapping (u1; : : : ; uk; L) 7! L (�) (u1 (�) ; : : : ; uk (�)) is continuous
from Csloc (U ;E1) � � � � � Csloc (U ;Ek) � Csloc (U ;L (E1; : : : ; Ek;F )) to
Csloc (U ;F ). In particular, if E1 = � � � = Ek = F = C, then the
mapping (u1; : : : ; uk) 7! u1 � � �uk is continuous from Csloc (U ;C)

k to
Csloc (U ;C).

2. Let E, F and G be three normed spaces, let U � E and V � F two
subsets with int (U) � U � int (U) and int (V ) � V � int (V ). We
assume that U is locally convex. If u 2 Csloc (U ;F ) and v 2 Csloc (V ;G)
with u (U) � V and s 2 ]1;+1[� N, then v � u 2 Csloc (U ;G).

We note that the composition of two functions of class Csloc with s 2 ]0; 1[
is not generally a function of class Csloc. For example, the function j�j

1=2 :

x 2 R 7! jxj1=2 2 R belongs to the space C1=2 (R;R) � C1=2loc (R;R), however
j�j1=2 � j�j1=2 = j�j1=4 =2 C1=2 (]�"; "[ ;R) for every " > 0. Thus, the satement
2 is wrong for s 2 ]0; 1[.

The approximation of functions of class Csloc or of class Cs by smooth
functions is an important problem. In this context, we present the following.

Proposition 2.3 Let F be a Banach space, and let ' 2 Cs (Rn;F ) with
s 2 R+. We consider a function � 2 C1c (Rn;R) having the properties � � 0
and

R
Rn � (y) dy = 1, and then for j � 1, we put �j (x) = jn� (jx) and

'j (x) = �j�' (x) =
Z
Rn
�j (x� y)' (y) dy =

Z
Rn
�j (y)' (x� y) dy; x 2 Rn:

Then
�
'j
�
j�1 � C

1 (Rn;F ) =
T
s2R+ C

s (Rn;F ) and:
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1. For s 2 N, if the derivatives @�' : Rn ! F , j�j = [s], are uniformly
continuous, then 'j ! ' in Cs (Rn;F ).

2. For s 2 R+jN, if the functions

(x; y) 2 Rn � Rn ��Rn 7!
@�' (x)� @�' (y)
kx� yks�[s]Rn

2 F; j�j = [s] ;

where �Rn = f(x; x) : x 2 Rng, are uniformly continuous, then we
have 'j ! ' in Cs (Rn;F ).

Proof. Let j � 1. It is obvious that 'j 2 C1 (Rn;F ) with

@�'j (x) =

Z
Rn
@��j (y)' (x� y) dy; x 2 Rn; � 2 Nn:

So, 

@�'j

C0(Rn;F ) � k'kC0(Rn;F ) ZRn k@��j (y)kE dy <1; � 2 Nn;
which proves that 'j 2 C1 (Rn;F ). On the other hand, since we have

@�'j (x) =

Z
Rn
�j (y) @

�' (x� y) dy; x 2 Rn; � 2 Nn; j�j � [s] ;

it is enough to treat the case s 2 [0; 1[.
Indeed, for j � 1 and x 2 Rn, we write

'j (x)� ' (x) =

Z
Rn
�j (y) f' (x� y)� ' (x)g dy

=

Z
Rn
� (y)

�
'

�
x� 1

j
y

�
� ' (x)

�
dy;

and therefore,



'j � '

C0(Rn;F ) � sup
x2Rn;y2supp�





'�x� 1j y
�
� ' (x)






F

:

Hence, if ' is uniformly continuous in Rn, it follows, since supp� is bounded,
that

lim
j!1

sup
x2Rn;y2supp�





'�x� 1j y
�
� ' (x)






F

= 0;

and then limj!1


'j � '

C0(Rn;F ) = 0. This proves the statement 1.

Now let s 2 ]0; 1[. By the above, 'j ! ' in C0 (Rn;F ) since ' is
uniformly continuous in Rn.
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For j � 1 and (x; y) 2 Rn � Rn with x 6= y, we have

 j (x)�  j (y)
kx� yksRn

=

Z
Rn
� (z)

8<:'
�
x� 1

j z
�
� '

�
y � 1

j z
�

kx� yksRn

�' (x)� ' (y)kx� yksRn

�
dz

=

Z
Rn
� (z)

�
m

�
x� 1

j
z; y � 1

j
z

�
�m (x; y)

�
dz;

where  j = 'j � ' and

m (x; y) =
' (x)� ' (y)
kx� yksRn

; x; y 2 Rn; x 6= y;

So,



 j

�Cs(Rn;F ) = sup
x;y2Rn;x 6=y



 j (x)�  j (y)

F
kx� yksRn

� sup
x;y2Rn;x 6=y;
z2supp�





m�x� 1j z; y � 1j z
�
�m (x; y)






F

:

Hence, if m is uniformly continuous from Rn � Rn � �Rn to F , it follows
that

lim
j!1

sup
x;y2Rn;x 6=y;
z2supp�





m�x� 1j z; y � 1j z
�
�m (x; y)






F

= 0;

and then limj!1


 j

�Cs(Rn;F ) = limj!1



'j � '

�Cs(Rn;F ) = 0, meaning

that 'j ! ' in Cs (Rn;F ).
We adjust the previous proposition for the local Hölder spaces as follows.

Proposition 2.4 Let F be a Banach space, let ' 2 Csloc (Rn;F ) with s 2
R+, and let

�
'j
�
j�1 be the sequence de�ned in Proposition 2.3. The following

statements are true.

1. If s 2 N, then 'j ! ' in Csloc (Rn;F ) = Cs (Rn;F ).

2. If s 2 R+jN, then 'j ! ' in Csloc (Rn;F ) if, and only if, for all
x0 2 Rn and all � 2 Nn with j�j = [s],

lim
(x;y)!(x0;x0)

@�' (x)� @�' (y)
kx� yks�[s]Rn

= 0:
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Proof. The statement 1 follows immediately from the local uniform conti-
nuity of the derivatives @�', j�j � s, and the fact that



@�'j � @�'

C0(K;F ) � sup
x2K;y2supp�





@�'�x� 1j y
�
� @�' (x)






F

; j � 1;

for all compact subset K of Rn and all � 2 Nn with j�j � s.
As in the proof of Proposition 2.3, for the statement 2, it su¢ ces to treat

the case s 2 ]0; 1[. For all j � 1 and all (x; y) 2 R2 with x 6= y, we have

'j (x)� 'j (y)
kx� yksRn

=

R 1
0 '

0
j (y + t (x� y)) (x� y) dt

kx� yksRn
;

and then

'j (x)� 'j (y)

F
kx� yksRn

� kx� yk1�sRn

Z 1

0



'0j (y + t (x� y))

L(Rn;F ) dt;
which shows that

lim
(x;y)!(x0;x0)

'j (x)� 'j (y)
kx� yksRn

= 0;

in F for all x0 2 Rn. If 'j ! ' in Csloc (Rn;F ), then

lim
j!1

sup
x;y2B(x0;R);x 6=y





'j (x)� 'j (y)kx� yksRn
� ' (x)� ' (y)

kx� yksRn






F

= 0;

for every closed ball B (x0; R) = fz 2 Rn : kz � x0kRn � Rg of Rn. From
this, it is not di¢ cult to deduce that

lim
(x;y)!(x0;x0)

' (x)� ' (y)
kx� yksRn

= 0;8x0 2 Rn:

Now, assume that

lim
(x;y)!(x0;x0)

' (x)� ' (y)
kx� yksRn

= 0;8x0 2 Rn;

and let K be a compact subset of Rn. Since the function

(x; y) 2 Rn � Rn ��Rn 7! m (x; y) =
' (x)� ' (y)
kx� yksRn

2 F;

has a continuous extension de�ned in Rn�Rn, it follows that it is uniformly
continuous in K �K ��K , and then

lim
j!1

sup
x;y2K;x6=y
z2supp�





m�x� 1j z; y � 1j z
�
�m (x; y)






F

= 0:
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Thus, using the inequality



 j

�Cs(K;F ) = sup
x;y2K;x 6=y



 j (x)�  j (y)

F
kx� yksRn

� sup
x;y2K;x6=y
z2supp�





m�x� 1j z; y � 1j z
�
�m (x; y)






F

; j � 1;

we get limj!1


 j

�Cs(K;F ) = 0, which means that 'j ! ' in Csloc (Rn;F ),

since K is arbitrary.
In the end of this subsection, we recall that the sequence (uj)j2N �

Csloc (Rn;F ) converges, in Csloc (Rn;F ), to u 2 Csloc (Rn;F ) if, and only if, for
all function � 2 C1c (Rn;F ), the sequence (�uj)j2N converges, in Cs (Rn;F ),
to �u.

2.3 Some results

In this subsection, we present a several convenient variants of Omega lemma.
Let S be a topological space and let E be a normed space. For given

compact subset K � S, we provide the space

C0 (S;E)
��
K
=
�
ujK : u 2 C

0 (S;E)
	
;

which is a vector subspace of C0 (K;E), with the norm of the uniform
convergence on K de�ned by

kukC0(K;E) = sup
x2K

ku (x)kE ; u 2 C0 (S;E)
��
K
:

If 
 is a subset of E, we put

C0 (S;K; 
) =
�
u 2 C0 (S;E)

��
K
: u (K) � 


	
=

�
vjK : v 2 C

0 (S;E) ; v (K) � 

	
:

This set is a subset of the set C0 (K; 
) and contains the set

C0 (S; 
)
��
K
=
�
ujK : u 2 C

0 (S; 
)
	
:

If S is compact, then C0 (S; S; 
) = C0 (S; 
).
We equip the space C0 (S;E) with its compact-open topology (or CO-

topology) generated by the family of semi-norms

u 2 C0 (S;E) 7! kujKkC0(K;E) 2 R+;

where K is a compact subset of S.

Theorem 2.5 Let E be a normed space and let F be a Banach space. Let

 be an open set of E, let S be a topological space, and let M be a compact
manifold (possibly with corners). Then the following statements holds.
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1. Let K be a compact subset of S. The set C0 (S;K; 
) is open in
C0 (S;E)

��
K
, and if ' 2 Ck (
;F ) with k 2 N[f1g, then the mapping

� : u 7! ' � u is Ck from C0 (S;K; 
) to C0 (K;F ). In particular, if
S is compact, then C0 (S; 
) is open in C0 (S;E) and � is Ck from
C0 (S; 
) to C0 (S;F ).

2. If ' 2 C0 (
;F ), then � : u 7! ' � u is continuous from C0 (S; 
)
equipped with the trace of the compact-open topology of C0 (S;E) to
C0 (S;F ).

3. If ' 2 Cj+k (
;F ) with j 2 N and k 2 N [ f1g, then � is Ck from
Cj (M ; 
) to Cj (M ;F ).

4. Assume that E is �nite dimensional and let ' 2 C [s]+k (
;F ), where
s 2 R+jN and k 2 N� [ f1g. Then � is Ck�1 from Cs (M ; 
) to
Cs (M ;F ).

Proof. We �rst treat the case k = 0 in the statement 1. Let u0 2
C0 (S;K; 
) and let " > 0. Since u0 (K) is compact, there exists � =
� (u0 (K) ; ") > 0 such that

8 (y; z) 2 u0 (K)� 
 : ky � zkE � � ) k' (z)� ' (y)kF � ":

So, if u 2 C0 (S;K; 
) with ku� u0kC0(K;E) � �, then

k' (u (x))� ' (u0 (x))kF � "; 8x 2 K;

and thus

k� (u)� � (u0)kC0(K;F ) = sup
x2K

k' (u (x))� ' (u0 (x))kF � ";

which proves that � : u 2 C0 (S;K; 
) 7! ' � u 2 C0 (K;F ) is continuous
at u0.

On the other hand, due to the compactness of u0 (K), there is � > 0
such that fz 2 E : dist (z; u0 (K)) < �g � 
, where

dist (z; u0 (K)) = inf
y2u0(K)

kz � ykE :

This implies that the open ball
n
u 2 C0 (S;E)

��
K
: ku� u0kC0(K;E) < �

o
is

included in C0 (S;K; 
). Hence C0 (S;K; 
) is open in C0 (S;E)
��
K
since

u0 is arbitrary in C0 (S;K; 
).
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Let (u; h) 2 ^C0 (S;K; 
) and let k � 1. According to Taylor�s formula
applied to the function ', we write

� (u+ h) (x) =

k�1X
j=0

'(j) (u (x)) (h (x))j

j!

+

Z 1

0

(1� t)k�1

(k � 1)! '
(k) (u (x) + th (x)) (h (x))k dt

= �(u) (x) +
kX
j=1

�j (u) (h) (x) +Rk (u; h) (h) (x) ; x 2 K;

where �j and Rk are de�ned as follows:

�j (u) (h) (x) =
'(j) (u (x)) (h (x))j

j!
; 1 � j � k;

Rk (u; h)
�eh� (x) =

Z 1

0

(1� t)k�1

(k � 1)! '
(k) (u (x) + th (x))

�eh (x)�k dt
�
'(k) (u (x))

�eh (x)�k
j!

:

with x 2 S and eh 2 C0 (S;E)
��
K
. We verify just like the case k = 0

that the mappings �j ,1 � j � k, are continuous from C0 (S;K; 
) to
Polyj

�
C0 (S;E)

��
K
;C0 (K;F )

�
and the mapping Rk is continuous from the

set ^C0 (S;K; 
) to Polyk
�
C0 (S;E)

��
K
;C0 (K;F )

�
. Hence by Theorem 2.1,

� is Ck from C0 (S;K; 
) to C0 (K;F ). This proves the statement 1.
By the above, for each compact subset K of S, � is continuous from

C0 (S; 
)
��
K
to C0 (K;F ). So, it is continuous from C0 (S; 
) to C0 (S;F ).

This gives the statement 2.
Now, let s 2 R+. Since the inclusion mapping Cs (M ;E) ,! C0 (M ;E)

is continuous and C0 (M ; 
) is open in C0 (M ;E) by the statement 1, it
follows that the set Cs (M ; 
) = Cs (M ;E)\C0 (M ; 
) is open in Cs (M ;E).

As in the proof of the statement 1, it is su¢ cient to treat the case k = 0
in the statement 3 and the case k = 1 in the statement 4. Recall that,
according to the de�nitions of topologies of spaces Cs (M ;E) and Cs (M ;F ),
to prove that � is continuous from Cs (M ; 
) to Cs (M ;F ), it is enough to
verify that, for all local chart (U; f) ofM , the mapping f����f� : u 7! '�u
is continuous from Csloc (f (U) ; 
) � Csloc (f (U) ;E) to Csloc (f (U) ;F ), where

f� : u 2 Csloc (f (U) ; 
) 7! f�u = u � f 2 Csloc (U ; 
) ;
f� : v 2 Csloc (U ;F ) 7! v � f�1 2 Csloc (f (U) ;F ) :

So, let (U; f) be a local chart ofM . By Proposition 2.2, the statement 2, and
the chain rule, all mappings u 7! @� f' � ug, j�j � [s], are continuous from
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Csloc (f (U) ; 
) to C0 (f (U) ;F ). This implies the continuity of the mapping
f� � � � f� from Csloc (f (U) ; 
) to C [s] (f (U) ;F ). Hence, the statement 3
is true for k = 0. On the other hand, to prove the satement 4 for k = 1,
it su¢ ces to check that, for ' 2 C1 (
;F ) and s 2 ]0; 1[, f� � � � f� is
continuous from Csloc (f (U) ; 
) to Csloc (f (U) ;F ).

We assume that E = Rn, and let ' 2 C1 (
;F ), u0 2 Csloc (f (U) ; 
)
with s 2 ]0; 1[. Let K be a compact subset of f (U) and let V be an open
set in 
 such that u0 (K) � V and V = cl (V ) is a compact set in 
. We
choose a function � 2 C1c (
;R) with the property that � � 1 on V . As in
the proof of the statement 1, we check that the set

Csloc (f (U) ;K;V ) = fujK : u 2 C
s
loc (f (U) ;R

n) ; u (K) � V g ;

is open in Csloc (f (U) ;Rn)jK equipped, of course, with the norm

kukCs(K;Rn) = sup
x2K

ku (x)kRn + sup
x;y2K;x6=y

ku (x)� u (y)kRn
kx� yksRd

;

where u 2 C1 (f (U) ;Rn)
��
K
and d = dimM . So, the set

W = Csloc (f (U) ;K;V ) \ Csloc (f (U) ; 
)jK ;

is an open neighborhood of u0 in Csloc (f (U) ; 
)jK , and for any u 2 W , we
have ' � u = (�') � u in K with �' 2 C1c (
;F ). Therefore, we can assume
that ' 2 C1c (
;F ) � C1c (Rn;F ) (that is to say ' is in C1 (
;F ) and has
compact support). Let � and �j be as in Proposition 2.3. For j � 1, we put
'j = �j � '. If j is su¢ ciently large, we have 'j 2 C1c (
;F ). In addition,
by Proposition 2.3, the sequence

�
'j
�
converges in C1 (Rn;F ) to ' since

the derivative '0 : Rn ! L (Rn;F ) is uniformly continuous, which means
that C1c (
;F ) is dense in C

1
c (
;F ) with respect to the norm of C1 (
;F ).

Hence, we can treat �rst the case ' 2 C1c (
;F ).
Let u 2 Csloc (f (U) ; 
). By the mean value theorem, we have

' � u� ' � u0 =
Z 1

0
'0 (u0 + � (u� u0)) (u� u0) d�:

Putting v = u � u0 and w = ' � u � ' � u0, we claim that we have the
estimate

kwkCs(K;F ) (1)

�


'0

C1(Rn;L(Rn;F )) n1 + ku0kCs(K;Rn) + kvkCs(K;Rn)o kvkCs(K;Rn) ;

where

'0

C1(Rn;L(Rn;F )) = sup
x2Rn



'0 (x)

L(Rn;F ) + sup
x2Rn



'00 (x)

L2(Rn;F ) :
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Indeed, we have

kwkC0(K;F ) =





Z 1

0
'0 (u0 + �v) (v) d�






C0(K;F )

�


'0

C0(Rn;L(Rn;F )) kvkC0(K;Rn) :

On the other hand, for (x; y) 2 K �K with x 6= y, we write

w (x)� w (y)
kx� yksRd

=

R 1
0 '

0 (u0 (x) + �v (x)) (v (x)) d� �
R 1
0 '

0 (u0 (y) + �v (y)) (v (y)) d�

kx� yksRd

=

Z 1

0

'0 (u0 (x) + �v (x))� '0 (u0 (y) + �v (y))
kx� yksRd

(v (x)) d�

+

Z 1

0
'0 (u0 (y) + �v (y))

�
v (x)� v (y)
kx� yksRd

�
d�;

with d = dimM . So,

kwk�Cs(K;F ) = sup
x;y2K;x 6=y

kw (x)� w (y)kF
kx� yksRd

� kvkC0(K;Rn)
Z 1

0



'0 (u0 + �v)

�
Cs(K;L(Rn;F ))

d�

+


'0



C0(Rn;L(Rn;F ))
kvk�Cs(K;Rn)

� kvkC0(K;Rn)


'00



C0(Rn;L2(Rn;F ))

Z 1

0
ku0 + �vk�Cs(K;Rn) d�

+


'0



C0(Rn;L(Rn;F ))
kvk�Cs(K;Rn) ;

and then

kwk�Cs(K;F ) � kvkC0(K;Rn)


'00



C0(Rn;L2(Rn;F ))

�
ku0k�Cs(K;Rn) + kvk

�
Cs(K;Rn)

�
+


'0



C0(Rn;L(Rn;F ))
kvk�Cs(K;Rn)

Hence,

kwkCs(K;F ) = kwkC0(K;F ) + kwk
�
Cs(K;F )

�


'0

C0(Rn;L(Rn;F )) kvkC0(K;Rn)
+ kvkC0(K;Rn)



'00


C0(Rn;L2(Rn;F ))

�
ku0k�Cs(K;Rn) + kvk

�
Cs(K;Rn)

�
+


'0



C0(Rn;L(Rn;F ))
kvk�Cs(K;Rn)

�


'0



C1(Rn;L(Rn;F ))

�
1 + ku0k�Cs(K;Rn) + kvk

�
Cs(K;Rn)

�
kvkCs(K;Rn)

�


'0



C1(Rn;L(Rn;F ))

�
1 + ku0kCs(K;Rn) + kvkCs(K;Rn)

�
kvkCs(K;Rn) ;
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which is the desired estimate (1).
This estimate shows that the mapping

u 2 Csloc (f (U) ; 
)jK ! ' � u 2 Csloc (f (U) ;F )jK
is continuous at u0.

Let ' 2 C1c (
;F ) and let
�
'j
�
� C1c (
;F ) with 'j ! ' in C1 (Rn;F ).

For all u 2 Csloc (f (U) ; 
) with ku� u0kCs(K;Rn) � 1 and all  2 C1c (
;F ),
we have

k � ukCs(K;F ) �
n
1 + kukCs(K;Rn)

o
k kC1(Rn;F ) (2)

�
n
2 + ku0kCs(K;Rn)

o
k kC1(Rn;F )

So, we get

k' � u� ' � u0kCs(K;F )
�



'j � u� 'j � u0

Cs(K;F ) + 

�'� 'j� � u

Cs(K;F )
+


�'j � '� � u0

Cs(K;F )

�


'j � u� 'j � u0

Cs(K;F )
+2
n
2 + ku0kCs(K;Rn)

o

'j � '

C1(Rn;F ) ;
where j � 1 and u 2 Csloc (f (U) ; 
) with ku� u0kCs(K;Rn) � 1. Let " > 0.
If we choose j � 1 and � 2 ]0; 1] such that

2
n
2 + ku0kCs(K;Rn)

o

'j � '

C1(Rn;F ) � "

2
;

and
ku� u0kCs(K;Rn) � � )



'j � u� 'j � u0

Cs(K;F ) � "

2
;

we obtain

ku� u0kCs(K;Rn) � � ) k' � u� ' � u0kCs(K;F ) �
"

2
+
"

2
= ";

which shows that the mapping

u 2 Csloc (f (U) ; 
)jK ! ' � u 2 Csloc (f (U) ;F )jK
is continuous at u0. Since u0 and K are arbitrary, it follows that f� �� � f�
is continuous from Csloc (f (U) ; 
) to Csloc (f (U) ;F ).

The proof of the theorem is �nished.
In the previous proof, we used the fact that if for all local chart (U; f) of

M , f� ���f� : u 7! '�u is continuous from Csloc (f (U) ; 
) � Csloc (f (U) ;E)
to Csloc (f (U) ;F ), then � is continuous from Cs (M ; 
) to Cs (M ;F ). We
mention here that the inverse implication is also true if 
 is a convex open
containing 0.

The statement 4 in Theorem 2.5 may be modi�ed in the manner de-
scribed in the following proposition.
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Proposition 2.6 Let F be a Banach space, let 
 be an open set of Rn, and
let M be a compact manifold (possibly with corners). For s 2 ]1;1[jN and
k 2 N, let ' 2 Cs+kloc (
;F ) be a function having the property

lim
(x;y)!(x0;x0)

@�' (x)� @�' (y)
kx� yks�[s]Rn

= 0; j�j = [s] + k; x0 2 
:

Then � : u 7! ' � u is Ck from Cs (M ; 
) to Cs (M ;F ).

Proof. As in the proof of Theorem 2.5, we only treat the case k = 0. We
can easily notice that to complete the proof, it su¢ ces to simply check that,
for ' 2 Csloc (
;F ) with s 2 ]0; 1[, f����f� is continuous from C1 (f (U) ; 
)
to Csloc (f (U) ;F ) for every local chart (U; f) of M .

Let (U; f) be a local chart of M . We can assume, always as in the proof
of Theorem 2.5, that ' 2 Csc (
;F ) � Csc (Rn;F ). If

�
'j
�
j�1 is the sequence

de�ned in Proposition 2.3, then we can �nd a compact subset K 0 � 
 such
that, for j su¢ ciently large, 'j = 0 and ' = 0 in 
�K 0. By Proposition 2.4,
the sequence

�
'j
�
converges in Csloc (Rn;F ) to '. So, 'j = �'j ! �' = '

in Cs (Rn;F ), where � 2 C1c (
;R) is a function with the property that
� � 1 on K 0. This allows us to treat, in the �rst step, the smooth case
' 2 C1c (
;F ).

Let u0 2 C1 (f (U) ; 
) and let K be a compact subset of f (U). The
estimate (1) shows that the mapping

u 2 Csloc (f (U) ; 
)jK ! ' � u 2 Csloc (f (U) ;F )jK

is continuous at u0. So, since the natural injection

C1 (f (U) ; 
)
��
K
,! Csloc (f (U) ; 
)jK ;

is continuous, it follows that the mapping

u 2 C1 (f (U) ; 
)
��
K
! ' � u 2 Csloc (f (U) ;F )jK ;

is continuous at u0.
Now let ' 2 Csc (
;F ) and

�
'j
�
� C1c (
;F ) with 'j ! ' in Cs (Rn;F ).

We assume, in the �rst step, that K is convex, and let �s check that if
u 2 C1 (f (U) ; 
) with ku� u0kC1(K;Rn) � 1 and  2 Csc (
;F ), then

k � ukCs(K;F ) �
n
1 + kuksC1(K;Rn)

o
k kCs(Rn;F ) (3)

�
n
1 +

�
1 + ku0kC1(K;Rn)

�so
k kCs(Rn;F ) :
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Indeed, for any (x; y) 2 K �K with x 6= y and u (x) 6= u (y), we write

 � u (x)�  � u (y)
kx� yksRd

=
 � u (x)�  � u (y)
ku (x)� u (y)ksRn

� ku (x)� u (y)k
s
Rn

kx� yksRd

=
 � u (x)�  � u (y)
ku (x)� u (y)ksRn

�




R 10 u0 (y + t (x� y)) (x� y) dt


sRn
kx� yksRd

;

and then,

k � u (x)�  � u (y)kF
kx� yksRd

� k � u (x)�  � u (y)kF
ku (x)� u (y)ksRn

�
�Z 1

0



u0 (y + t (x� y))

L(Rd;Rn) dt
�s

� k � u (x)�  � u (y)kF
ku (x)� u (y)ksRn

�


u0

sC0(K;L(Rd;Rn)) :

So,

k � uk�Cs(K;F ) � k k
�
Cs(Rn;F )



u0

sC0(K;L(Rd;Rn)) � k kCs(Rn;F ) kuksC1(K;Rn) ;
and therefore,

k � ukCs(K;F ) � k kC0(Rn;F ) + k kCs(Rn;F ) kuk
s
C1(K;Rn)

�
n
1 + kuksC1(K;Rn)

o
k kCs(Rn;F )

�
n
1 +

�
1 + ku0kC1(K;Rn)

�so
k kCs(Rn;F ) ;

which is the estimate (3). Now, for j � 1, we write

k' � u� ' � u0kCs(K;F )
�



'j � u� 'j � u0

Cs(K;F ) + 

�'� 'j� � u

Cs(K;F )
+


�'j � '� � u0

Cs(K;F )

�


'j � u� 'j � u0

Cs(K;F )
+2
n
1 +

�
1 + ku0kC1(K;Rn)

�so

'j � '

Cs(Rn;F ) :
Let " > 0. If we choose j � 1 and � 2 ]0; 1] such that

2
n
1 +

�
1 + ku0kC1(K;Rn)

�so

'j � '

Cs(Rn;F ) � "

2
;

and
ku� u0kC1(K;Rn) � � )



'j � u� 'j � u0

Cs(K;F ) � "

2
;
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then for any u 2 C1 (f (U) ; 
) with ku� u0kC1(K;Rn) � �, we have

k' � u� ' � u0kCs(K;F ) �
"

2
+
"

2
= ":

This proves that the mapping

u 2 C1 (f (U) ; 
)
��
K
7! ' � u 2 Csloc (f (U) ;F )jK

is continuous at u0.
If K is an arbitrary compact subset of f (U), there is an open covering

U = (Uj)1�j�N in f (U) of K such that, for all j 2 f1; : : : ; Ng, Kj = Uj is a
convex and compact subset of f (U). By Lebesgue covering theorem, there
exists � > 0 such that, for all (x; y) 2 K �K with kx� ykRd � �, there is
a set in U containing both x and y.

Let u 2 C1 (f (U) ; 
) and let (x; y) 2 K � K. For kx� ykRd > �, we
have

kw (x)� w (y)kF
kx� yksRd

� 2

�s
kwkC0(K;F ) ;

with w = '�u�'�u0, and for 0 < kx� ykRd � �, there is j0 2 f1; : : : ; Ng,
such that (x; y) 2 Kj0 , and so,

kw (x)� w (y)kF
kx� yksRd

� kwk�Cs(Kj0
;F) :

Thus, we get the inequality

kwk�Cs(K;F ) � max
�
2

�s
kwkC0(K;F ) ; max

1�j�N
kwk�Cs(Kj ;F )

�
;

which prove, with the above, that the mapping

u 2 C1 (f (U) ; 
)
��
K
7! ' � u 2 Csloc (f (U) ;F )jK

is continuous at u0.
Now, since u0 and K are arbitrary, it follows that f����f� is continuous

from C1 (f (U) ; 
) to Csloc (f (U) ;F ).
We want to make a change to the text of Theorem 2.5. But before that,

we need to introduce some concepts.
Let E and F be normed spaces, let 
 be an open set of E, and let

M be a �nite dimensional manifold (possibly with corners). For s 2 N
and k 2 N [ f1g, we denote by Cs;s+k (M � 
;F ) the space of functions
' 2 Cs (M � 
;F ) such that, for all x 2 M , ' (x; �) 2 Cs+k (
;F ) with
@`y' 2 Cs

�
M � 
;L` (E;F )

�
, 0 � ` < k + 1. Here, @`y' denote the partial

derivative of order ` of ' with respect to the second variable y in 
. For
k =1, we simply write Cs;s+1 (M � 
;F ) = Cs;1 (M � 
;F ).
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Let s 2 R+jN and k 2 N. If ' 2 C [s];[s]+k (M � 
;F ) is a function with
the property: for every local chart (U; f) of M , every (x0; y0) 2 f (U) � 
,
and every j 2 f0; : : : ; kg, we have

lim
(x;y)!(x0;y0);
(x0;y0)!(x0;y0)

'
([s])
j (x; y)� '([s])j (x0; y0)

k(x; y)� (x0; y0)ks�[s]Rd�E

= 0; (4)

where 'j (�; �) = @jy' (f (�) ; �) and d = dimM , then obviously, the partial
derivative @`y' belongs to Csloc

�
M � 
;L` (E;F )

�
for 0 � ` � k.

Let U be a subset of a normed space G satisfying int (U) � U � int (U).
It is not di¢ cult to see that we have

int (U � 
) = int (U)� 
 � U � 

� int (U)� 
 = int (U)� 
 = int (U � 
):

Thus, we can de�ne the spaces Cs;s+k (U � 
;F ) (s 2 N, k 2 N [ f1g) in
the same way as before.

We need here the following lemma.

Lemma 2.7 Let F be a Banach space, let M be a �nite dimensional man-
ifold (possibly with corners), and let ' 2 C0 (M � Rn;F ). For j � 1, we
put

'j (x; y) = �j � (' (x; �)) (y) =
Z
Rn
�j (y � z)' (x; z) dz; x 2M;y 2 Rn;

where �j is as in Proposition 2.3. Then
�
'j
�
j�1 � C0;1 (M � Rn;F ) and:

1. If ' 2 Cs;s+k (M � Rn;F ) with s 2 N and k 2 N [ f1g, then�
'j
�
j�1 � Cs;1 (M � Rn;F ), and @�y'j ! @�y' in Cs (M � Rn;F )

for all � 2 Nn with j�j < k + 1.

2. If ' 2 C [s];[s]+k (M � Rn;F ) is a function with the property (4), where
s 2 R+jN and k 2 N, then

�
@�y'j

�
j�1

� Csloc (M � Rn;F ) and

@�y'j ! @�y' in Csloc (M � Rn;F ) for all � 2 Nn with j�j � k.

Proof. Without loss of generality, we assume thatM is an open subset of a
quadrant of Rd. Let ' 2 Cs;s+k (M � Rn;F ) with s 2 N and k 2 N [ f1g.
For given j � 1, it is obvious that 'j 2 Cs;1 (M � Rn;F ) with

@�x @
�+

y 'j (x; y) =

Z
Rn
@
y �j (y � z) @�y @�x' (x; z) dz; x 2M;y 2 Rn;

where � 2 Nd, �, 
 2 Nn, j�j � s, j�j < s+ k + 1. So, it is enough to treat
the case s = k = 0 in the statement 1.
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Let K be a compact subset of M � Rn. For j � 1 and (x; y) 2 K, we
write

'j (x; y)� ' (x; y) =

Z
Rn
�j (z) f' (x; y � z)� ' (x; y)g dz

=

Z
Rn
� (z)

�
'

�
x; y � 1

j
z

�
� ' (x; y)

�
dz;

where � is chosen as in Proposition 2.3. So,

'j � '

C0(K;F ) � sup
(x;y)2K
z2supp�





'�x; y � 1j z
�
� ' (x; y)






F

:

Since supp� is bounded, it follows by the local uniform continuity of ' in
M � Rn that

lim
j!1

sup
(x;y)2K
z2supp�





'�x; y � 1j z
�
� ' (x; y)






F

= 0;

and then limj!1


'j � '

C0(K;F ) = 0. This proves that we have 'j ! ' in

C0 (M � Rn;F ) because K is arbitrary.
For the statement 2, it su¢ ces to treat the case s 2 ]0; 1[, k = 0. So, let

' 2 C0 (M � Rn;F ) with the property (4). Let K be a compact subset of
M �Rn and let j � 1. For (x; y) 2 K and (x0; y0) 2 K with (x; y) 6= (x0; y0),
we have

'j (x; y)� 'j (x0; y0)
k(x; y)� (x0; y0)ksRd�Rn

=

Z
Rn
�j (z)

�
' (x; y � z)� ' (x0; y0 � z)
k(x; y)� (x0; y0)ksRd�Rn

�
dz

=

Z
Rn
�j (z)

�
' (x; y � z)� ' (x0; y0 � z)

k(x; y � z)� (x0; y0 � z)ksRd�Rn

�
dz:

and therefore,

'j

�Cs(K;F ) = sup
(x;y);(x0;y0)2K;
(x;y) 6=(x0;y0)



'j (x; y)� 'j (x0; y0)

F
k(x; y)� (x0; y0)ksRd�Rn

� k'k�Cs( eK;F) <1;
where eK = f(x; y � z) : (x; y) 2 K; z 2 supp�jg, which is a compact subset
of M � Rn. Hence, 'j 2 Csloc (M � Rn;F ) since K is arbitrary.

On the other hand, for (x; y) 2 K and (x0; y0) 2 K with (x; y) 6= (x0; y0),
we write

 j (x; y)�  j (x0; y0)
k(x; y)� (x0; y0)ksRd�Rn

=

Z
Rn
� (z)

8<:'
�
x; y � 1

j z
�
� '

�
x0; y0 � 1

j z
�

k(x; y)� (x0; y0)ksRd�Rn

� ' (x; y)� ' (x0; y0)
k(x; y)� (x0; y0)ksRd�Rn

�
dz;
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where  j = 'j � '. Thus, if we put

m
�
x; y; x0; y0

�
=

' (x; y)� ' (x0; y0)
k(x; y)� (x0; y0)ksRd�Rn

;

for (x; y), (x0; y0) 2M � Rn with (x; y) 6= (x0; y0), it follows that



 j

�Cs(K;F ) � sup
(x;y);(x0;y0)2K;
(x;y) 6=(x0;y0);
z2supp�





m�x; y � 1j z; x0; y0 � 1j z
�
�m

�
x; y; x0; y0

�




F

:

By (4), m is locally uniformly continuous from M �Rn�M �Rn��M�Rn

to F , where
�M�Rn = f(x; y; x; y) : (x; y) 2M � Rng ;

which gives

lim
j!1

sup
(x;y);(x0;y0)2K;
(x;y) 6=(x0;y0);
z2supp�





m�x; y � 1j z; x0; y0 � 1j z
�
�m

�
x; y; x0; y0

�




F

= 0;

and then limj!1


 j

�Cs(K;F ) = limj!1 

'j � '

�Cs(K;F ) = 0. So, 'j ! '

in Csloc (M � Rn;F ) since K is arbitrary.

Theorem 2.8 Let E be a normed space and let F be a Banach space. Let

 be an open set of E, let S be a topological space, and let M be a compact
manifold (possibly with corners). Then we have the following:

1. If K is a compact subset of S and if ' 2 C0;k (S � 
;F ) with k 2
N [ f1g (that is, ' 2 C0 (S � 
;F ), which is Ck in the second vari-
able), then the mapping � : u 7! ' (�; u (�)) is Ck from C0 (S;K; 
) to
C0 (K;F ). In particular, if S is compact, � is Ck from C0 (S; 
) to
C0 (S;F ).

2. � is continuous from C0 (S; 
) to C0 (S;F ).

3. If ' 2 Cj;j+k (M � 
;F ) with j 2 N and k 2 N [ f1g, then � is Ck
from Cj (M ; 
) to Cj (M ;F ).

4. Assume that E is �nite dimensional and let ' 2 C [s];[s]+k (M � 
;F )
be a function having the property (4), where s 2 R+jN and k 2 N.
Then:

(a) For s 2 ]1;1[jN, � is Ck from Cs (M ; 
) to Cs (M ;F ).
(b) For s 2 ]0; 1[ and k � 1, � is Ck�1 from Cs (M ; 
) to Cs (M ;F ).
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Proof. As in the proof of Theorem 2.5, it su¢ ces to treat the case k = 0 in
both statements 1 and 3.

Let u0 2 C0 (S;K; 
) and " > 0. Since K and u0 (K) are compact, there
exists � = � (u0 (K) ; ") > 0 such that

8 (y; z) 2 u0 (K)� 
 : ky � zkE � � ) 8x 2 K : k' (x; z)� ' (x; y)kF � ":

So, if u 2 C0 (S;K; 
) with ku� u0kC0(K;E) � �, then

k' (x; u (x))� ' (x; u0 (x))kF � ";8x 2 K;

and thus

k� (u)� � (u0)kC0(K;F ) = sup
x2K

k' (x; u (x))� ' (x; u0 (x))kF � ";

which proves that � : u 2 C0 (S;K; 
) 7! ' (�; u (�)) 2 C0 (K;F ) is continu-
ous at u0. Hence the validity of the statement 1 for k = 0.

According to the above, for each compact subset K of S, � is continu-
ous from C0 (S; 
)

��
K
to C0 (K;F ). So, it is continuous from C0 (S; 
) to

C0 (S;F ), which is the statement 2.
From Proposition 2.2, the statement 2, and the chain rule, it follows

that, for any local chart (U; f) of M , the mapping

f� � � � f� : u 7! '
�
f�1 (�) ; u (�)

�
;

is continuous from Cj (f (U) ; 
) � Cj (f (U) ;E) to Cj (f (U) ;F ). Ther-
fore, � is continuous from Cj (M ;E) to Cj (M ;F ), which means that the
statement 3 is true for k = 0.

As in the proof of Proposition 2.6, to prove the satement (a), it su¢ ces to
simply check that, for s 2 ]0; 1[ and ' 2 Csloc (M � 
;F ) having the property
(4), f� � � � f� is continuous from C1 (f (U) ; 
) to Csloc (f (U) ;F ) for every
local chart (U; f) of M .

Without loss of generality, we assume that E = Rn and M is an open
subset of a quadrant of Rd, so U =M and f = IdM . Also, we can assume,
always as in the proof of Proposition 2.6, that the function ' is equal to 0 in a
subset of the formM�(
�K 0), where K 0 is a compact subset of 
. Hence,
' 2 Csloc (M � Rn;F ), and for all x 2 M , ' (x; �) 2 Csc (
;F ) � Csc (Rn;F ).
If
�
'j
�
j�1 is the sequence de�ned in Lemma 2.7, then we can �nd a compact

subset K 00 � 
 such that, for j su¢ ciently large, 'j = 0 in M � (
�K 00).
From this fact and Lemma 2.7, it follows that, for every compact subset
K �M , limj!1



 j

Cs(K�Rn;F ) = 0, where  j = 'j � ' and

 j

Cs(K�Rn;F ) = 

 j

C0(K�Rn;F ) + 

 j

�Cs(K�Rn;F )
= sup

(x;y)2K�Rn



 j (x; y)

F + sup
(x;y);(x0;y0)2K�Rn;

(x;y) 6=(x0;y0)



 j (x; y)�  j (x0; y0)

F
k(x; y)� (x0; y0)ksRd�Rn

:
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As we did in the proof of Proposition 2.6, we �rst treat the case when ' 2
C0;1 (M � Rn;F ) with the property (4). Let �s check that if u 2 Csloc (M ; 
)
then v = ' (�; u (�)) 2 Csloc (M ;F ). Indeed, for any compact subset K of M
and for (x; y) 2 K �K with x 6= y, we write

v (x)� v (y)
kx� yksRd

=
' (x; u (x))� ' (x; u (y))

kx� yksRd
+
' (x; u (y))� ' (y; u (y))

kx� yksRd

=

Z 1

0
@y' (x; u (y) + t (u (x)� u (y)))

�
u (x)� u (y)
kx� yksRd

�
dt

+
' (x; u (y))� ' (y; u (y))

k(x; u (y))� (y; u (y))ksRd�Rn
:

So,

kvk�Cs(K;F ) � k@y'kC0(K�Rn;L(Rn;F )) kuk
�
Cs(K;F ) + k'k

�
Cs(K�Rn;F ) <1;

which proves that v 2 Csloc (M ;F ).
As in the proof of estimate (1), we use the mean value theorem to get

the following

kwkCs(K;F ) �
n
k'kCs(K�Rn;F ) + k@y'kC0(K�Rn;L(Rn;F ))

+


@2y'

C0(K�Rn;L2(Rn;F )) �ku0kCs(K;Rn) + kvkCs(K;Rn)�o kvkCs(K;Rn) ;

where u0, u 2 Csloc (M ; 
), v = u�u0, w = '�u�'�u0, and K is a compact
subset of M . From this estimate and the fact that the natural injection

C1 (M ; 
)
��
K
,! Csloc (M ; 
)jK ;

is continuous, it follows that the mapping

u 2 C1 (M ; 
)
��
K
! ' � u 2 Csloc (M ;F )jK ;

is continuous.
For the treatment of the case ' 2 Csloc (M � Rn;F ), we �rst get the

following estimate

k (�; u (�))kCs(K;F ) �
n
2 + kuksC1(K;Rn)

o
k kCs(K�Rn;F )

�
n
2 +

�
1 + ku0kC1(K;Rn)

�so
k kCs(K�Rn;F ) :

which holds for every convex and compact subset K of M , every u, u0 2
C1 (M ; 
) with ku� u0kC1(K;Rn) � 1, and every  2 Csloc (M � Rn;F ) hav-
ing the property of being equal to 0 in a subset of the form M � (
�K 000),
where K 000 is a compact subset of 
. Then we use this estimate, which is
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similar to that (3), and the sequence
�
'j
�
j�1 de�ned in Lemma 2.7 to prove

that the mapping

u 2 C1 (M ; 
)
��
K
! ' � u 2 Csloc (M ;F )jK

is continuous.
The statement (b) is proven exactly like the statement 4 in Theorem 2.5,

where we use, instead of the estimate (2), the following estimate.

k (�; u (�))kCs(K;F )
� k kCs(K�Rn;F ) + k@2 kC0(K�Rn;L(Rn;F )) kukCs(K;Rn)
� k kCs(K�Rn;F ) + k@2 kC0(K�Rn;L(Rn;F ))

�
1 + ku0kCs(K;Rn)

�
;

where u, u0 2 C1 (M ; 
) with ku� u0kCs(K;Rn) � 1, K is a compact subset
of M , and  2 Csloc (M � Rn;F )\C0;1 (M � Rn;F ) is a function having the
property of being equal to 0 in a subset of the form M � (
�K 000), with
K 000 is a compact subset of 
.

We note that the statement 4 in Theorem 2.5 and the statements 3 and
(b) in Theorem 2.8 remain valid if M is the closure of a bounded open
set of a �nite dimensional space. If, moreover, M is locally convex, then
Proposition 2.6 and the statement (a) in Theorem 2.8 also remain valid. In
fact, the proofs in this case are more concise and more clearer.

In this context, we cite the following corollary.

Corollary 2.9 Let E be normed space, let F be a Banach space, let 
 be an
open set of E, and let M be the closure of a bounded open set of Rd. Then
the following statements are true.

1. Let s 2 N and k 2 N [ f1g. Let N be the cardinality of the set�
� 2 Nd : 1 � j�j � j

	
with j � 1. If ' 2 Cs;s+k

�
M � 
� EN ;F

�
(here the second variable is in 
� EN ), then the mapping

� : u 7! � (u) = '
�
x; u; (@�u)1�j�j�j

�
;

is Ck from Cs+j (M ; 
) to Cs (M ;F ).

2. Assume that E is �nite dimensional and let s 2 R+jN and k 2 N. If
' 2 C [s];[s]+k

�
M � 
� EN ;F

�
is a function, which hase the property

(4), then:

(a) For k 2 N�, � is Ck�1 from Cs+j (M ; 
) to Cs (M ;F ).
(b) If M is locally convex, then for s 2 ]1;1[jN, � is Ck from

Cs+j (M ; 
) to Cs (M ;F ).
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Proof. Let s 2 N. By the statement 3 in Theorem 2.8, the mapping

�1 : v 2 Cs
�
M ; 
� EN

�
7! ' (�; v (�)) 2 Cs (M ;F ) ;

is Ck. So, since the linear continuous mapping

�2 : u 2 Cs+j (M ;E) 7!
�
u (�) ; (@�u (�))1�j�j�j

�
2 Cs

�
M ;E � EN

�
;

is C1, it follows that � = �1 �
�
�2jCs+j(M ;
)

�
is Ck.

In the same way, we prove the statement 2.
Below, we present a theorem containing two formulations for statements

3 and 4 from Theorem 2.5 in the case of smooth vector bundles.
Let M be a paracompact manifold (possibly with corners) and let E be

a smooth vector bundle of standard �ber E (which is a normed space) over
M . Let 
 be an open subset of E such that for all x 2M , 
\Ex is a convex
neighborhood of the zero 0x of Ex. Under this assumption, we can �nd a
bundle atlas

��
U
 ;  


�
: 
 2 �

	
of E and a family of open neighborhoods

(V
)
2� of 0 in E such that for every 
 2 �, U
 � V
 �  

�

 \ ��1E (U
)

�
.

Now we consider a partition of unity (�
)
2� ofM dominated by (U
)
2�,
and for 
 2 �, we choose a function Y
 2 C1 (U
 ;V
) and then we put
X
 (x) =  �1 (x; Y
 (x)) ; x 2 U
 . The function X =

P

2� �
X
 belongs to

C1 (M ! E) and has the property: X (x) 2 
 for all x 2M . Therfore,

C1 (M ! 
) = fX 2 C1 (M ! E) : X (x) 2 
;8x 2Mg 6= �;

and hence Csloc (M ! 
) 6= � for all s 2 R+. Furthermore, if M is compact,
we check that Cs (M ! 
) = Csloc (M ! 
), s 2 R+, is an open subset of
Cs (M ! E).

Theorem 2.10 Let M be a compact manifold (possibly with corners), let E
and F be two Banach vector bundles over M , and let 
 be an open set of E.
We suppose that E is �nite dimensional and that for each x 2 M , 
 \ Ex
is a convex neighborhood of 0x in Ex. Then the following assertions holds.

1. Let j 2 N, k 2 N [ f1g, and let ' 2 Cj+k (
;F ) be a function such
that �E = �F � ', where �E and �F are the bundle projections of E
and F . Then � : X 7! '�X is Ck from Cj (M ! 
) to Cj (M ! F ).

2. Let s 2 R+jN and k 2 N� [ f1g. If ' 2 C [s]+k (
;F ) with �E =
�F � ', then � is Ck�1 from Cs (M ! 
) to Cs (M ! F ).

Proof. As in the proof of Theorem 2.5, it is su¢ cient to treat the case
j 2 N, k = 0 in the statement 1 and the case 0 < s < 1, k = 1 in the
statement 2.

Let X0 2 Cs (M ! 
), ' 2 C [s]+k (
;F ) with s 2 R+, and let V be an
open set in 
 such that X0 (M) � V and V = cl (V ) is a compact set in 
.
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Since E is paracompact, we can choose a function � 2 C1c (
;R) with the
property that � � 1 on V . The set Cs (M ! V ) is an open neighborhood of
X0 in Cs (M ! 
), and for any X 2 Cs (M ! V ), we have '�X = (�')�X
with �' 2 C

[s]+k
c (
;F ) � C

[s]+k
c (E;F ) and �E = �F � (�'). So, in the

study of the continuity of �, we can assume in advance that ' is a function
with compact support, which allows us to suppose without loss of generality
that 
 = E.

On the other hand, according to the de�nitions of topologies of spaces
Cs (M ! E) and Cs (M ! F ), to prove the continuity of � from Cs (M ! E)
to Cs (M ! F ), it is enough to verify that, for all bundle charts (U; E)
and (U; F ) of E and F , the mapping X 7! pr2 �  F � ' �  �1E (�; X (�)) is
continuous from Csloc (U ;E) to Csloc (U ;F), where E and F are the standard
�bers of E and F .

Let (U; E) and (U; F ) be bundle charts of E and F . For ' 2 Cj (
;F )
with j 2 N, we have e' = pr2 �  F � ' �  �1E 2 Cj (U � E;F). Hence,
we verify, exactly like the statement 3 in Theorem 2.8, that the mapping
X 7! e' (�; X (�)) is continuous from Cj (U ;E) to Cj (U ;F).

Let ' 2 C1 (
;F ). Since e' 2 C1 (U � E;F) � C0;1 (U � E;F) and sincee' checks the condition (4) for s 2 ]0; 1[ and k = 0, it follows that the
mapping X 7! e' (�; X (�)) is continuous from Csloc (U ;E) to Csloc (U ;F). This
fact is proved exactly as the assertion (b) in Theorem 2.8.
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