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Abstract

In this paper, we deal with some magnetostatic models considered in vector
potential formulations and solved by a Finite Element solver. In order to ensure
the uniqueness of the solution, a gauge condition has to be imposed, and several
possibilities occur. Moreover, the source term has to be correctly defined to
ensure a physically admissible solution. We show the equivalence between some
of these choices for several kinds of boundary conditions. Moreover, we highlight
their characteristic behaviors on some numerical benchmarks to illustrate our
theoretical results.

Key Words: Maxwell equations, potential formulations, gauge conditions, finite ele-
ment method.
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1 Introduction

Two important aspects of the magnetic vector potential (finite element) formulations,
for both magnetostatics and magnetodynamics, concern the source current densities js
in stranded conductors and the gauge conditions making the magnetic vector poten-
tial A unique [10, 13]. The ways to define the related constraints are of importance
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for a correctly posed problem, from its continuous and discrete formulations, up to its
robust and accurate numerical resolution. A source js has to fulfill adequate discrete
zero divergence properties. A gauge condition on A also requires adequate properties
to allow its practical discrete FE implementation. Such constraints can be defined in
strong or weak ways. Standard gauge conditions are either the Coulomb gauge or the
tree-cotree gauge (with curl-conform edge FEs for A). Similarly, the zero divergence of
a source js can be either strongly satisfied via a curl-conform source field (an electric
vector potential) as commonly done [7, 8], or weakly satisfied via a weak formulation,
which appears as an interesting natural alternative. In this paper, we analyse from a
mathematical point of view these different strategies, and prove their equivalence in the
continuous as well as in the discrete frameworks. In a first attempt, we focus on the
magnetostatic case and on the so-called ”A-formulation”.

From now on, we consider an open simply connected bounded and polyhedral do-
main Ω ⊂ R3 with a Lipschitz boundary ∂Ω = Γ = Γh ∪ Γb such that Γb is connected
(see Figure 1). We denote Ωs = supp js, where js is the source part of the current

Γh

Γb

js

Ωs ⊂ Ω

Ω

Figure 1: The domain Ω and Ωs ⊂ Ω. Here, Γ = Γh ∪ Γb with Γh the right side of the cube and Γb the union of the
other sides.

density. The equations and material relations of this problem are then given by:

curl H = js, in Ω, (1)

div B = 0 in Ω, (2)

B = µ H, in Ω, (3)

with boundary conditions:

n×H = 0, on Γh, (4)

B · n = 0, on Γb. (5)
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Here H is the magnetic field and B stands for the magnetic flux density. As usual,
µ ∈ L∞(Ω) is the magnetic permeability of the material that is uniformly bounded
from below (i.e., there exists a positive real number µ0 such that µ > µ0 in Ω). The
boundary condition on Γb corresponds to the truncation of the full space, while the
boundary condition on Γh follows from symmetry considerations. From (2), a magnetic
vector potential A can be defined such that

B = curl A in Ω. (6)

In terms of A and v, if Γb is simply connected, the boundary condition (5) is equivalent
to

n×A = n×∇ϕ on Γb, (7)

with some ϕ ∈ H1(Ω). Hence by subtracting ∇ϕ to A, namely setting A′ = A−∇ϕ,
we get another vector potential of B satisfying

n×A′ = 0, on Γb.

To ensure the uniqueness of A, it is necessary to impose a gauge condition. The most
popular one is div A = 0 (called the Coulomb gauge). If Γb is not simply connected,
then (5) and (7) are no more equivalent with ϕ ∈ H1(Ω), but we shall see below how
to replace this condition (7).

Remark 1.1. This magnetostatic problem could be easily generalized considering a
conductor part Ωc ⊂ Ω in which some eddy currents would be generated. In that case,
the Faraday law linking the time derivative of the magnetic induction B to the curl
of the electric field E would have to be added, generating a current density J = σE in
Ωc with σ being the electrical conductivity of the material. Such configurations will be
adressed in the future.

2 The case Γb simply connected

In this section, we consider the case where Γb is simply connected (see e.g. Fig 1).

2.1 Continuous weak formulation

We first start with the weak formulation of our magnetostatic problem. Indeed, mul-
tiplying the Ampère equation (1) by a test function A′, integrating in Ω and using
Green’s formula we get :∫

Ω

H · curl A′ dx−
∫

Ωs

js ·A′ dx+

∫
Γ

(n×H) ·A′ dσ = 0.

Using the boundary condition (4) and the relations (3) and (6), we obtain∫
Ω

µ−1curl A · curl A′ dx−
∫

Ωs

js ·A′ dx+

∫
Γb

(n×H) ·A′ dσ = 0.
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Since we can chose test-functions such that n×A′ = 0 on Γb, we arrive at :∫
Ω

µ−1curl A · curl A′ dx−
∫

Ωs

js ·A′ dx = 0. (8)

This problem ([16, Lemma 3.30] or [14, Lemma 2]) has a unique solution in the space

X0(Ω) =
{

A ∈ H(curl ,Ω) ; n×A = 0 on Γb and (A,∇ξ)Ω = 0, ∀ ξ ∈ H1
Γb

(Ω)
}
,

where
H1

Γb
(Ω) = {v ∈ H1(Ω) ; v = 0 on Γb},

provided js is divergence free in the sense that

(js,∇ξ)Ω = 0, ∀ ξ ∈ H1
Γb

(Ω), (9)

but uniqueness is not guaranteed.
The condition

(A,∇ξ)Ω = 0, ∀ ξ ∈ H1
Γb

(Ω) (10)

corresponds to the Coulomb gauge condition and allows to show that the bilinear form∫
Ω

µ−1curl A · curl A′ dx

is coercive in X0(Ω) [11]. Indeed (10) is a weak form of

div A = 0 in Ω and A · n = 0 on Γh.

Note that problem (8) remains well-posed in

X(Ω) =
{

A ∈ H(curl ,Ω) ; n×A = 0 on Γb

}
,

but uniqueness is not guaranteed.

2.2 Discrete weak formulations

We consider now a conforming mesh Th of Ω made of tetrahedra. The extension of the
above results to other elements, like quad or hexahedra, is straightforward. The vector
field A is approximated by first order edge elements. Thus we consider the Nédélec
finite element

ND1(T ) =
{
Fh : T −→ R3, x −→ a + b× x, a,b ∈ R3

}
,

and the approximation space of the continuous space X(Ω):

Xh(Ω) =
{

Ah ∈ H(curl ,Ω) ; n×Ah = 0 on Γb; Ah|T ∈ ND1(T ), ∀ T ∈ Th
}
.
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At this point, we introduce the discrete problem (compare with (8)): find Ah ∈
Xh(Ω) solution of∫

Ω

µ−1curl Ah · curl A′h dx−
∫

Ωs,h

js,h ·A′h dx = 0,∀A′h ∈ Xh(Ω), (11)

where js,h is an approximation of js and Ωs,h is a polyhedral approximation of Ωs made
of elements of the triangulation Th. Problem (11) has a (non-unique) solution provided
js,h is discrete divergence free, namely if it satisfies (14) below. The uniqueness is
guaranteed if a discrete gauge condition is imposed on Ah. In this section we analyze
two standard gauge conditions and comment how to solve (11) without imposing any
gauge.

2.2.1 Coulomb gauge

The first natural gauge is to introduce the space

X0,h(Ω) =
{

Ah ∈ Xh(Ω); (Ah,∇ξh) = 0, ∀ ξh ∈ H1
Γb,h

(Ω)
}
,

where
H1

Γb,h
(Ω) =

{
vh ∈ H1

Γb
(Ω); vh|T ∈ P1(T ), ∀ T ∈ Th

}
.

Hence we look for a solution Ah ∈ X0,h(Ω) to∫
Ω

µ−1curl Ah · curl A′h dx−
∫

Ωs,h

js,h ·A′h dx = 0,∀A′h ∈ X0,h(Ω). (12)

This problem has a unique solution as the next Lemma shows.

Lemma 2.1. Problem (12) has a unique solution Ah ∈ X0,h(Ω).

Proof. As problem (12) corresponds to a square linear system, injectivity is equivalent
to surjectivity. Let us then show its injectivity. Hence let Ah ∈ X0,h(Ω) be such that

curl Ah = 0.

Then as Ω is simply connected, by de Rham complex diagram (2.5.58) of [2], there

exists wh ∈ H1
h(Ω) =

{
vh ∈ H1(Ω); vh|T ∈ P1(T ) ∀ T ∈ Th

}
such that

Ah = ∇wh.

Since Ah × n = 0 on Γb, there exists c ∈ R such that wh = c on Γb and consequently
wh − c belongs to H1

Γb,h
(Ω) and

Ah = ∇(wh − c).

Since Ah is in X0,h(Ω), we deduce that Ah = 0.
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The calculation of a basis of X0,h(Ω) requires a Gram-Schmidt procedure and is
rather technical. Consequently, to solve problem (12) we propose to introduce a La-
grange multiplier [15]. Namely we introduce an unknown ξh ∈ H1

Γb,h
(Ω) and look for

the problem :
(µ−1curl Ah, curl A′h)− (js,h,A

′
h)Ωs,h

− (∇ξh,A′h) = 0,∀A′h ∈ Xh(Ω),

(Ah,∇ξ′h) = 0 ∀ ξ′h ∈ H1
Γb,h

(Ω).
(13)

We first see that the discrete inf/sup condition between the spaces Xh(Ω) and H1
Γb,h

(Ω)
is fulfilled. Indeed,

inf
ξh∈H1

Γb,h
(Ω)

sup
Ah∈Xh(Ω)

(∇ξh,Ah)

||Ah||Xh(Ω)|ξh|1,Ω
≥ inf

ξh∈H1
Γb,h

(Ω)

(∇ξh,∇ξh)
||∇ξh||Xh(Ω)|ξh|1,Ω

= 1,

since by definition,
||Ah||2Xh(Ω) = ||curl Ah||2 + ||Ah||2.

Moreover, setting a(Ah,A
′
h) = (µ−1curl Ah, curl A′h) and b(Ah, ξ

′
h) = (Ah,∇ξ′h),

the bilinear form a is coervive on the kernel of b. Consequently, by Lemma 4.1 of [9],
problem (13) has a unique solution.

Note that problem (13) is equivalent to problem (12) if js,h is discrete divergence
free, namely if it satisfies

(js,h,∇wh) = 0,∀wh ∈ H1
Γb,h

(Ω). (14)

2.2.2 Co-tree gauging

In order to derive the co-tree gauging technique, we first have to consider a tree τ of
the triangulation, defined as a set of connected edges of the mesh Th passing by all
the nodes of Th without generating any closed loop (see an example in Figure 2 on a
2-D case). Let us denote by τ ′ = Eh \ τ its associated co-tree, and let Xh,τ (Ω) be the
subspace of Xh(Ω) spanned by the edge basis element of τ ′, namely

Xh,τ (Ω) = Span{se : e ∈ τ ′\Γ̄b},

where se denotes the basis function of Xh(Ω) associated with the edge e.
The co-tree gauging method consists in looking for Ah,τ ∈ Xh,τ (Ω) solution of∫

Ω

µ−1curl Ah,τ · curl A′h dx−
∫

Ωs

js,h ·A′h dx = 0, ∀A′h ∈ Xh,τ (Ω). (15)

This problem has a unique solution since the curl operator

curl : Xh,τ (Ω)→ P0(Ω) : Ah → curl Ah,
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X

Y

Z

Figure 2: Tree τ (in bold) and associated co-tree τ ′ (other edges) in 2-D.

is injective [12]. But a natural question concerns the uniqueness of the curl, namely if
we take two different trees τ and τ ∗, do we have

curl Ah,τ = curl Ah,τ∗?

To answer to this question, we prove a Helmholtz type decomposition.

Theorem 2.2. The next Helmholtz type decomposition holds: for all tree τ and all
Ah ∈ Xh(Ω), it holds

Ah = A′h +∇wh, (16)

with A′h ∈ Xh,τ (Ω) and wh ∈ H1
Γb,h

(Ω).

Proof. It suffices to show that for any e ∈ τ such that e ⊂ Ω ∪ Γh, one has

se = A′h +∇wh, (17)

with wh ∈ H1
Γb,h

(Ω) and A′h ∈ Xh,τ (Ω).

To prove this last identity we classify the edges of the tree τ by generations in the
following way. Fix one edge e of τ such that e has a common extremity with an edge of
τ ′, and call this edge the root of the tree (and the first generation). Then all edges of
τ that have an extremity in common with e form the second generation. We continue
iteratively, namely for i ≥ 2, the edges of the (i+ 1)th generation are those whose have
a common extremity with en edge of the ith generation.
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Now fix an edge e of the last generation, then by construction it has an extremity
v such that all other edges f of Eh are in τ ′. By [3, Proposition 5.4], we have∑

f∈Eh:v∈f

p(f, v)sf = ∇λv, (18)

where λv corresponds to the P1-Lagrange finite element basis function associated with
the node v and p(f, v) is equal to 1 if tf is pointing in the direction of v and is equal to
−1 else. Hence we deduce that

se = −p(e, v)−1
∑

f∈τ ′:v∈f

p(f, v)sf + p(e, v)−1∇λv, (19)

which proves (17) for the edge of the last generation.
For an edge e of the last but one generation, denote by ei, i = 1, · · · , I the edges of

the last generation of τ that have a common vertex v with e and by e′i, i = 1, · · · , I ′ the
edge of τ ′ that also have v as common vertex with e. Then using (18) at this vertices
v, we get

p(e, v)se = −
I∑
i=1

p(ei, v)sei −
I′∑
i=1

p(e′i, v)se′i +∇λv,

and using (19) to the edges ei, we arrive at (17) for the edge of the last but one
generation.

By iteration from one generation to the previous one, we obtain (17) for all edges
of τ .

Corollary 2.1. Let τ and τ ∗ be two trees, and assume that js,h satisfies (14), then

curl Ah,τ = curl Ah,τ∗ . (20)

Proof. By (15), (16) and the assumption on js,h, we have∫
Ω

µ−1curl Ah,τ · curl A′h dx−
∫

Ωs

js,h ·A′h dx = 0,∀A′h ∈ Xh(Ω).

Therefore, it holds∫
Ω

µ−1curl (Ah,τ −Ah,τ∗) · curl A′h dx = 0,∀A′h ∈ Xh(Ω),

which implies (20).

In the same manner, we can prove the next result:

Corollary 2.2. Let τ be a tree, let Ah ∈ X0,h(Ω) be the unique solution of (12) and
assume that js,h satisfies (14), then

curl Ah,τ = curl Ah.
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2.2.3 No gauging

Without gauging, problem (11) has a (non-unique) solution if js,h satisfies (14). It has
been noticed in [13] that if a conjugate gradient method is used to find a solution of this
problem by starting with an initial value equal to zero, then each iterate Ak satisfies

(Ak,∇ξh) = 0 ∀ ξh ∈ H1
Γb,h

(Ω),

and therefore the sequence Ak converges to the unique solution Ah ∈ X0,h(Ω) of (12).

3 The case Γb non simply connected

Now, we consider the case where Γb is no more simply connected (see e.g. Fig 3).
We recall that Ω is a polyhedron, having in mind to use some results of [4, 5] in the
following, for which this assumption has to be done.

Γh

Γh

Γb

σ1

Figure 3: The domain Ω and the cut σ1. Here, Γ = Γh ∪ Γb with Γh the two colored sides of the hexahedra and Γb the
union of the other sides.

3.1 Continuous weak formulation

In that case, we need to introduce some “cuts” σj, j = 1, · · · , J contained in Γb such
that

• each σj is a Lipschitz open curve,

• the extremities of σj are contained in the boundary of Γb,

• σ̄j ∩ σ̄k is empty if j 6= k,

• The set
Γ◦b = Γb \ ∪Jj=1σj

becomes simply connected.
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In that situation, we introduce the space (compare with Notation 3.9 of [1])

Θ = {r ∈ H
1
2 (Γ◦b) : [r]j

1
2= constant , 1 ≤ j ≤ J},

where [r]j
1
2= constant means that there exists a constant cj ∈ C such that∫

Γ+
j

∫
Γ−j

|rj+(x)− rj−(y)− cj|2

|x− y|3
dσ(x)dσ(y) <∞,

where Γ+
j and Γ−j are two different subsets of Γ◦b having σj included in its boundary and

rj± is the restriction of r on Γ±j . Note that Θ is larger than H
1
2 (Γb) but its complement

is finite-dimensional as the next Lemma shows. Indeed for all j = 1, · · · , J , let us fix
ϕj ∈ H1(Γ◦b) such that

[ϕj]j = 1 and [ϕj]k = 0,∀k 6= j,

where here [ϕj]k means the jump in the sense of trace.

Lemma 3.1. We have

Θ = H
1
2 (Γb)⊕ Span {ϕj}Jj=1.

Proof. Let r ∈ Θ, then for all j = 1, · · · , J , there exists a constant cj ∈ C such that

[r]j
1
2= cj.

Therefore the function

r̃ = r −
J∑
j=1

cjϕj,

belongs to H
1
2 (Γb) since it is in H

1
2 (Γ◦b) and [r̃]j

1
2= 0,∀j = 1, · · · , J.

With the notations from [4, 5], we recall that from [5, Rk 6.7], the mapping

πbτ : H(curl ,Ω)→ H
− 1

2
⊥,00(curl Γb

,Γb) : A→ n× (A× n),

is linear continuous and surjective. According to this surjectivity property, for any
j = 1, · · · , J , there exists ψj ∈ H(curl ,Ω) such that

n× (ψj × n) = ∇Γb
ϕj on Γb. (21)

These functions are linearly independent and are such that

curlψj 6= 0.
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Indeed if curlψj would be zero, then there would exist a function χj ∈ H1(Ω) such that

ψj = ∇χj,

and hence
∇Γb

χj = ∇Γb
ϕj.

This is impossible because we would get

χj − ϕj = c on Γ◦b ,

for some c ∈ C, and therefore

[ϕj]j
1
2= 0,

which is impossible. The linearly independence of the ψj is proved similarly. Without
loss of generality we can assume that ψj satisfies the Coulomb gauge (10). Indeed if it
is not the case, we can consider the unique solution ξj ∈ H1

Γb
(Ω) of

(∇ξj,∇ξ) = (ψj,∇ξ),∀ξ ∈ H1
Γb

(Ω).

And the new functions ψ̃j = ψj−∇ξj keep the same properties than before and satisfies
(10). Note finally that

curlψj · n = curl Γb
(n× (ψj × n)) = curl Γb

∇Γb
ϕj = 0 on Γb.

We now characterize the kernel of curl Γb
in H

− 1
2

⊥,00(curl Γb
,Γb).

Lemma 3.2. It holds
ker curl Γb

= ∇Γb
Θ.

In other words, B ∈ H
− 1

2
⊥,00(curl Γb

,Γb) is such that curl Γb
B = 0 if and only if there

exists r ∈ Θ such that
B = ∇Γb

r.

Proof. The inclusion ∇Γb
Θ ⊂ ker curl Γb

being direct, it suffices to prove the converse

inclusion. Let us then fix B ∈ H−
1
2

⊥,00(curl Γb
,Γb) such that curl Γb

B = 0. Denote by Γ`,
` = 1, 2 two simply connected subdomains of Γ◦b with a Lipschitz boundary containing
all the cuts and such that Γ◦b = Γ1 ∪ Γ2. Then applying Remark 6.5 of [5], there exists

r` ∈ H
1
2 (Γ`), ` = 1, 2 such that

B = ∇τr` on Γ`.

Hence
∇τ (r1 − r2) = 0 on Γ1 ∩ Γ2,

or equivalently there exists a constant c such that

r1 − r2 = c on Γ1 ∩ Γ2.
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Then we define r as follows:

r =

{
r1 on Γ1,
r2 + c on Γ2 \ Γ1.

Hence r belongs to H
1
2 (Γ◦b).

As the tangential component of B is formally continuous through a cut σj, we should
deduce that r belongs to Θ. To prove it correctly, let us fix one cut σj and consider Γ̃j
a small neighborhood of σj such that Γ̃j is simply connected with a Lipschitz boundary.

The again applying Remark 6.5 of [5], there exists r̃j ∈ H
1
2 (Γ̃j) such that

B = ∇τ r̃j on Γ̃j.

Consequently
∇τ (r̃j − r) = 0 on Γ̃j ∩ Γ1,

as well as
∇τ (r̃j − r) = 0 on Γ̃j ∩ Γ2.

This implies that there exist two constants cj+ and cj− such that

r̃j − r = cj− on Γ̃j ∩ Γ1,

as well as
r̃j − r = cj+ on Γ̃j ∩ Γ2.

As [r̃j]j
1
2= 0, we deduce that

[r]j
1
2= cj− − cj+.

This proves that r belongs to Θ.

With these results, we are able to state a sort of Helmholtz decomposition.

Lemma 3.3. Let A ∈ H(curl ,Ω) be such that

curl A · n = 0 on Γb.

Then there exist ϕ ∈ H1(Ω), C ∈ X0(Ω) and coefficients αj,j = 1, · · · , J such that

A = ∇ϕ+ C +
J∑
j=1

αjψj.

Proof. By Lemma 3.2, we have

n× (A× n) = ∇Γb
r, on Γb,
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with r ∈ Θ. According to Lemma 3.1, this means that there exist ϕ ∈ H1(Ω) and some
constants αj, j = 1, · · · , J such that

n× (A× n) = ∇Γb
ϕ+

J∑
j=1

αj∇Γb
ϕj.

By the definition of ψj, we get

n× (A× n) = n× (∇ϕ× n) +
J∑
j=1

αj(n× (ψj × n)).

Therefore the vector field

C = A−∇ϕ−
J∑
j=1

αjψj

belongs to H(curl ,Ω) and satisfies n×C = 0 on Γb. Again by eventually subtracting
to C a gradient of a function in H1

Γb
(Ω), we can assume that C ∈ X0(Ω).

At this stage we can come back to the vector potential A of B in (6) that, due to
(5), satisfies the condition of the previous Lemma. Since the gradient plays now role
on curl A, we are then reduced to look for A in the space

V := X0(Ω)⊕ Span {ψj}Jj=1.

The space V is clearly a Hilbert space equipped with the norm

‖A‖2
V = ‖A0‖2

H(curl ,Ω) +
J∑
j=1

|αj|2,

when A = A0 +
∑J

j=1 αjψj, with A0 ∈ X0(Ω) and (αj)
J
j=1 ∈ CJ . Note that, by a simple

application of the triangular inequality, the norm

‖A0‖Ω +
J∑
j=1

|αj|+ ‖curl A‖Ω

is equivalent to the norm ‖ · ‖V .
Note further that any A ∈ V satisfies

curl A · n = 0 on Γb.

In summary, in the case of a non simply connected Γb, problem (8) becomes: Find
A ∈ V such that∫

Ω

µ−1curl A · curl A′ dx =

∫
Ωs

js ·A′ dx+

∫
Γb

(n×H) ·A′ dσ, ∀A′ ∈ V, (22)
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where H is a given vector field on Γb such that div Γb
(n×H) = 0 on Γb and n×H = 0

on ∂Γb. Note that the required property on n × H has a physical meaning since in
practice H = µ−1curl A and if µ is constant near Γb, then (see [4, p. 23])

div Γb
(n×H) = µ−1curl A · n = 0 on Γb.

Secondly the boundary condition on ∂Γb is in accordance with the boundary condition
(4). Note that js is still a current density, while the term

∫
Γb

(n×H) ·A′ dσ corresponds
to the magnetomotive force. Indeed using the splitting

A′ = A′0 +
J∑
j=1

β′jψj, (23)

with A′0 ∈ X0(Ω) and some constants β′j, we have

∫
Γb

(n×H) ·A′ dσ =
J∑
j=1

β′j

∫
Γb

(n×H) · ψj dσ.

Hence the identity (21) allows to write∫
Γb

(n×H) ·A′ dσ =
J∑
j=1

β′j

∫
Γb

(n×H) · ∇Γb
ϕj dσ.

Now by Green’s formula in Γ◦b , the property of ϕj through the cuts, and the properties
on H mentioned below, we see that∫

Γb

(n×H) · ∇Γb
ϕj dσ =

∫
σj

H · d`,

which is a given constant δj (that is independent of the choice of σj). In summary
problem (22) is equivalent to∫

Ω

µ−1curl A · curl A′ dx =

∫
Ωs

js ·A′ dx+
J∑
j=1

δjβ
′
j, (24)

for all A′ ∈ V splitted in the form (23).
Let us notice that in this equivalent formulation, we do not need to know the

pointwise value of H on the whole of Γb, but we only need its circulation on each cut.
As usual, the well-posedness of this problem is based on the coercivity of the bilinear

form a defined by

a(A,A′) :=

∫
Ω

µ−1curl A · curl A′ dx,∀A,A′ ∈ V.

14



Lemma 3.4. The bilinear form a is continuous and coercive on V .

Proof. The continuity of a being trivial, let us show that it is coercive, namely that
there exists α > 0 such that

a(A,A) ≥ α‖A‖2
V ,∀A ∈ V.

This estimate clearly holds if and only if

a(A,A) ≥ β(‖A0‖Ω +
J∑
j=1

|αj|)2,∀A ∈ V,

for some β > 0. We prove that this last estimate holds by contradiction. Indeed assume
that it is wrong, this means that there exists a sequence of A(n) ∈ V, n ∈ N∗ such that

‖A(n)
0 ‖Ω +

J∑
j=1

|α(n)
j | = 1, (25)

‖curl A(n)‖Ω =
1

n
,∀n ∈ N∗, (26)

when A(n) = A
(n)
0 +

∑J
j=1 α

(n)
j ψj, with A

(n)
0 ∈ X0(Ω) and α

(n)
j ∈ C.

As

‖curl A
(n)
0 ‖Ω ≤ ‖curl A(n)‖Ω +

J∑
j=1

|α(n)
j |‖curlψj‖Ω . 1,

we deduce that the sequence (A
(n)
0 )n∈N∗ is bounded in X0(Ω). As X0(Ω) is compactly

embedded into L2(Ω)3 [14, Lemma 2], we can extract a subsequence, still denoted by

(A
(n)
0 )n∈N∗ , such that

A
(n)
0 → A0 in L2(Ω)3, as n→∞,

for some A0 ∈ X0(Ω). Further as C is finite dimensional, by (25), there exists a

subsequence, still denoted by (α
(n)
j )n∈N∗ , such that

α
(n)
j → αj in C, as n→∞,

for any j = 1, · · · , J . These two properties imply that the sequence (A(n))n∈N∗ is
convergent in L2(Ω)3, namely

A(n) → A = A0 +
J∑
j=1

αjψj in L2(Ω)3, as n→∞. (27)

This property and (25) imply that

‖A0‖Ω +
J∑
j=1

|αj| = 1. (28)
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The properties (26) and (27) imply that the sequence (A(n))n∈N∗ is a Cauchy se-
quence in H(curl ,Ω) and consequently

curl A(n) → curl A in L2(Ω)3, as n→∞.

Again by (26), we deduce that
curl A = 0. (29)

Similarly as A(n) satisfies (10), its limit A also satisfies (10).
Now by (29), and the fact that Ω is simply connected, there exists ϕ ∈ H1(Ω) such

that
A = ∇ϕ.

This implies that

n×∇ϕ = n×A =
J∑
j=1

αjn× ψj on Γb,

and by (21), we deduce that

∇Γb
ϕ =

J∑
j=1

αj∇Γb
ϕj on Γb.

Consequently there exists c ∈ C such that

ϕ =
J∑
j=1

αjϕj + c on Γ◦b .

As [ϕ]j = 0, we deduce that αj = 0 for all j = 1, · · · , J . Therefore A = A0 belongs to
X0(Ω) and therefore as Γb is connected,

ϕ = c on Γb.

Then ϕ̃ = ϕ−c belongs to H1
Γb

(Ω) and A = ∇ϕ̃ satisfies (10), which implies that ϕ̃ = 0,
whence A = 0. This contradicts (28).

Corollary 3.5. The space V is compactly embedded into L2(Ω)3.

According to Lax-Milgram Lemma, we deduce that problem (22) has a unique so-
lution A ∈ V . A natural question is whether curl A does not depend on the choice
of the cuts and the choice of ψj. For that purpose, we first state a Helmholtz type
decomposition.

Lemma 3.6. Under the previous assumptions, any u ∈ L2(Ω)3 admits the Helmholtz
decomposition

u = curl w + µ∇χ,
with w ∈ V and χ ∈ H1

Γh
(Ω).
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Proof. As usual, in a first step, we consider the unique solution χ ∈ H1
Γh

(Ω) of

(µ∇χ,∇ξ) = (u,∇ξ), ∀ξ ∈ H1
Γh

(Ω).

Hence u − µ∇χ is divergence free and therefore, by Lemma 3.5 of [1], there exists
A ∈ H1(Ω)3 such that

u− µ∇χ = curl A. (30)

Since (u− µ∇χ) · n = 0 on Γb, we deduce that

curl A · n = 0 on Γb.

Hence according to Lemma 3.3, we deduce that

A = ∇ϕ+ C +
J∑
j=1

αjψj,

with C ∈ X0(Ω) and ϕ ∈ H1(Ω). Inserting this expression in (30), we get the result
with w = C +

∑J
j=1 αjψj.

With this result in hands, we can prove the next result.

Theorem 3.7. Assume that n×H belongs to H(div Γb
; Γb) and satisfies div Γb

(n×H) =
0 on Γb and n×H = 0 on ∂Γb. Assume further that js ∈ L2(Ω)3 satisfies∫

Ω

js · ∇ϕdx = 0,∀ϕ ∈ H1(Ω),

and let A ∈ V be the unique solution of problem (22). Then curl A does not depend on
the choice of the cuts and the choice of ψj.

Proof. Let us fix two series of cuts σj, j = 1, · · · , J and σ̃j, j = 1, · · · , J and functions
ψj (resp. ψ̃j) fulfilling the properties described below for σj (resp. σ̃j). Denote by
Ṽ , the space defined like V with ψ̃j instead of ψj. Let A ∈ V (resp. Ã ∈ Ṽ ) be the
solution of (22) with test functions in V (resp. Ṽ ).

Our goal is to show that
curl A = curl Ã. (31)

For that purpose, we first notice that∫
Ω

µ−1curl A · curlψj dx =

∫
Ω

µ−1curl Ã · curlψj dx,∀j = 1, · · · , J. (32)

Indeed by Lemma 3.3, we can write

ψj = w +∇χ,
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with w ∈ Ṽ and χ ∈ H1(Ω). Therefore∫
Ω

µ−1curl Ã · curlψj dx =

∫
Ω

µ−1curl Ã · curl w dx,

and by the variational formulation (22) for Ã, we get∫
Ω

µ−1curl Ã · curlψj dx =

∫
Ω

js ·w dx+

∫
Γb

(n×H) ·w dσ

=

∫
Ω

js · (ψj −∇χ) dx+

∫
Γb

(n×H) · (ψj −∇χ) dσ. (33)

By the assumption on js, we clearly have∫
Ω

js · (ψj −∇χ) dx =

∫
Ω

js · ψj dx.

Furthermore, let us show that ∫
Γb

(n×H) · ∇χdσ = 0. (34)

Indeed we have ∫
Γb

(n×H) · ∇χdσ =

∫
Γb

(n×H) · ∇τχdσ,

and by Green formula on Γb and the assumptions on n×H, we deduce that (34) holds.
These two properties imply that∫

Ω

µ−1curl Ã · curlψj dx =

∫
Ω

js · ψj dx+

∫
Γb

(n×H) · ψj dσ,

and we conclude that (32) holds owing to the variational formulation (22) for A.
Now take an arbitrary element u ∈ L2(Ω)3, then by Lemma 3.6, we may write

u = µ∇χ+ curl w0 +
N∑
j=1

αjcurlψj,

with χ ∈ H1
Γh

(Ω), w0 ∈ X0(Ω) and αj ∈ C. Therefore∫
Ω

µ−1curl (A− Ã) · u dx =

∫
Ω

curl (A− Ã) · ∇χdx

+

∫
Ω

µ−1curl (A− Ã) · curl w0 dx

+
N∑
j=1

αj

∫
Ω

µ−1curl (A− Ã) · curlψj dx.
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The last term of this right-hand side is zero due to (32), the second term is zero because
w0 ∈ X0(Ω) and due to the variational formulation (22). Hence it remains the first
term that can be transformed due to Green’s formula into∫

Ω

curl (A− Ã) · ∇χdx = 〈curl (A− Ã) · n, χ〉Γb
.

This right-hand side is zero as A ∈ V and Ã ∈ Ṽ . In conclusion, we have∫
Ω

µ−1curl (A− Ã) · u dx = 0,∀u ∈ L2(Ω)3,

which proves (31).

Remark 3.1. Let us notice that we have shown in the previous proof that∫
Γb

(n×H) · ψj dσ =

∫
Γb

(n×H) ·w dσ,

when ψj admits the splitting

ψj = w +∇χ,

with w ∈ Ṽ and χ ∈ H1(Ω). Since w can be splitted up as

w = w0 +
J∑
k=1

βj,kψ̃j,

with w0 ∈ X0(Ω) and βj,k ∈ R, by our assumptions on H on Γb, we also have

∫
Γb

(n×H) ·w dσ =
J∑
k=1

βj,kδk.

Therefore we conclude that

δj =
J∑
k=1

βj,kδk.

Since this property is valid for all j = 1, · · · , J and the δj are arbitrary, we conclude
that

βj,k = 0,∀j, k = 1, · · · , J : j 6= k and βj,j = 1,∀j = 1, · · · , J.

Note that it is also possible to prove directly this property by using the jump properties
of the ϕj’s and the ϕ̃j’s.
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3.2 Discrete weak formulations

As in subsection 2.2, we consider a conforming mesh Th of Ω made of tetrahedra and
will approximate the solution A ∈ V of (24) by first order edge elements. Clearly the
approximation of the space X0(Ω) can be made either using the Coulomb gauge or the
tree-cotree gauge. Here we further need to approximate the functions ψj introduced
before. For that purpose, each cut σj is first replaced by a discrete one σj,h that is made
of edges of the triangulation included into Γb so that the family σj,h, j = 1, · · · , J , keeps
the same properties than the σj’s. Now for each j, we split up each node along σ̄j,h into
two ”nodes” one from above and one from below and define ϕj,h on Γ◦b as the unique
element that is piecewise polynomial on the triangulation which is zero at all nodes of
∂Γb \ σ̄j,h, at all interior nodes of Γ◦b , at all nodes of σj′,h for j′ 6= j, at all nodes above
σ̄j,h and finally is equal to one at all nodes below σ̄j,h. This defines uniquely ϕj,h in Γ◦b ,
but the most important fact is that ∇Γb

ϕj,h is well defined on the whole Γb and belongs
to H(curl ,Γb). Hence we define ψj,h as the unique element in

NDh(Ω) :=
{

Ah ∈ H(curl ,Ω) ; Ah|T ∈ ND1(T ), ∀ T ∈ Th
}
,

such that all degrees of freedom coincides with the ones of ∇Γb
ϕj,h on Γb and are equal

to zero elsewhere. With such a definition, as approximated space of V , we can then
chose either

Vh = X0,h(Ω)⊕ Span {ψj,h}Jj=1,

or
Vh,τ = Xh,τ (Ω)⊕ Span {ψj,h}Jj=1.

Obviously these spaces depend on the chosen family of cuts but we do not mention this
dependence for the sake of shortness.

Now the two approximation schemes of (24) consists in looking for Ah ∈ Vh (resp.
Ah,τ ∈ Vh,τ ) solution of∫

Ω

µ−1curl Ah · curl A′h dx =

∫
Ωs

js,h ·A′h dx+
J∑
j=1

δjβ
′
j, (35)

for all A′h ∈ Vh (resp. A′h ∈ Vh,τ ) splitted in the form

A′h = A′0,h +
J∑
j=1

β′jψj,h,

with A′0,h ∈ X0,h(Ω) (resp. A′0,h ∈ Xh,τ (Ω)).
Both problems are well-posed. Indeed since Vh and Vh,τ are finite-dimensional it

suffices to show that any element Ah from Vh or Vh,τ that is curl free is zero. But as in
Lemma 2.1 in such a case we have

Ah = ∇wh,
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with wh ∈ H1
h(Ω) and the end of the proof of Lemma 3.4 allows to conclude that

Ah = 0.
Exactly as in Corollary 2.1 (resp. 2.2), by using (16) (resp. the discrete Helmholtz

decomposition), one can prove that if the cuts are fixed, then the solution Ah ∈ Vh
of (35), the solution Ah,τ ∈ Vh,τ of (35) and the solution Ah,τ∗ ∈ Vh,τ∗ of (35) with
another tree τ ∗ have the same curl, if we assume that js,h satisfies (14).

We now show that if two families of cuts are used, then the solutions of (35) have
the same curl under an additional condition on js,h.

Theorem 3.8. Let σj,h, σ̃j,h, j = 1, · · · , J be two families of cuts of Γb. Denote by Ṽh
the approximated space corresponding to the cuts σ̃j,h and let Ãh ∈ Ṽh be the solution
of (35) with test-functions in Ṽh. If we assume that js,h satisfies

(js,h,∇wh) = 0,∀wh ∈ H1
h(Ω), (36)

then
curl Ah = curl Ãh. (37)

Proof. Exactly as in the continuous case (see the proof of Theorem 3.7), we mainly
need to show that∫

Ω

µ−1curl Ah · curlψj,h dx =

∫
Ω

µ−1curl Ãh · curlψj,h dx,∀j = 1, · · · , J. (38)

For that goal, we show that ψj,h can be splitted up as

ψj,h = wh +∇χh, (39)

with wh ∈ Ṽh and χh ∈ H1
h(Ω). Indeed Lemma 3.3 guarantees that

ψj,h = ∇ϕ+ C +
J∑
k=1

αkψ̃k,h,

with ϕ ∈ H1(Ω), C ∈ X0(Ω) and some coefficients αk. Hence taking the tangential
trace on Γb, we have

n× (ψj,h × n) = n× (∇ϕ× n) +
J∑
k=1

αk(n× (ψ̃k,h × n)) on Γb.

Since by construction, n× (ψj,h × n) and n× (ψ̃k,h × n) are constant on each triangle
included into Γb, we deduce that ϕ is piecewise P1 on Γb. Extending this restriction of
ϕ to Γb into an element ϕh of H1

h(Ω) by taking zero values at all other nodes of the
triangulation, we find that

Ch = ψj,h −∇ϕh −
J∑
k=1

αkψ̃k,h,
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belongs to Xh(Ω). If finally Ch is not discrete divergence free, we subtract to it ψh ∈
H1

Γb,h
(Ω) solution of∫

Ω

∇ψh · ∇ξh dx =

∫
Ω

Ch · ∇ξh dx,∀ξh ∈ H1
Γb,h

(Ω).

This yields (39) with

wh = Ch −∇ψh +
J∑
k=1

αkψ̃k,h

that indeed belongs to Ṽh and with χh = ϕh + ψh. By Remark 3.1, we further notice
that αj = 1 and αk = 0, if k 6= j. Hence we have

wh = wh,0 + ψ̃j,h, (40)

with wh,0 ∈ X0,h(Ω).
With the expansion (39), we then have∫

Ω

µ−1curl Ãh · curlψj,h dx =

∫
Ω

µ−1curl Ãh · curl wh dx.

By the variational formulation (35) for Ãh ∈ Ṽh and the expression (40), we obtain∫
Ω

µ−1curl Ãh · curlψj,h dx =

∫
Ωs

js,h ·wh dx+ δj.

Again using (39) and by our assumption on js,h, we have∫
Ω

µ−1curl Ãh · curlψj,h dx =

∫
Ωs

js,h · (ψj,h −∇χh) dx+ δj

= =

∫
Ωs

js,h · ψj,h dx+ δj.

This proves the identity (38) by using the variational formulation for Ah.
Now by (39) we further notice that

curlVh ⊂ curl Ṽh,

and hence by symmetry, one gets

curlVh = curl Ṽh.

Consequently if we take an arbitrary element vh ∈ Vh it can be written as

vh = vh,0 +
J∑
j=1

β′jψj,h,
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with vh,0 ∈ X0,h(Ω) and some constant β′j, and therefore∫
Ω

µ−1curl (Ah − Ãh) · curl vh dx =

∫
Ω

µ−1curl (Ah − Ãh) · curl vh,0 dx

+
J∑
j=1

β′jcurl (Ah − Ãh) · curlψj,h dx.

Using (38), the second term is zero, while the first term is zero due to the variational
formulation for Ah and Ãh (recalling that vh,0 ∈ X0,h(Ω)). This means that∫

Ω

µ−1curl (Ah − Ãh) · curl vh dx = 0,∀vh ∈ Vh.

As curl (Ah−Ãh) belongs to curlVh, the previous property directly implies that curl (Ah−
Ãh) = 0.

By transitivity, this Theorem and the properties stated before it allow to conclude
that if the tree-cotree gauge is used with two families of cuts, then the two solutions
will have the same curl (independently of the choice of the tree); they will further have
the same curl as the solutions with the Coulomb gauge.

4 Numerical results

4.1 The discrete divergence free property of js,h

From the discrete and practical point of view, several possibilities occur for the definition
of js,h used as a source term in (11) or (35). The goal is to ensure (14) which is, as
we saw above in the theoretical results, a fundamental property to be satisfied. Of
course, defining js,h = Ih js, with Ih the Lagrange interpolation operator (leading to
some discrete nodal values at the vertices of the mesh), should not be a good solution,
since Ih js is a priori no more divergence free.

• We can define js,h = IRT0 js, where IRT0 is the Raviart-Thomas interpolation
operator, leading to the computation of the flux through the faces of the tri-
angulation. Even if it theoretically respects property (14), some problems can
nevertheless appear because of the lack of accuracy in the numerical integration.

• Another possibility, oftenly used in the literature to overcome these difficulties, is
to impose strongly condition (14) via the computation of a discrete electric vector
potential hs,h ∈ H(curl ,Ω) such that curl hs,h is an approximation of js and to
define js,h = curl hs,h. The construction of such an hs,h needs as a source the
continuous form of js, that is usually not adapted to the approximation of Ωs by
Ωs,h. Even if in some cases a correct curl Ah can nevertheless be obtained, this
can also lead to numerical inaccuracies.
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• We can also consider a pre-processing problem to define js,h, by the use of a
penalization problem [6], in order to ensure that js,h will be in the range of the
curl curl operator.

• Finally, another technique consists in looking for js,h in the form

js,h = Ih js +∇wh, (41)

with wh ∈ H1
Γb,h

(Ω) the unique solution of :

(Ih js +∇wh,∇w′h) = 0, ∀w′h ∈ H1
Γb,h

(Ω). (42)

Property (42) directly implies that js,h satisfies (14). Note further that in (13), if
we take for js,h the one from (41), then the Lagrange multiplier ξh is zero, while if for
js,h we take Ihjs, then the Lagrange multiplier ξh = wh is solution of (42). Hence if we
choose to solve problem (13), we do not need to use a correction of Ih js.

In order to illustrate some of the theoretical results obtained in the previous sections,
two benchmarks are now considered.

4.2 The coil surrounding a magnetic core

The first one is defined by a coil around a magnetic core. A current density js is imposed
in the coil in order to generate a magnetic induction B in the core. Two configurations
are studied, as displayed in Figure 4 (the coil is in red, the core in blue). For both of
them, the relative permeability of the core is equal to µcore = 1000, whereas the one of
the coil is the same as in the air (µcoil = 1). On the first configuration, the coil and the
core are separated by an air gap (see Figure (4a)). On the second configuration, there
is no air gap so that the coil and the core are in contact (see Figure (4b)). For each
configuration, we consider a cube surrounding the device, which is cut in two along
a symmetry plane to define the domain Ω, leading respectively to the configurations
displayed in Figure (4c) and Figure (4d). Problem (11) is solved in Ω with a source term
supported by the coil, Γh being defined by the symmetry plane, and Γb corresponding
to the five other faces of the cube (that is then simply connected).

4.2.1 Source current density discretization

A first test consists in computing the magnetic induction Bh = curl Ah, using two
kinds of discretizations of js on the configuration 1. First, we define js,h = Ih js, so
that the continuous current density field js is interpolated without any correction (see
Figure (5a)). The l∞ norm of js,h is the same in the whole domain and equal to
||js,h||l∞ = 1.96e+ 06. A tree-co tree gauge condition is used to evaluate Bh. As we can
see in Figure (5d), the obtained magnetic induction Bh is in good agreement with its
qualitatively expected behavior. Second, we consider js,h = Ih js +∇wh, where ∇wh is
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(4a) (4b) (4c) (4d)

Figure 4: The two configurations. (4a) and (4c) : configuration 1. (4b) and (4d) : configuration 2.

(5a) (5b) (5c)

(5d) (5e)

Figure 5: Configuration 1. (5a) : js,h = Ih js. (5b) : js,h = Ih js +∇wh. (5c) : ∇wh. (5d) : Bh in the case js,h = Ih js.
(5e) : Bh in the case js,h = Ih js +∇wh .

the correction needed to ensure the weak-divergence free condition of js,h. Now, the l∞

norm of js,h is bounded between 1.86e + 06 and 2.01e + 06 (see Figure (5b)), and the
main correction ∇wh has been imposed in the vicinity of the corners of the coil (see
Figure (5c)). As we can see in Figure (5e), the magnetic induction Bh is nearly the
same as the one obtained before in Figure (5d). Its maximal l∞ norm is equal to 0.571
instead of 0.572, corresponding to a difference in the order of 0.17 %.

The same test is now performed on the configuration 2. Once again, without any
correction, the interpolated current density field js,h = Ih js has the same l∞ norm on
the whole domain (see Figure (6a)) : ||js,h||l∞ = 1.18e+06. But this time, as we can see
in Figure (6d), the obtained magnetic induction Bh is clearly irrelevant. If we consider
js,h = Ih js +∇wh, where ∇wh is the correction needed to ensure the weak divergence
free condition of js,h, the l∞ norm of js,h is bounded between 1.16e+ 06 and 1.20e+ 06
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(6a) (6b) (6c)

(6d) (6e)

Figure 6: Configuration 2. (6a) : js,h = Ih js. (6b) : js,h = Ih js +∇wh. (6c) : ∇wh. (6d) : Bh in the case js,h = Ih js.
(6e) : Bh in the case js,h = Ih js +∇wh .

(see Figure (6b)), and the main correction ∇wh is displayed in Figure (6c). As we can
see in Figure (6e), the magnetic induction Bh is this time satisfactory.

This first test allows to underline the fact that if, for some simple cases like the
configuration 1, the discretization of js by the standard Lagrange interpolant Ih does
not dramatically affect the solution Bh, this is not the case for more complex cases as
the configuration 2 for which the weak divergence free condition of the source field is
essential. Hence from now, we will always consider the source term js,h fullfilling the
weak discrete divergence free property.

4.2.2 gauge condition on Ah

Now, we come back to the configuration 2, and we compare the obtained magnetic
induction Bh = curl Ah and vector potential Ah when a Coulomb gauge condition is
imposed instead of a tree-co tree one. Figure (7a) displays the value of Bh obtained with
the Coulomb gauge. As expected, it is exactly the same as in Figure (6e), illustrating
Corollary 2.2 : the way to impose the gauge condition has no impact on the value of Bh.
Nevertheless, the field Ah is strongly impacted by the choice of the gauge condition.
Figure (7b) shows the value obtained with the tree-co tree gauge, whereas Figure (7c)
shows the one obtained with the Coulomb one. In the second one, the potential vector
Ah is far more smooth. This property may be important, for example when the field
Ah is used as a source field for some more complex problems. Nevertheless, the linear
system to be solved is larger than in the case of the tree-co tree gauge, since in this latest
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(7a) (7b) (7c)

Figure 7: (7a) : Bh in the case of the Coulomb gauge. (7b) : Ah in the case of the tree - co tree gauge. (7c) : Ah in
the case of the Coulomb gauge.

case the degrees of freedom corresponding to the tree are removed from the discrete
unknowns.

4.3 An example with Γb non simply connected

This second benchmark investigates the case for which Γb is not simply connected.
The domain Ω is displayed in Figure (8a), and consists in a ”U-shaped” domain in
which a magnetic field is generated. The relative permeability is equal to µ = 1000 in
the whole domain. Γh is defined by the two faces at the bottom of Ω located in the
plane y = 0, whereas Γb is composed by all the other faces of Ω, so that it is no more
simply connected (similarly to the configuration displayed in Figure 3). Because of this
topological feature, a cut has to be introduced. Two possible choices of cut are here
compared: the cut σ1 illustrated in Figure (8b) or the cut σ2 from Figure (8c). There
is no current density (namely, js = 0 in (22)), but a magnetomotive force is imposed
such that

∫
σ1

H · d` =
∫
σ2

H · d`.

(8a) (8b) (8c)

Figure 8: (8a) : The domain Ω. (8b) : Cut σ1. (8c) : Cut σ2.

As we can see in Figures (9a) and (9b), the obtained vector potential Ah depends on
the chosen cut. Nevertheless, the comparison between Figures (9c) and (9d) shows that
the magnetic inductions Bh are exactly the same for both cases, as proven in Theorem
3.8.
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(9a) (9b)

(9c) (9d)

Figure 9: (9a) : Ah in the case of the cut σ1. (9b) : Ah in the case of the cut σ2. (9c) : Bh in the case of the cut σ1.
(9d) : Bh in the case of the cut σ2.
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