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A Probabilistic Framework for Comparing Syntactic and Semantic
Grounding of Synonyms through Cross-Situational Learning

Oliver Roesler!, Amir Alyz, Tadahiro Taniguchiz,
Yoshikatsu Hayashi'

Abstract— Natural human-robot interaction requires robots
to link words to objects and actions through grounding.
Although grounding has been investigated in previous studies,
none of them considered grounding of synonyms. In this paper,
we try to fill this gap by introducing a Bayesian learning model
for grounding synonymous object and action names using cross-
situational learning. Three different word representations are
employed with the probabilistic model and evaluated according
to their grounding performance. Words are grounded through
geometric characteristics of objects and kinematic features
of the robot joints during action execution. An interaction
experiment between a human tutor and HSR robot is used to
evaluate the proposed model. The results show that representing
words by syntactic and/or semantic information achieves worse
grounding results than representing them by unique numbers.

1. INTRODUCTION

In 2016, 67,000 service robots have been sold world-
wide resulting in a slowly growing number of human-robot
interactions in peoples everyday life. To enable robots to
efficiently collaborate with human users in complex envi-
ronments, they must be able to converse in natural language
and understand the instructions of a user so that they execute
the desired actions appropriately, such as pick up a drink or
grab a box [17, 24]. To achieve this goal, robots have to do
“Symbol Grounding”, which was first described in Harnad
[15], to relate words and sensory data that refer to the same
object or action to each other. Although, previous studies in-
vestigated the use of cross-situational learning for grounding
of objects [11, 27] as well as spatial concepts [2, 9, 28], they
ensured that one word appears several times together with
the same perceptual feature vector to allow the creation of
a corresponding mapping [12]. However, natural language is
ambiguous due to homonymy, i.e. one word refers to several
objects or actions, and synonymy, i.e. one object or action
can be referred to by several different words. The latter does
not need to be actual synonyms, especially, considering that
according to the “Principle of Contrast” no two words refer to
the exact same meaning, i.e. there are no true synonyms [6].
Consequently, words are only synonyms as references to an
object or action in a particular set of situations. Examples
are words that refer to the purpose or content of an object,
instead of the object itself, such as: fea or coffee instead of
cup.
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In this paper, we take a step towards grounding synonyms
through a developmentally plausible approach so as to infer
the meaning of objects and actions. More specifically, we
present an unsupervised learning model for sensory-motor
coupling using a probabilistic learning model and a robot.
In the model, words are represented in three different ways:
as indices, Part-of-Speech tags, or syntactic-semantic vectors,
thereby, allowing the investigation of the influence of syn-
tactic and semantic information on grounding of synonyms.
The rest of this paper is structured as follows: Section (II)
provides an overview of the framework. The experimental
design and the obtained results are described in Sections (III
and IV). Finally, Section (V) concludes the paper.

II. SysteEm OVERVIEW

The used grounding system consists of five parts: (1)
Neural Network Language Model (Word2Vec), which creates
a vector space in which the distance between two vectors
represents their syntactic and semantic similarity, (2) Part-
of-Speech (POS) tagging system, which grammatically tags
words in an unsupervised manner (i.e., it assigns numer-
ical tags to words without using any pre-tagged corpus
or tagging dictionary), (3) 3D object segmentation system,
which determines the geometric characteristics of objects
by segmenting them into point clouds, (4) Action recording
system, which creates action feature vectors by recording the
state of several joints while the robot is executing actions,
and (5) Multimodal probabilistic learning model, which
grounds object and action names through visual perception
and proprioception. The inputs and outputs of the individual
parts are highlighted in Figure (1), and described in detail in
the following subsections.

A. Syntactic-Semantic Representation of Words

Neural Network Language Models (NNLM) represent
words as high-dimensional real-valued vectors. Several dif-
ferent NNLM architectures are described in the literature [3,
18, 26]. One of the main advantages of these models is
the level of generalization, which is not possible to attain
with simple n-gram models [21]. Word2Vec, a recently
developed NNLM, uses a 2-layer neural network to create
word embeddings, i.e. a vector space, for a given text corpus.
Syntactically and semantically similar words are located
close together [19, 20]. A corpus of 100MB of Wikipedia
articles was used to train Word2Vec'. Several names used

I'The corpus can be downloaded at http://mattmahoney.net/dc/text8.zip.



TABLE II: Overview of the used actions.

Cross-Situational Learning

Fig. 1: Overview of the language grounding system.

TABLE I: Overview of the objects with their corresponding
names.

Object Names

Bottle coca_cola soda pepsi coke lemonade
Cup latte milk milk_tea coffee espresso
Box candy chocolate confection sweets dark_chocolate
Car audi toyota mercedes bmw honda
Book harry_potter | the_godfather narnia lord_of _the_rings the_hobbit

in this study are bigrams, i.e. they consist of two words,
which would lead to two separate word vectors. Therefore,
an underscore has been inserted between the two words
to convert the original bigrams into unigrams as shown in
Tables (I and II).
Multi-Dimensional Scaling (MDS) has been used to trans-
form the vector space generated by Word2Vec to an Eu-
clidean space [7]. Afterwards, the high vector dimensional-
ity (100 dimensions) has been reduced through PCA to 7
dimensions so as to efficiently ground vectors in perception.

B. Unsupervised Part-of-Speech Tagging

Through Part-of-Speech (POS) tagging words in sen-
tences are marked with grammatical attributes (e.g., noun,
verb, adjective, etc.). The literature reveals a variety of
supervised, semi-supervised, and unsupervised POS tagging
approaches [4, 5, 29]. In this study, an unsupervised POS
tagging approach is used that induces grammatical tags
for word sequences through a first-order Bayesian Hidden
Markov Model (HMM), i.e., without using any pre-tagged
training corpus®. The POS tagging model assigns a gram-
matical tag T = (#,...,%,) to each word in the sequence
w = (w1, ..., wy,). The first-order Bayesian HMM uses words
as observations and tags as hidden states (Figure 2) [13].

The probability distribution of tag states for the word
sequence w is defined as follows:

P(tr,....1) = | | Pltltion) ()
i=1

2For example, the POS tagging system could assign these numerical tags
to words of the sentence: (Push,7) (the,5) (Coffee,9).

text real-valued Name 1 Name 2 Description
Word2Vec - lift_up raise The object will be lifted up.
vectors grab take The object will be grabbed, but not displaced.
push poke The object will be pushed with the closed gripper i.e. it will not be grabbed.
pull drag The object will be grabbed and moved towards the robot.
. move shift The object will be grabbed and moved.
text . numerical
POS Tagging
tags
. «
Multimodal ¢
. . Grounding |
point cloud 3D Object geometrical
data Segmentation features @ .......................... ,l
changes of Action action feature ——— P(tz]t1) P(tnltn-1)
joint states Recording vectors g t 2 . e

O P(wrt1) P(w2]t2) P(wnltn)
9 \ ...................

Fig. 2: Graphical representation of the HMM-based Part-of-
Speech tagging model.

where the transition probability to the tag ¢; is conditioned
on the tag t,_;. This could encode the intuitive grammar
that parts of speech might follow, like having a noun after
a determiner. Emission distributions of numerical tags over
words are defined through the probability P(w;|t;) of the
word w; being conditioned on the tag #;. For each tag state
the generative transition and emission parameters of the
proposed HMM model (¢, 6) are characterized through multi-
nomial distributions with Dirichlet priors (g, a@p) (Where K
denotes the number of tag states):

ti|tioy =t ~ Mult (¢) , ¢y ~ Dir (ay)

. (2)
w,-i ti=t~ Mult(0,) , 6 |Cl/g ~ Dir (ap)

For an unannotated training corpus containing a set of m
sentences W = {wi,...,w,}, the POS tagging model tries
to induce the most likely numerical tag set T = {ry,..., 7y}
for each sentence in the corpus that maximizes the following
expression:

P(T, W) = ]_[
(r,w)e(T,W)

(]_[ P(i 11, 8)P@i1,0)

(r.w)e(T, W) i=1

(]P(T, wld, 9)) -
3)

Inferring the latent tag variables uses the Gibbs sampling
algorithm [14, 22], which produces a set of samples from the
posterior distribution P(T'|W), i.e., it loops over the possible
tag assignments to words that could maximize Equation (3)
expressed as follows, where -i denotes all samples except the
i-th sample:

P(T;, T | T_i, W, T, w, @y, ag) 4)



Fig. 3: Examples of the used objects and the corresponding
3D point cloud information: (A) car, (B) bottle, and (C) cup.

C. 3D Object Features

In order to obtain object feature vectors a model based
3D point cloud segmentation approach is used due to its
speed, reliability, and the fact that not much prior knowledge
about the environment is required, such as object models
and the number of regions to process [8, 23]. The applied
model detects the major plane in the environment® via the
RANSAC algorithm [10], and keeps track of it in consecutive
frames. Planes that are orthogonal to the major plane and
touch at least one border of the image are defined as wall
planes, while points that are neither part of the major nor
the wall planes are voxelized and clustered into blobs. Blobs
of reasonable size, i.e. neither extremely small nor large, are
treated as objects. Each point cloud of a segmented object
is characterized through a Viewpoint Feature Histogram
(VFH) [25] descriptor, which represents the geometry of the
object taking into account the viewpoint and ignoring scale
variance. Figure (3) shows an example of the obtained 3D
point cloud information.

D. Action Features

Action feature vectors were formulated to represent the
dynamic characteristics of actions during execution through
teleoperation, which could afford variations in the obtained
action feature vectors. Overall, five different characteristics -
each representing a possible subaction - are recorded using
the sensors of the robot [30]. The employed characteristics
are:

1) The distance from the actual to the lowest torso posi-

tion in meters.

2) The angle of the arm in radians.

3) The angle of the wrist in radians.

4) Binary state of the gripper.

(1: closing, O: opening or no change)
5) Velocity of the base.
They are then combined into the following vector

1 2 3 4 5
a ay a4 a a

3 4 5
ag (l6

1
dg

where a' represents the difference of the distances from the
lowest torso position in meters, while a® and a* represent
the difference in the angles of the arm and wrist in radians,

respectively. The differences are calculated by subtracting

3The major plane in the conducted experiment is a tabletop.

o—o=io> 2O =0

Fig. 4: Graphical representation of the probabilistic model.
Indices i, g and a denote the order of words, object geometric
features and action features, respectively.

the value at the beginning of the subaction from the value
at the end of the subaction. a® represents the mean velocity
of the base (forward/backward), and a> represents the binary
gripper state. Each action is characterized through six sub-
actions. Consequently, if an action consists of less than six
subactions, rows with zeros will be added at the end.

E. Probabilistic Learning Model

Figure (4) outlines the employed Bayesian learning model,
which grounds object and action names through perception.
A Bayesian network is a directed acyclic graph representing
a set of probability distributions that can handle uncertainty
represented by noisy perceptual data obtained from the
environment [16]. Three different versions of the Bayesian
learning model are employed that represent words differ-
ently: (1) Word indices, i.e. each word is represented by
a unique number, e.g. (coke, 1) and (lemonade, 2), (2)
POS tags, i.e. each word is represented by the grammatical
category it belongs to, (3) syntactic-semantic vectors, i.e.
each word is represented by a vector in a syntactic-semantic
vector space. When words are represented by indices or POS
tags a categorical and Dirichlet distribution are used for w;
and 6,, z, respectively. If words are represented by syntactic-
semantic vectors a Gaussian and Gaussian Inverse-Wishart
distribution are used instead.

In the probabilistic learning model, words are represented
by the observed state w;, which can be syntactic-semantic
vectors, POS tags or indices (Sections II-A and II-B). The
observed state g represents the geometric characteristics of
objects expressed through the VFH descriptor (Section II-C).
Actions are represented by the observed state a (Section II-
D). Table (IIT) provides a summary of the definitions of the
learning model parameters. The corresponding probability
distributions, which characterize the different modalities in
the graphical model, are defined in Equation (5), where N
denotes a multivariate Gaussian distribution, GIW denotes a
Gaussian Inverse-Wishart distribution, Dir denotes a Dirich-
let distribution, and Cat denotes a categorical distribution.
The latent variables of the Bayesian learning model are
inferred using the Gibbs sampling algorithm [14].



Fig. 5: Illustration of action [ift_up executed by the robot in a tabletop scene.

TABLE III: Definitions of learning parameters in the graph-
ical model.

Parameter Di
A Hyperparameter of the distribution 7,
ag Hyperparameter of the distribution 7,
@, Hyperparameter of the distribution 7,
m; Modality index of each word. (modality index € {Action, Object, Others})
Zy Index of action feature vector distributions
Zy Index of object geometry distributions
Vi Word vectors
g Observed state representing geometric characteristics of object using VFH descriptor
a Observed state representing characteristics of action
y Hyperparameter of the distribution 6,z
Ba Hyperparameter of the distribution ¢,
Be Hyperparameter of the distribution ¢,
v . Cat(Onz,)
l
N (gm,-,Zmi )
Dir(y)
Onz, —~ , Li=(,...,L)
! GIW(y)
bar, ~ GIWB) ., Ki=(1,...,Ky)
o, ~ GIWEB) . Kr=(l....Ky)
/o ~  Dir(1) (5)
T, ~  Dir(ay)
Ty ~ Dir(a,)
m; ~ Cat(ry,)
Zg ~  Cat(mg)
Z, ~ Cat(n,)
g ~ N(¢z,)
a ~ N(¢z)

III. EXPERIMENTAL SETUP

A human tutor and HSR robot* are interacting in front of a
tabletop. The robot does not have any preexisting knowledge
about the world, and its syntactic-semantic knowledge is
limited to the word vector space and the HMM-based POS
tagging model, which were created prior to training. One of
the five different objects {BOTTLE, cUP, BOX, CAR, and BOOK} is
placed on the table (Figures 3 and 5). Each of the objects can
be referred to by five different names as shown in Table (I).
During the cross-situational learning phase [11], the robot
performs five different actions on each object (Figure 5),
where each action can be described by two different names
as illustrated in Table (II).

A total of 75 different sentences are given to the robot

4The Human Support Robot from Toyota is used for the experiment.
It has a cylindrical shaped body, which can move omnidirectional, and is
equipped with one arm and a gripper to grasp objects. The robot has 11
degrees of freedom and is equipped with stereo and wide-angle cameras,
a microphone, a display screen, and a variety of different sensors. [Official
Toyota HSR Website]

by the human tutor in order to allow it to ground object
and action names using the recorded perceptual data. Each
sentence consists of either two or three words and has
one of the following two structures: “action the object” or
“action object”, respectively5, where action and object are
substituted by the corresponding names (Tables I and II). The
experimental procedure consists of three phases as described
below:

1) Collection of syntactic, semantic, and perceptual infor-
mation for the different situations.

a) An object is placed on the table and the robot
determines its geometric characteristics so as to
calculate its feature vector.

b) A sentence is given by the human tutor to the
robot, and the corresponding index, POS tag or
vector of each word is obtained (Sections II-A
and II-B).

¢) The human tutor teleoperates the robot to execute
the given action while several kinematic charac-
teristics are recorded and converted into an action
feature vector (Section II-D).

2) The probabilistic model is used to ground words using
the geometric characteristics of objects and the action
feature vectors (Section II-E).

3) For the test phase, a total of 50 sentences are used to
evaluate the learning framework.

In the investigated scenario, the sentences are assigned
randomly to the training and test sets. Consequently, most
words are used during the training and test phases, thereby,
allowing the investigation whether syntactic and semantic
information provides any benefit when most synonyms have
already been encountered before in the cross-situational
learning phase.

IV. REesurrs anp Discussion

In several previous studies, probabilistic models have been
used for language grounding [1, 9, 28]. However, fo the
best of our knowledge, none of them included synonyms
and they differed in their approaches, experimental setups, or
corpora from the current study, which makes the comparison
of results between our study and these studies, among many
others in the literature, difficult to attain. 20 fold cross-
validation has been used, i.e. 20 different training and test

The latter is only used for sentences with the Book object. For exam-
ple: “LIFT_UP HARRY_POTTER” represents the structure “action object”, while
“LIrT_up the LEMONADE” represents the structure “action the object”.


http://www.toyota-global.com/innovation/partner_robot/family_2.html
http://www.toyota-global.com/innovation/partner_robot/family_2.html
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Fig. 6: Probability distributions of word categories over the different modalities for all word representations, where dark

blue represents high probability.

TABLE IV: Accuracies for all modalities.

Object Action Others

Word Indices 76.71% 55.14% 41.76%

POS Tags (Syntactic) 4.58% 49.56% | 33.84%

Word Vectors (Syntactic-Semantic) 66.19% 33.13% 0.00%

sets have been created. 75 sentences have been used for
training, while the remaining 50 sentences have been used
for the test phase.

Three different word representations have been investi-
gated (Section II-E). The obtained accuracies show that the
Word Indices representation achieved the best grounding for
all modalities (Table IV). For the POS Tags representation
the model did not learn the Object modality, which might be
caused by the different object positions in the two sentence
structures, i.e. “action the object” or “action object’. We
argue that this performance is due to the relatively short
sentences with less syntactic word categories, which did not
allow the first-order Bayesian HMM to learn the Object
modality with respect to the previous parts of speech. For ex-
ample, in the first sentence structure, the object was preceded
by an action and a determiner, while in the second sentence
structure, it was directly preceded by an action. Unlike
our previous studies [1, 2], where the POS tagging model
achieved better results using more informative sentences
containing more syntactic word categories. When the Word
Vectors representation was used the model did not learn the
Others modality® because it only contains one word (the
article the), which is not sufficient to create an independent
cluster for the learning model.

Figure (6) shows the probability distributions of all word
categories over the different modalities. For the Word In-
dices representation, all object categories, except the car
names, have been correctly assigned to the Object modality,
while the action names and the article the had the highest
probability for the Action modality. In comparison, for the
POS Tags representation the Action modality achieved the
highest probability for all categories, while for the Word
Vectors representation the Object modality achieved the
highest probability for all categories, except the car names,
which had the highest probability for the Action modality.
The performance of the POS Tags was, generally, worse

SIn fact, it does not assign the Others modality to any word as shown in
Figure (6).

than the performance of the Word Indices due to the short
sentences of the employed corpus that could not give the
model enough syntactic information to learn, as explained
earlier. Similarly, Word Vectors achieved less results with
respect to Word Indices due to the clustering performance
for the different categories based on the encoded syntactic-
semantic information in vectors. Overall, this study shows
that grounding of synonyms in perception, so as to allow the
robot to collaborate efficiently with human users, does not
necessarily benefit from the use of syntactic and/or semantic
information based on the actual experimental setup of this
study. However, in our future work, we will try to enhance
the syntactic and semantic representation so as to achieve
better results that could allow the robot to better infer the
syntactic and semantic structures of a sentence.

V. ConcLusIioNs AND FUTURE WORK

We investigated a multimodal framework for grounding

synonymous object and action names through the robot
visual perception and proprioception during its interaction
with a human tutor. Our Bayesian learning model was set
up to learn the meaning of object and action names using
geometric characteristics of objects obtained from point
cloud information and kinematic features of the robot joints
recorded during action execution.
Our proposed model allowed the grounding of synonyms,
while also showing that representing words by simple in-
dices, instead of syntactic tags or syntactic-semantic vectors,
achieves the best grounding. In future work, we will obtain
grounding results for more complex sentences containing
more syntactic word categories. Furthermore, we will investi-
gate the effect of different syntactic and semantic information
as well as the combination of both on grounding.
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