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ABSTRACT

We constructed a sample of 23 344 radio-loud active galactic nuclei (RLAGN) from the catalogue derived from the LOFAR Two-
Metre Sky Survey (LoTSS) survey of the HETDEX Spring field. Although separating AGN from star-forming galaxies remains
challenging, the combination of spectroscopic and photometric techniques we used gives us one of the largest available samples of
candidate RLAGN. We used the sample, combined with recently developed analytical models, to investigate the lifetime distribution
of RLAGN. We show that large or giant powerful RLAGN are probably the old tail of the general RLAGN population, but that
the low-luminosity RLAGN candidates in our sample, many of which have sizes <100 kpc, either require a very different lifetime
distribution or have different jet physics from the more powerful objects. We then used analytical models to develop a method of
estimating jet kinetic powers for our candidate objects and constructed a jet kinetic luminosity function based on these estimates.
These values can be compared to observational quantities, such as the integrated radiative luminosity of groups and clusters, and to
the predictions from models of RLAGN feedback in galaxy formation and evolution. In particular, we show that RLAGN in the local
Universe are able to supply all the energy required per comoving unit volume to counterbalance X-ray radiative losses from groups
and clusters and thus prevent the hot gas from cooling. Our computation of the kinetic luminosity density of local RLAGN is in good
agreement with other recent observational estimates and with models of galaxy formation.

Key words. galaxies: jets – galaxies: active – radio continuum: galaxies

1. Introduction

Radio-loud active galactic nuclei (radio galaxies and radio-loud
quasars; hereafter RLAGN) are a subset of the active galaxy pop-
ulation in which accretion onto the central supermassive black
hole of a galaxy generates a relativistic jet of charged parti-
cles (electrons, positrons, and/or protons) and magnetic field.
These jets propagate into the medium permeating and surround-
ing the host galaxy, inflating “bubbles” of low-density, high-
pressure material containing relativistic electrons that generate
the observed radio emission through the synchrotron process.
Basic models of the dynamics of these objects as they inter-
act with the external medium have been available for over

40 years (Scheuer 1974; Blandford and Rees 1974), but have
been refined and improved more recently both in terms of analyt-
ical models (e.g. Kaiser & Alexander 1997; Blundell et al. 1999;
Luo & Sadler 2010; Turner & Shabala 2015; Hardcastle 2018)
and numerical models taking account of the known environ-
mental properties of these objects (e.g. Reynolds et al. 2002;
Basson & Alexander 2003; Zanni et al. 2003; Krause 2005;
Heinz et al. 2006; Mendygral et al. 2012; Hardcastle & Krause
2013, 2014; English et al. 2016).

Radio galaxy physics has become important outside the
active galactic nucleus (AGN) community over the past 20 years
for two closely related reasons. The first is the role of AGN in
solving the so-called cooling flow problem. This problem was
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posed by observations of rich clusters of galaxies that showed
that their central hot gas, emitting in the X-ray with temper-
atures T ∼ 107 K, had cooling times (τ = E/(dE/dt)) much
less than the age of the Universe. This gas should therefore
cool out of the temperature regime in which it emits X-rays
and, eventually, form stars or deposit cold gas in the central
cluster galaxy at a rate, for the most rapidly cooling clusters,
of thousands of solar masses per year, while causing the gas
to flow inwards owing to the loss of central pressure (a “cool-
ing flow”; Fabian et al. 1984). However, these large amounts
of cold gas and/or star formation were not observed, and nei-
ther, when observational advances permitted it, was the low-
temperature X-ray-emitting gas that would have been predicted
by the cooling flow model (e.g. Sakelliou et al. 2002). It was
rapidly realised (e.g. Eilek & Owen 2006) that essentially all
cooling flow clusters host a RLAGN with sufficient power to
offset the cooling, and so it is now widely assumed that radio
galaxies provide the “thermostat” for rich clusters of galaxies,
keeping the central gas hot and rarefied. The precise mechanism
by which the gas is coupled to the active nucleus, and the radio
lobes to the gas, is not clear. It seems likely that at least some
radio galaxies are powered by accretion of the hot phase onto
the black hole (e.g. Allen et al. 2006; Hardcastle et al. 2007),
although increasingly the consensus is that this is mediated
by a cooling instability (Pizzolato & Soker 2005; Gaspari et al.
2013; Voit & Donahue 2015). Hot-gas accretion thus provides
the connection in one direction, while the expansion of the radio
lobes can do work on the hot gas in various ways (see e.g.
Fabian et al. 2000 for early imaging, and McNamara & Nulsen
2012; Heckman & Best 2014 for recent reviews).

The second reason for the importance of RLAGN in recent
times arises in part out of the first. A major advance in our
understanding of the way all galaxies formed and evolved has
come from efforts to use numerical models to predict features
of the present and past galaxy population, such as the galaxy
mass or luminosity function, the galaxy colour-magnitude dia-
gram or the evolution of star formation in the Universe. Ini-
tially this work used semi-analytic models, i.e. the properties
of the baryonic matter in the Universe were inferred from a
hydrodynamical simulation of the dark matter (e.g. Bower et al.
2006; Croton et al. 2006). With increasing computing power,
it is now possible to model the baryons and dark matter
together and in a self-consistent way (e.g. Vogelsberger et al.
2014; Schaye et al. 2015) and semi-analytic modelling has also
become more sophisticated (Croton et al. 2016). However, all
these models agree in predicting a very different galaxy lumi-
nosity function from what is observed, if only the physics of dark
matter, gas, and stars is taken into account; far too many lumi-
nous galaxies are produced, and the most luminous galaxies in
the simulations are an order of magnitude more luminous than
anything we observe today. Motivated in part by the observa-
tional evidence that RLAGN indeed solve the cooling flow prob-
lem and prevent the formation of massive cluster-centre galax-
ies in the local Universe, modellers can reproduce the observed
galaxy luminosity function by introducing AGN feedback into
their models. In modern models, this takes the form of an injec-
tion of energy into the baryonic matter driven by accretion onto
the galactic-centre black hole. This AGN feedback takes place
not just in the local Universe, but over all cosmic time, and, as it
is a crucial ingredient of all modern models of galaxy formation,
it is vital that the nature and energetics of the feedback predicted
be tested against observations.

Cosmological models that deal with a scale large
enough to reproduce the galaxy luminosity function do not

simultaneously deal with the scales at which detailed AGN
physics can be modelled. Even if they did, we still lack a basic
understanding of what causes some AGN to have powerful radio
jets. Therefore models do not predict the relative importance
of radio-loud and radio-quiet AGN in heating the baryons and
inhibiting star formation: the oft-quoted division by Croton et al.
(2006) into “jet-mode” and “quasar-mode” AGN does not imply
that radiative feedback is known observationally to terminate
star formation in major mergers. There are several reasons to
think that RLAGN may be important, however. Firstly, we know
(as discussed above) that RLAGN, not radio-quiet ones, are
responsible for the maintenance of hot cluster haloes in the local
Universe: few if any of these host a luminous quasar but effec-
tively all host a powerful radio galaxy. Secondly, RLAGN have a
clear mechanism, the interaction between the jets and the exter-
nal medium, for efficiently coupling the AGN output (in the
form of the kinetic power of the jets) to the baryonic matter,
and this is directly observed to drive hot and cold gas out of
galaxies (see e.g. Morganti et al. 2005; Nesvadba et al. 2008;
Hardcastle et al. 2012; Russell et al. 2017). On the other hand,
radio-quiet AGN, which produce all of their energetic output as
photons, can only drive outflows in dusty galaxies where the
radiation from the accretion disc is efficiently absorbed before
it can escape from the galaxy, meaning that, for example, almost
all optically selected quasars cannot be efficiently optically cou-
pled to their host galaxies. The true answer to the question of
which AGN are implicated in feedback processes can only be
provided by observation. In order to understand the contribution
of RLAGN to these processes, we need the ability to measure the
kinetic power, and thus the kinetic luminosity function, of large,
well-constrained samples of RLAGN.

At present, although significant advances have been made in
recent years, this is still a difficult undertaking even in the local
Universe. Two approaches to measuring the jet power from the
radio luminosity are commonly used. Firstly, analytic models of
the source can be used to predict the radio luminosity for a given
jet power (e.g. Willott et al. 1999). Secondly, estimates of the jet
kinetic power can be derived from X-ray observations that show
cavities in the hot gas inflated by the radio lobes are used to
infer the p∆V work done to inflate the cavity, which can be com-
bined with some estimate of the source age to infer the jet power;
these cavity powers can then be empirically related to the radio
luminosity (e.g. Bîrzan et al. 2004; Cavagnolo et al. 2010). Both
methods have significant problems. The cavity power method
relies on a poorly known source age and can only work when
cavities are observed, which rules out the use of this approach
in the case of the most powerful classical double AGN, in which
typically the lobes are brighter in inverse Compton than their
surroundings (see Hardcastle & Croston 2010 for a discussion
of why this is so). This method is, moreover, biased towards
small sources in rich cluster environments (Bîrzan et al. 2012)
and relies on expensive X-ray observations that are not avail-
able for large samples of sources. Therefore there is at least
some possibility that the relationships that are derived from
cavity estimates are biased for the population in general. It is
not even clear whether the correlations between radio luminos-
ity and cavity power that are observed in these samples are
driven by physics rather than a common correlation with distance
(Godfrey & Shabala 2016). On the other hand, a single conver-
sion based on a theoretical model giving the radio luminosity
is also unrealistic, since it is clear on simple physical grounds
that the radio luminosity must depend strongly on the source age
(since the luminosity depends on the energy density in the lobes,
the lobe volume and the magnetic field strength in the lobes, all
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of which evolve with time), on environment, and on redshift (due
to inverse-Compton losses). Both numerical and analytical mod-
els of this evolution exist, at least for certain types of RLAGN
(e.g. Kaiser & Alexander 1997; Blundell et al. 1999; Mocz et al.
2011; Turner & Shabala 2015; Hardcastle 2018), but they have
generally not been applied to large numbers of sources in a con-
sistent way to infer jet powers.

To measure kinetic powers in the local Universe, large sky
areas are needed, but large-area statistical studies of RLAGN
have been hindered in the past by the capabilities of previous-
generation radio instruments. Existing very wide-area radio sur-
veys that have had a resolution high enough to allow adequate
identification of RLAGN with their host galaxy or quasar have
not simultaneously had the range of short baselines necessary for
high-fidelity imaging of extended structures. To date the highest
resolution wide-area radio survey is the Very Large Array (VLA)
survey Faint Images of the Radio Sky at Twenty-Centimetres
(FIRST), with a resolution of 5 arcsec (Becker et al. 1995). As
this is insensitive to structures on scales larger than around
1 arcmin, however, it is not possible to generate a complete sam-
ple from FIRST alone, and in the past it has been necessary to
combine catalogues from the NRAO VLA Sky Survey (NVSS;
Condon et al. 1998) and FIRST to achieve this (e.g. Best et al.
2005; Hardcastle et al. 2012; Best & Heckman 2012). With this
approach, though it is possible to obtain flux densities and opti-
cal identifications for radio sources, it is not possible (with-
out a great deal of work on the archival FIRST and NVSS uν
data) to make fully spatially sampled high-resolution images of
them; this means that insufficient information about, for exam-
ple, source size, a proxy of age, is available for jet power infer-
ence.

The LOw Frequency ARray (LOFAR; van Haarlem et al.
2013) is in the process of solving this problem. The LOFAR
survey of the northern sky, the LOFAR Two-metre Sky Sur-
vey (LoTSS; Shimwell et al. 2017), when complete, will provide
an unrivalled resource for wide-area low-frequency (144 MHz)
selection of extragalactic samples, both of star-forming galax-
ies (hereafter SFG) and of RLAGN1. At optimal declinations for
LOFAR LoTSS is approximately ten times deeper than FIRST
for typical observed spectral indices (α ∼ 0.7), while hav-
ing a similar resolution (6 arcsec) and, crucially, possessing the
short baselines necessary to image all but the largest scale struc-
tures in the radio sky2. Low-frequency selection for RLAGN is
extremely valuable because it minimizes the effect on the total
flux density of flat-spectrum beamed structures such as the core,
jets, and hotspots: at low frequencies emission from a RLAGN is
dominated by the much more isotropic large-scale lobes. Thus,
although the forthcoming Evolutionary Map of the Universe
(EMU) survey (Norris et al. 2011) with the Australian Square
Kilometre Array Precursor (ASKAP) will cover a larger sky
area at comparable (slightly lower) resolution to LoTSS and very
similar sensitivity to typical sources at its operating frequency of
1.3 GHz, LoTSS as a low-frequency survey will remain compet-
itive until the (currently hypothetical) long-baseline extension of
the low-frequency Square Kilometer Array (SKA) itself.

The present paper is concerned with the properties of
RLAGN selected from the LoTSS survey of the Hobby-Eberly
Telescope Dark Energy eXperiment (HETDEX; Hill et al. 2008)

1 See http://lofar-surveys.org/
2 In the imaging that supports this paper we use a short-baseline cut
of 100 m, allowing good imaging of structures on scales up to ∼1◦. In
practice, we are limited in imaging such structures by surface brightness
sensitivity rather than short baselines.

Spring field (hereafter the HETDEX survey; Shimwell et al.
2019), the first full-quality data release of LoTSS (DR1). We
investigate what can be learned about RLAGN physical prop-
erties, and in particular their effect on their environments, from
the LOFAR-detected RLAGN population without spectroscopic
information other than what is provided by the Sloan Digital Sky
Survey (SDSS; Eisenstein et al. 2011). We begin by constructing
an RLAGN sample based on the spectroscopic data where avail-
able and on photometric redshifts and WISE colours otherwise.
This allows us to construct a very large sample of objects with
radio luminosity and (projected) physical size information. We
then show that a simple model of the RLAGN lifetime function,
essential input into an inference of jet power from radio obser-
vations, adequately explains the observed distribution of source
sizes for luminous sources. Furthermore, there is no evidence for
any difference in host galaxy properties as a function of physical
size, which is consistent with a simple model in which the pow-
erful radio galaxies are a single physical population observed at
different times in their life cycle. This conclusion allows us to
carry out bulk jet power inference using a dynamical model of
radio source evolution and to construct a jet kinetic luminosity
function in the local Universe whose integral can be compared
to the current radiative output of groups and clusters. Through-
out this paper we use a cosmology in which H0 = 70 km s−1,
Ωm = 0.3 and ΩΛ = 0.7. The spectral index α is defined in the
sense S ∝ ν−α.

2. The data

2.1. Radio data used in this paper

This paper is based on DR1 of the LoTSS survey, which covers
424 deg2, i.e. about 2% of the total planned northern sky cover-
age. As described by Shimwell et al. (2019), we have devised an
observation and imaging strategy for this area that permits high-
fidelity imaging over wide areas down to a typical rms noise
level of 70 µJy beam−1 at the full 6 arcsec resolution of the Dutch
LOFAR baselines3. Williams et al. (2019) describe the process-
ing of the raw catalogues derived from the Python Blob Detec-
tor and Source Finder (PyBDSF) software (Mohan & Rafferty
2015) to give a sample of 318 520 radio sources that are believed
to be real (i.e. not artefacts from the limited dynamic range of
the survey) and physical (i.e. lobes of radio galaxies are asso-
ciated and unassociated sources are de-blended). These authors
also describe the combination of the radio images and cat-
alogues with the available optical and near- to mid-infrared
data from PanSTARRS DR1 (Chambers et al. 2016) and All
WISE (Wright et al. 2010; Mainzer et al. 2011), a process that
gives plausible optical/IR counterparts for 72% of these objects
(231 716). The vast majority of these sources are derived from
likelihood-ratio cross-matching with a combined optical/IR cat-
alogue (for simplicity we refer to these as optical counterparts
in what follows). Finally Duncan et al. (2019) describe the algo-
rithms used to estimate photometric redshifts for these optical
counterparts; 162 249 sources (51% of the input catalogue and
70% of those objects with optical identifications; IDs) have some
kind of redshift estimate, using spectroscopic redshifts where
available (principally from the SDSS; Eisenstein et al. 2011) and
photometric redshifts otherwise.

3 The component of the International LOFAR Telescope (ILT) located
in the Netherlands has a maximum baseline of 120 km. The observa-
tions of the HETDEX field did not include the longer baselines of
LOFAR, using telescopes in international partner countries, although
they are generally present in other data for the LoTSS survey.
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Table 1. Samples considered in this paper.

Name Description Number of objects

Full Complete sample of Williams et al. (2019) 318 520
FC Flux-complete, flux cut at 0.5 mJy 239 845
O Optical ID exists 231 716
FCO Intersection of FC and O 172 898
Z Some redshift estimate exists 162 249
ZG “Good” photometric redshift exists 89 671
FCOZG Intersection of FCO and ZG 71 955
FCOZGM Cross-match of FCOZG with the MPA-JHU sample 12 803
FCOZGM RLAGN RLAGN selected from FCOZGM 3706
FCOZGM SFG SFG selected from FCOZGM 9097
RLAGN RLAGN selected from FCOZG 23 344
SFG SFG selected from FCOZG 41 998

Our starting point in this paper is the 318 520 sources in
the “value-added” radio and optical catalogue of Williams et al.
(2019). We describe this as the value-added catalogue because
it contains optical, infrared, and redshift information that is not
present in the raw radio catalogues. Shimwell et al. (2019) and
Williams et al. (2019) describe the measurement of the radio
properties of these objects, but it is worth briefly summarising
these properties here. In essence, objects in the sample fall into
two categories: objects for which we adopt the PyBDSF proper-
ties of an original radio detection, and objects in which a number
of original PyBDSF sources have been amalgamated (or, in very
rare cases, where one PyBDSF source has been split into compo-
nents) after human visual inspection. In the former case (simple
sources), the flux density is the result of a Gaussian fit or fits
to the image data by PyBDSF, and we adopt a largest angular
size for the source that is twice the full width at half maximum
(FWHM) of the deconvolved fitted Gaussian (this is roughly
correct for uniform-brightness projected spherical or ellipsoidal
sources). In the latter case (composite sources) the total flux den-
sity of the resulting source is taken to be the sum of the total
flux densities of all the components used, and the largest angu-
lar size is taken to be the maximum distance across the convex
hull enclosing the elliptical regions with semi-major and semi-
minor axes corresponding to the deconvolved major and minor
axes (FWHM) of the fitted Gaussians. This definition has the
property that it would be consistent with the simple-source defi-
nition if there were only one Gaussian in the composite source.
In order to permit the convex hull to be calculated, unresolved
sources that are part of a composite object are given a very small
size (0.1 arcsec).

Our definition of composite source size differs from that of
(Hardcastle et al. 2016; hereafter H16), which was the previous
largest area AGN survey with LOFAR. In their work, H16 used
the maximum pairwise distance between the centres of all com-
ponents of a composite source. However, visual inspection of
sources from H16 established that, while summing the flux den-
sities of composite components gives results that are consistent
with flux-density measurements from hand-drawn regions, the
H16 size definition tends to systematically underestimate true
source sizes. Our present definition is likely to be closer to the
truth than that of H16 in many cases and is good enough for the
purposes of the present paper. More computationally complex
size definitions will be discussed in other papers.

Shimwell et al. (2019) give as the criterion for deciding
whether a simple source is genuinely resolved a relationship
between peak and integrated flux density: a source is unresolved

if

S int

S peak
> 1.25 + 3.1

(
S peak

RMS

)−0.53

, (1)

where RMS is the local RMS noise level and the coefficients
of the relationship are best-fitting parameters of an envelope
that encompasses 95% of the apparently compact LoTSS-DR1
sources, checked by comparison with the properties of bright
FIRST sources. We adopt this definition and apply it to both sim-
ple and composite sources, with two additional criteria: we say
that sources are always resolved if they are composite sources
with two or more components, and that they are never resolved if
they are less than 1 arcsec in size (this catches composite sources
with one bright unresolved component). By these criteria, there
are 38 230 resolved sources and 280 290 unresolved sources in
the catalogue.

Throughout the rest of the paper we refer to the LOFAR
observing frequency as 150 MHz, for ease of comparison with
the many other surveys that have used this observing frequency.
The small difference between 150 MHz and the true central fre-
quency of around 144 MHz at the pointing centre has no effect
on the scientific interpretation of the data. The effective fre-
quency varies slightly across the field because in a given LOFAR
observation the lower frequencies, corresponding to a larger
station primary beam, contribute more to the image at large
off-axis distances. Given the mosaicing strategy described by
Shimwell et al. (2019), this gives rise to only a small effect on
the data.

2.2. Catalogues

We generated catalogues for further study by imposing cuts on
the complete catalogue of 318 520 sources, which generates new
samples. For reference, a list of all the samples considered in this
work is tabulated in Table 1.

The first point to consider is the flux completeness of the
survey. Shimwell et al. (2019) show that the survey is better than
99% complete for point sources having flux densitities greater
than 0.5 mJy at 150 MHz. As PyBDSF selects sources above a
5σ detection threshold and the worst rms noise levels in the
mosaiced images are around 100 µJy beam−1, this number seems
reasonable and adopting it is equivalent to adopting a uniform
noise floor across the survey. If we apply a flux density cut at
0.5 mJy the total number of sources is reduced to 239 845 (here-
after the FC sample), with a very similar optical identification
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Fig. 1. Total flux density of sources above the point-source complete-
ness cut as a function of their total angular size. The density plot shows
the distribution of the FCO sample sources with measured angular sizes;
blue sources are unresolved and green sources resolved. The red line
shows an empirically normalised line of S ∝ θ2 as expected for a
surface-brightness limited sample. There are 280 290 unresolved and
38 230 resolved sources; the two colour scales are adjusted to make
both populations visible.

and redshift fraction; basing our analysis on this sample ensures
that we can make unbiased statements about the fractions of
sources as a function of measured flux density or some asso-
ciated quantity. It is important to remember that the survey is
not complete for resolved sources at this level, however, as it
is surface-brightness limited rather than flux limited. The fact
that surface-brightness limitations affect us is clearly seen in
Fig. 1, where we plot the total flux density of sources above the
point-source completeness cut as a function of their total angular
size. A boundary to the right of this plot imposed by surface-
brightness limitations is visible and shows approximately the
expected slope. However, we can also see that we are sensitive to
at least some comparatively large sources even at the lowest flux
densities. This is a consequence of the fact that many sources
are not uniform in surface brightness. The dependence of this
observational limit not just on the average surface brightness but
on its distribution is an insuperable problem for this sort of sur-
vey (in absence of a much more sensitive survey from which we
can estimate the incompleteness) and its effects must be borne in
mind in what follows.

The next set of criteria to be applied is on optical identifica-
tions and redshifts. For any study of the physical nature of these
sources we need an optical identification, so at this point we have
to restrict ourselves to the 231 716 sources with an optical coun-
terpart in the WISE or PanSTARRS data (sample O). The nature
of the remaining objects cannot be determined at this point; a
large fraction of these sources are expected to be high-redshift
galaxies, but they will also include low-redshift objects where
the optical identification is ambiguous or the radio structure is
not clear enough to permit an ID. Further investigation of this
population is important but is beyond the scope of this paper. If
we restrict ourselves to sources that are both in FC and in O, we
obtain 172 898 sources (sample FCO).

We also require a redshift, and so we needed to make a
decision on the quality of photometric redshifts that we were
prepared to accept. In total 162 249 sources have either a spec-
troscopic redshift or some photometric redshift estimate (sample
Z). The smaller size of Z compared to O is essentially because
an optical detection, which gives us matched photometry across
all of the optical bands, is required to derive a photometric red-
shift and a large number of the detections in O are in WISE
only. The errors on some of the redshift estimates are large. We
chose to use ∆z/(1+z) as our figure of merit for photometric red-
shifts, where ∆z = (z1,max − z1,min)/2 is the half-width of the 80%
credible interval defined by Duncan et al. (2019), and is there-
fore slightly larger than the 1σ error of standard error analysis.
“Good” photometric redshifts then have ∆z/(1+z) less than some
threshold value4. For example, 89 671 sources (sample ZG) have
either a spectroscopic redshift or a photometric redshift with
∆z/(1 + z) < 0.1. The relative numbers of sources with differ-
ent redshift quality as a function of optical brightness are shown
in Fig. 2, which also shows the effect on the outliers of applying
this cut on ∆z. Generally the effect is to reduce the number of
sources with grossly discrepant redshifts, although a small num-
ber of sources remain (in the bottom right of Fig. 2) with pho-
tometric redshifts much less than their spectroscopic redshifts.
These objects are all high-redshift quasars and are discussed by
Duncan et al. (2019); other quasars are well fitted by the pho-
tometric redshift code and the issues that affect these particu-
lar objects include very bright broad emission lines that affect
the optical spectral energy distribution (SED), or lines of sight
with particularly low absorption due to intervening inter-galactic
medium (and hence weak Lyman break features). Because bright
quasars are very likely to be selected as such by SDSS spec-
troscopy, it seems unlikely that they represent a significant con-
taminating population at low redshift. There are a total of 71 955
sources in the flux-complete catalogue that also have an optical
ID and a good redshift. From this population (FCOZG) we can
start to select samples of RLAGN.

3. AGN selection

The separation of RLAGN from SFG is one of the biggest
problems faced by this and all other current-generation extra-
galactic radio surveys in which SFG are present in significant
numbers (i.e. any survey, like LoTSS, with the equivalent of
a sub-mJy flux limit at 150 MHz). Emission due to the stel-
lar population is always going to be present at least in cases
in which we do not have the ability to separate this emission
spatially from RLAGN activity, which requires resolution sub-
stantially better than the spatial scales of the galactic disc.
Therefore a perfect RLAGN selection would involve select-
ing as AGN all those, and only those, galaxies whose radio
emission significantly exceeds the level expected from star
formation or other stellar processes (Hardcastle et al. 2016;
Calistro Rivera et al. 2017; Smolčić et al. 2017). It should be
noted that this is significantly different from other AGN selection
methods and produces a different population. Many radiatively
efficient AGN, selected as such using X-ray emission, SED fit-
ting (e.g. Calistro Rivera et al. 2016) or traditional emission-line
classifications, appear to lie on the star-forming main sequence,
perhaps with no significant radio emission that is not due to star

4 We note that the error estimates do not take into account some sys-
tematic effects. For example, contamination of the photometry by emis-
sion lines has a complex, redshift-dependent effect that it is difficult to
model and remove.
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Fig. 2. Left panel: histogram of the distribution of WISE band-1 AB magnitudes for optically identified objects in the sample (sample O), colour-
coded by the quality of available redshifts (spectroscopic, good photometric with ∆z/(1 + z) < 0.1, any photometric, or none). The plot shows
218 600 sources with WISE detections. Right panel: photometric vs. spectroscopic redshift for sources where both are available, showing the
distribution of all photometric redshifts and of the good sample.

formation (Mingo et al. 2016; Gürkan et al. 2018, 2019), while
many RLAGN have little radiative nuclear output and would not
easily be selected as AGN in any band other than the radio. Sim-
ilarly, AGN selections using mid-infrared colour/colour crite-
ria (e.g. Assef et al. 2010; Jarrett et al. 2011; Stern et al. 2012;
Mateos et al. 2012; Secrest et al. 2015) cleanly select sources
dominated by very luminous (quasar-like) AGN; these selec-
tions, however, have been shown to under-represent the radio-
loud population, as they are biased against lower luminosity
and higher redshift AGN, both of which are preferred hosts
for radio sources (e.g. Gürkan et al. 2014; Rovilos et al. 2014;
Mingo et al. 2016).

There are two problems in practice with selection based on
the expected level of emission from stellar processes. Firstly,
the relationship between radio emission and star formation is
still poorly understood. It may depend not just on star forma-
tion but on a number of galaxy parameters (Gürkan et al. 2018)
and, because of the complex chain of physical processes and
timescales connecting low-frequency radio emission to star for-
mation, it certainly has a good deal of irreducible, intrinsic scat-
ter that will always act to blur the distinction between strong
star formation and weak AGN activity. Thus there are physi-
cal reasons why there will never be a unique right answer for
objects on the SFG/AGN boundary, irrespective of the accuracy
of the available star formation rate estimates. Secondly, in our
particular case, we do not have good information about the star
formation rates of most of the HETDEX host galaxies. Work-
ing in the H-ATLAS NGP field, H16 were able to make use of
the Herschel data to select RLAGN using the radio/far-infrared
relation; Gürkan et al. (2018) in the same field expanded this
to select radio-excess AGN candidates based on star formation
rates inferred from spectral fitting to the broad-band far-infrared
through to optical photometry for the (low-z) galaxies in their
parent sample, using the magphys code (da Cunha et al. 2008)
in a manner similar to that described by Smith et al. (2012).

However, we do not have Herschel data for HETDEX and infer-
ence of star formation rates from SED fitting is much less robust
without it.

One approach is simply to apply a luminosity cut. How-
ever, starburst galaxies with star formation rates of ∼103 M� yr−1

would have LOFAR luminosities of ∼1025 W Hz−1 at 150 MHz
according to the radio to star formation rate relation of
Gürkan et al. (2018), although it should be noted that this is an
extrapolation as such extreme objects do not exist in their sam-
ple. A simple cut in luminosity thus needs to be placed at rel-
atively high luminosities to avoid contamination. For example,
cutting FCOZG at 1025 W Hz−1, which should remove most star-
forming objects, leaves 6660 sources – still a large sample but
less than a tenth of the parent population. Many low-luminosity
RLAGN would be excluded by such a cut.

A subset of the objects in the FCOZG sample (12 803
objects: sample FCOZGM) have emission-line measurements
and estimates of host galaxy properties from SDSS, pro-
vided by the MPA-JHU catalogue5. Data available for the
FCOZGM objects include spectroscopic source classifications
and estimates of star formation rates using the methods of
Brinchmann et al. (2004), which combine emission-line and
continuum (4000 Å break) information. For these objects, which
are typically at low redshift given the requirement for SDSS
spectroscopy, it would in principle be possible to follow
Gürkan et al. (2018) and select as RLAGN sources that lie sig-
nificantly above the locus for SFG in a plot of star forma-
tion rate versus radio luminosity. Such a plot (Fig. 3) indeed
appears to show a good division between two distinct popu-
lations. However, a problem with this is that star formation
rates for quiescent galaxies may be underestimated relative to,
for example, the SED-fitting results of Gürkan et al. (2018),
as we have verified by considering the same plot using the

5 https://wwwmpa.mpa-garching.mpg.de/SDSS/DR7/
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Fig. 3. Radio luminosity as a function of star formation rate for the
sources in the FCOZGM sample. Objects are colour-coded according
to whether they are classed as star forming in the MPA-JHU catalogue
(classifications “STARBURST” or “STARFORMING”); some objects
not classified as SFG in this way are clearly nevertheless on the radio
to star formation rate relation for star-forming objects. All objects not
so classified (including unclassified objects) are placed in the “non-
SFG” sample. The line shows a plausible by-eye selection of a division
between the two classes.

H-ATLAS NGP data. Use of the MPA-JHU star formation rates
could artificially accentuate the differences between sources at
low star formation rates. We therefore do not use this method
directly. Instead, we use the classification scheme developed by
Sabater et al. (2019), which builds upon the work of Best et al.
(2005), Best & Heckman (2012). In brief, Sabater et al. (2019)
consider four different diagnostic diagrams to separate radio
AGN from galaxies whose radio emission is primarily pow-
ered by star formation. These are (1) the comparison between
the 4000 Å break strength and the ratio of radio power per unit
stellar mass, developed by Best et al. (2005); (2) the widely
used BPT emission line ratio diagnostic diagram (Baldwin et al.
1981; Kauffmann et al. 2003; Kewley et al. 2006); (3) the radio
luminosity versus Hα line luminosity; and (4) the W2–W3 WISE
colour (as used by e.g. Wright et al. 2010; Mateos et al. 2012;
Gürkan et al. 2014; Herpich et al. 2016). The first and third of
these diagnostics are based on the same principle as the use of
the radio/far-IR relation: the two parameters are expected to be
related for SFGs as they both broadly trace specific star forma-
tion rate (diagnostic 1) or star formation rate (diagnostic 3); the
RLAGN are identified as those sources offset from this rela-
tion due to an additional (jet-related) contribution to the radio
luminosity. Diagnostic 2 is well established to separate AGN
from SFGs in galaxies with measured emission lines, but fails
to distinguish radio-quiet from RLAGN. Diagnostic 4 is less
precise, but provides a valuable discriminant where the other
diagnostics give contradictory results. Sabater et al. (2019) then
combine the results from these four diagnostics to produce
an overall AGN/SFG classification, using a comparison with
the classifications determined by Gürkan et al. (2018) for the
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Fig. 4. Observational WISE colour–colour diagram for the FCOZG
sample. Overlaid on the green density plot showing the full sample
are the locations of FCOZGM RLAGN, FCOZGM SFG, and luminous
radio sources. Lines indicate the locus populated by SFG and avoided
by RLAGN discussed in the text.

H-ATLAS NGP sample to optimise this combination. Using this
classification scheme, 3706 of the FCOZGM sources are classi-
fied as being radio-loud AGN, and 9097 are classified as SFGs
(where the latter category may include radio-quiet AGN).

This leaves us with the problem of classifying the remaining
sources that do not have this spectroscopic information. For this
purpose we considered only the WISE data, as WISE data are
available for almost all the FCOZG sample (only 2600 sources
do not have WISE photometry); the three bands we used, W1,
W2, and W3, correspond to 3.4, 4.6, and 12 µm and so sample
the rest-frame near- and mid-IR wavelengths for the redshifts of
our sample. To plot this diagram in the traditional way we con-
verted the catalogued AB WISE magnitudes for our sources into
Vega magnitudes. Figure 4 shows a density plot for the whole
FCOZG sample with the classified FCOZGM sources overlaid.
As expected, the hosts of FCOZGM objects lie in very differ-
ent locations depending on their classification as RLAGN or
SFG. Moreover, when we add in luminous (L150 > 1025 W Hz−1)
sources, we see that these also tend to avoid a well-defined loca-
tion in the colour-colour diagram around the location of the
FCOZGM SFG. We therefore exclude objects that have WISE
colours consistent with the SFG locus, defined as lying in a
polygonal region in colour-colour space chosen to give the best
separation between SFG and other objects, as shown in Fig. 4.

At high redshifts quasars present a particular problem.
Although these are AGN by construction, they need not show
any excess radio emission over the expectation from star for-
mation (Mingo et al. 2016). Indeed, Gürkan et al. (2019) argue
that the majority of LOFAR-selected quasars have radio emis-
sion consistent with star formation if we assume that star forma-
tion scales with AGN power as observed at low redshift. If this is
the case we should exclude these objects from the RLAGN sam-
ple, which we do by making an empirical cut in radio luminos-
ity/absolute magnitude space. We can very easily select quasars
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by their bright rest-frame magnitudes; anything with Ks-band
absolute magnitude <−25 is likely to be a quasar.

The full selection method is as follows. Starting from the
FCOZG sample,
1. Sources with Ks-band rest-frame magnitudes outside the

range −33 < Ks < −17 are removed. This disposes of
sources with outlier absolute magnitudes that presumably
indicate aberrant redshifts.

2. Sources classed as SFG from FCOZGM are removed.
3. Sources with WISE colours in the SFG locus of Fig. 4, or

with no available WISE data, are removed unless either:
– They are classified in FCOZGM as RLAGN
– Their luminosity is >1025 W Hz−1 and their Ks-band

magnitude is >−25 (non-quasars), or
– Their Ks-band rest-frame magnitude is <−25 (quasars),

and their radio luminosity is such that log10(L150) >
25.3 − 0.06(25 + Ks).

The motivation for the cuts used in radio and optical luminos-
ity is illustrated in Fig. 5, which shows a plot of the sample
in radio/optical luminosity space indicating the positions of the
FCOZGM-classified objects. After these cuts are applied we are
left with 23,344 sources, which form our RLAGN sample.

Clearly there are a number of ways in which this selection
is not ideal. The WISE colours have errors and so classifica-
tions cannot be exact at the boundary. The FCOZGM RLAGN
and SF overlap to some extent in the WISE colour space and so
we know that it does not provide an exact separation between
the populations. We are using apparent colours and therefore
the precise boundary between populations should in principle
be redshift dependent, but we have not attempted to take this
into account in any way. Some high-excitation RLAGN6 with

6 These are objects with radiatively efficient nuclei and thus strong
optical emission lines, including quasars and broad- and narrow-line

intermediate nuclear absorption are expected to lie in the SFG
colour location, and these are excluded from the RLAGN sam-
ple. And, most obviously, we are essentially selecting based on
the colour of the host galaxy and not on the radio properties of
the source, such that, for example, we cannot select as AGN
strongly SFG that also host RLAGN unless their radio lumi-
nosity is very high. For all these reasons our RLAGN sample is
likely to be neither clean nor complete, but it represents the best
sample we are able to construct with the available data given that
we lack the data to select radio-excess sources directly. It should
be noted that the RLAGN luminosity functions of Sabater et al.
(2019) and Williams et al. (in prep.), which use respectively the
FCOZGM and the full RLAGN sample, agree well with those of
H16, which used a radio-excess selection method. Thus we can
be confident that the necessarily more complex selection used in
this work is not significantly biasing the RLAGN selection.

Figure 6 illustrates the differences between the 23 344
objects selected as RLAGN from FCOZG (hereafter the
“RLAGN sample”) and the 41 998 objects selected as SFG on
the basis of FCOZGM classifications or WISE colours; the 3460
candidate SF-dominated quasars are excluded from both plots
as they are neither RLAGN nor typical SFG. We see that, as
expected, RLAGN are generally more luminous and at higher
redshift and that resolved SFG have a characteristic size of tens
of kpc. A small tail of very large (>100 kpc) SFG must either
indicate misclassification, misidentification, incorrect size mea-
surements, or incorrect redshifts and visual inspection of some
of these sources shows that all of these factors are involved, and
at least some of the SFG show RLAGN-like structures on scales
larger than those of the host galaxy. On the whole, however, these
plots show that the separation gives the expected behaviour in
terms of physical properties of the radio sources.

4. Results and modelling

4.1. Powers and linear sizes of RLAGN

Figure 7 shows the sampling of the luminosity-redshift plane
by objects in the RLAGN sample. The sample luminosity spans
over nine orders of magnitude due to the wide range in redshift
present in the data. However, the high-luminosity objects are
dominated by quasars due to the requirement for an optical or
WISE detection. Only below a luminosity of 1027 W Hz−1 do we
have large numbers of galaxies, which occupy the space below
z ≈ 0.8. Below a luminosity of around 1024 W Hz−1 the sam-
ple is limited by the radio flux density limit rather than optical
detectability in the sense that objects below this radio luminosity
cannot be seen at all z < 0.8.

The power-linear size plane or P−D diagram for RLAGN
(Baldwin 1982; Kaiser et al. 1997; Blundell et al. 1999;
Turner et al. 2018) is analogous to the Hertzsprung-Russell
diagram for stars or the stellar mass/star formation rate plot for
galaxies, in the sense that the location of a source is indicative
of both its initial conditions and its evolutionary state and
tracks in the diagram can be associated with particular phases
of evolution. In the P−D diagram, objects with particular
properties describe tracks on the plane that are defined purely
by source physics, while remnant sources in which the jets
have switched off follow a distinct set of evolutionary tracks
(Godfrey et al. 2017; Hardcastle 2018). However, the inter-
pretation of the position of a particular source on the P−D

radio galaxies (see Hardcastle et al. 2009 and references therein) and
are contrasted with low-excitation radio galaxies (LERG), which have
colours and emission-line properties more typical of ordinary ellipticals.
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0 1 2 3 4 5
z

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

L 1
50

(W
H

z−
1 )

Spectroscopic RLAGN
Non-quasar
MQC

Fig. 7. Sampling of the redshift/luminosity plot by the RLAGN
sample. The figure distinguishes between FCOZGM RLAGN (“spec-
troscopic AGN”), objects classified as quasars in the Million Quasar
Catalogue (MQC; http://quasars.org/), which are flagged as such
in the value-added catalogue (Duncan et al. 2019) and non-quasar AGN
selected using the other criteria discussed in Sect. 3. We note that the
x-axis shows log(1 + z), labelled linearly.

diagram is complicated for several reasons. Firstly, the RLAGN
environments have a non-negligible effect on their tracks in the
P−D diagram (see Hardcastle & Krause 2013, 2014). Secondly,
radio galaxies are not spherical, with the effect that the position

of real sources on the P−D diagram is dependent on unknown
observing factors such as Doppler boosting and the source
angle to the line of sight. Thirdly, the theoretical tracks used
to interpret the diagram tend to assume that there is a single
phase of constant-jet-power evolution followed by a phase of
zero-jet-power evolution, whereas we know observationally
both that activity of sources can stop abruptly and restart and
that optical AGN activity can vary on very short timescales, so
that there is no reason to suppose that the jet power Q cannot
vary with time on a wide range of timescales. Nevertheless, the
P−D diagram remains one of the key tools for interpreting the
evolution of populations of RLAGN.

Figure 8 shows this plot for the 23 344 sources of the
RLAGN sample, which represent by far the largest sample to
have been interpreted in this way at the time of writing, along
with the 3CRR sources of Laing et al. (1983) for comparison7.
For LOFAR sources, resolved and unresolved sources are plot-
ted; for the unresolved sources we take as an upper limit on size
the measured deconvolved major axis plus three times the formal
error on the major axis; this value is plotted on the density plot
for these sources rather than the best estimate of the size (which
is zero in many cases). Another feature of the P−D diagram is
that it is strongly affected by surface-brightness limitations, as
noted by H16. Physically large, low-luminosity (and therefore
low-redshift) sources cannot be detected and catalogued even by
LOFAR because their surface brightness falls below the detec-
tion threshold for our full-resolution imaging. Only for luminosi-
ties around 1026 W Hz−1 and above does this limitation have a
negligible effect on the observed size distribution. It can be seen,
in spite of this bias, that the LOFAR data span a far wider range
in luminosity than the 3CRR sources, while covering much the
same range in linear size.

Also overplotted on Fig. 8 are theoretical evolutionary tracks
from the models of (Hardcastle 2018; hereafter H18). These,

7 Data from https://3crr.extragalactic.info/.
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Fig. 8. Power/linear size plane (P−D diagram) for the RLAGN sample. Sources that are resolved as defined in Sect. 2.1 are shown in the green
density plot; unresolved sources, where the sizes are upper limits, are in blue; and the 3CRR sample (Laing et al. 1983) is overplotted for com-
parison. There are a total of 6850 resolved and 16 494 unresolved sources on the plot; the colour scales are adjusted so that both groups can be
seen. The diagonal blue line shows (qualitatively) the area of the plot in which surface brightness limitations become important, following the
analysis of H16. Overplotted are theoretical tracks for z = 0 sources lying in the plane of the sky in a group environment (M500 = 2.5 × 1013 M�,
kT = 1 keV) for two-sided jet powers (from bottom to top) Q = 1035, 1036, . . . , 1040 W; see the text for details. Crosses on the tracks are plotted at
intervals of 50 Myr, where linear size increases monotonically with time; each track lasts for 500 Myr in total.

in common with a number of other models in the literature
discussed in Sect. 1 are derived from a model that predicts
the time evolution of both luminosity and physical size in a
given environment and for a given jet power Q (defined as
the two-sided power, i.e. the total kinetic power of both jets).
To simplify the plot we use a single environment, a group
with M500 = 2.5 × 1013 M� (corresponding to an X-ray gas

temperature of ∼1.0 keV), and evolve sources with jet powers
Q = 1035, 1036, . . . , 1040 W for a lifetime of 500 Myr assuming
z = 0; the choice of redshift affects the radiative losses due to
inverse-Compton emission. Looking just at the normalisation of
the tracks, we can see that the powerful 3CRR sources in these
models correspond to jet powers &1039 W, while the LOFAR
survey is dominated by sources with jet powers .1038 W. The
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Table 2. Numbers and fractions of real and simulated sources with size <100 kpc as a function of radio luminosity

Luminosity range Real sources Simulation (model i) Simulation (model ii)
W Hz−1 Total Small Small fraction Small fraction Small fraction

1026–1027 566 124 0.22 ± 0.02 0.26 ± 0.01 0.38 ± 0.02
1025–1026 944 2683 0.35 ± 0.01 0.33 ± 0.01 0.49 ± 0.02
1024–1025 4443 7457 0.59 ± 0.01 0.38 ± 0.01 0.54 ± 0.02

positions of the time evolution markers on the tracks show that,
if all RLAGN have long lifetimes, we expect them to spend most
of their lifetime with (unprojected) sizes between a few tens
and a few hundreds of kpc and that these predictions seem to
be qualitatively consistent with the size distribution of LOFAR
sources with luminosities &1025 W Hz−1; at lower radio lumi-
nosities this is much less clearly the case, with many smaller
sources being present. The H18 work showed that the expected
size distribution is sensitive to the lifetime function, i.e. the frac-
tion of sources in the population that have active jet lifetimes
less than some limiting value. To investigate the lifetime distri-
bution in the current sample we have to carry out more detailed
modelling.

4.2. Modelling the linear size distribution

There are two possible approaches to trying to infer population
properties of RLAGN by combining models and data. In the first,
we would try to estimate the physically interesting parameters
of each source (such as jet power Q and source age t) from the
available data for that source. Since the easily available observ-
ables (radio luminosity and linear size) depend not just on Q
and t but also on the unknown source environment, the angle of
the source to the line of sight θ, and redshift, the inference of
Q is a poorly constrained inverse problem and necessarily will
not produce particularly accurate answers for any given source.
Better results would be achieved with per-source environmental
measures if they were available. We begin by trying the second
approach, which is to forward-model subsets of the whole pop-
ulation using known constraints on the distribution of environ-
ments, redshifts, and angles to the line of sight. This approach
has the advantage that observational limitations like the surface
brightness limit can easily be taken into account, but the disad-
vantage that it is computationally expensive and cannot provide
a full exploration of all the underlying distributions. However, it
is well suited to the current goal of understanding whether the
observed projected linear size distributions are consistent with
models.

In order to investigate the implications of the size
distribution we first restrict ourselves to sources with z < 0.8,
motivated by Fig. 7. Above this redshift the sample becomes
increasingly dominated by quasars, which are biased in their
angle to the line of sight: excluding high redshifts also makes
us insensitive to the treatment of radio-quiet quasars discussed
above. We then consider three slices in the P−D diagram in
the luminosity ranges 1024–1025 W Hz−1, 1025–1026 W Hz−1, and
1026–1027 W Hz−1. As Fig. 8 shows, the last of these should be
basically unaffected by surface brightness limitations and thus
allows us to constrain the upper end of the lifetime function.
These three luminosity ranges sample similar redshift ranges,
limited by the optical data (see Fig. 7) and therefore results can
be compared without worrying excessively about the cosmolog-
ical evolution of the population.

Simulated samples were created as described by H18, but
we drew the distribution of redshifts from the observed redshift
distribution in each luminosity bin, smoothed using a Gaussian
kernel density estimator (KDE) with bandwidth 0.05. In general
cluster masses can be described by a mass function, which con-
ventionally gives the number of clusters above a given mass as
a function of mass (e.g. Reiprich & Böhringer 2002). We took
cluster masses from the mass function of Girardi and Giuricin
(2000), who show that at z = 0 a single Schechter function
can describe the local mass function of both groups and clus-
ters. Of course the mass function of RLAGN-hosting clusters
and groups may be different from that of clusters and groups in
general, but the approach we used should give us a reasonable
approximation; we drew environments in the mass range 1013 to
1015M� from their distribution, which of course implies a strong
bias towards the sort of group-mass environments that RLAGN
are known to tend to favour based on optical clustering and
X-ray studies (e.g. Lilly et al. 1984; Prestage & Peacock 1988;
Hill & Lilly 1991; Hardcastle & Worrall 1999; Harvanek et al.
2001; Best 2004; Ineson et al. 2015). We took the probabil-
ity of a source having a given jet power p(Q) ∝ Q−1, moti-
vated by the slope of the steep end of the RLAGN luminosity
function (see also below, Sect. 4.5). For the trial lifetime func-
tions, we followed H18 and adopted two possibilities: (i) life-
times are distributed uniformly in linear space between 0 and
1000 Myr and (ii) lifetimes are distributed uniformly in log space
between 1 and 1000 Myr. Starting times were distributed uni-
formly between 0 and 1200 Myr before the time of observation,
and remnant sources were included in the models, as they are
presumably present in the data; as noted by H18, however, they
are expected to constitute only a small fraction of the total for
powerful objects. We simulated 10 000 sources for each lumi-
nosity range, tuning the range of input jet powers simulated to be
appropriate for the luminosity range, and then simulated obser-
vations that matched the completeness flux cut of our RLAGN
sample and the surface brightness limits that applied to the real
data (Fig. 1) and the appropriate luminosity cuts.

Results are shown in Fig. A.1. As was already implied
by the P−D diagram presented in Fig. 8, we see that model
(i), the uniform-lifetime model, reproduces extremely well the
linear size distribution of the most powerful sources (L150 >
1025 W Hz−1). It perhaps slightly underpredicts the number of
very large sources but we have not attempted to adjust the max-
imum lifetime to fit the observations. The differences in mod-
els are clearest when we compare the numbers of small sources
(where we define “small” as <100 kpc to include all the upper
limits on size in this bin) and so in Table 2 we compare real frac-
tions of small sources as a function of radio luminosity with sim-
ulated sources. We see that model (i) agrees very well (to within
a few per cent) with the fraction of small sources observed above
1025 W Hz−1, but is not at all consistent with the fraction of small
sources in the low-luminosity bin. By contrast we see that model
(ii) substantially overpredicts the number of small sources in the
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more luminous subsamples, while doing a better job with the
numbers in the lowest luminosity bin. Model (ii) also substan-
tially underpredicts the number of very large sources observed
in the two higher luminosity bins while overpredicting the num-
bers of large sources in the lowest luminosity bin.

These results have several interesting implications. Firstly,
the fact that we can reproduce the size distribution of the most
powerful sources with such a simple model as model (i) is strik-
ing. Equally, it is clear that the data for the most luminous
sources are not consistent with a model, like model (ii), where
there are many more short-lived objects than there are long-
lived objects. While the very youngest sources are expected to be
affected by absorption effects that are not included in the analyti-
cal model, this is only relevant for a small fraction of the lifetime
of a source (consistent with the small fraction of sources with
a low-frequency spectral turnover detected by Callingham et al.
2017) and cannot explain the low numbers of small, luminous
sources seen in the LOFAR samples. If the models are anywhere
near correct, we must assume that the typical lifetime of a pow-
erful radio galaxy is long, of the order of several hundred Myr
at least, such that most of these systems spend most of their life-
times extended on &100 kpc scales.

We can then ask why the results are so different at lower
luminosities, particularly for the 1024 < L150 < 1025 W Hz−1

sample. This difference cannot be a redshift-dependent effect,
partly because the redshift distributions for the three samples are
not very different (Fig. 7) and partly because the modelling takes
account of the different redshift distribution of each sample. Sev-
eral possible explanations may be considered:

– SFG contaminate the samples at low luminosities. This is
likely to be the case at some level given the limitations on the
colour selection that we discuss above and the lowest lumi-
nosity range we consider is such that moderately powerful
SFGs might well be present, although we cannot say in what
numbers. However, if this is the case then the WISE colour
selection must be failing badly for a large population of SFG.
Alternatively, some other less obvious contaminating popu-
lation that generates low-luminosity, compact sources may
be present.

– Identifications are worse at low luminosities. This seems
unlikely to be the case since the contaminating population
are mostly compact sources that usually have a good identi-
fication with a nearby galaxy.

– There is a genuine luminosity (or rather jet-power) depen-
dent difference in the lifetime function of low-power and
high-power sources, such that low-power sources are gen-
uinely more short-lived and have a lifetime function more
like that of model (ii). One possibility is that this difference
is related to the different fuel sources available to RLAGN;
perhaps sources powered by accretion from the hot phase of
the inter-galactic medium have a significantly different life-
time function. Testing this model requires more environmen-
tal and AGN accretion mode information than we currently
have for this sample; Croston et al. (2019) show that most
objects in the sample are not members of the available opti-
cal group and cluster catalogues.

– The models get the source physics wrong at low luminosi-
ties. To some extent we expect this to be the case; the model
overpredicts the radio luminosity of FRI-type sources, which
should dominate the lowest luminosity bin, where a signifi-
cant amount of the energy input of the jet appears to go into
non-radiating particles (Croston et al. 2018). But it is diffi-
cult to see how this solves the problem; if we are overpre-
dicting radio luminosities in this régime then the jet powers

in this luminosity band should actually be higher than in the
models and the sources in the simulated sample, if corrected
for this, correspondingly larger.

– The models get the environment wrong in a way that induces
a luminosity dependence. There are several ways in which
this might be possible. For example, the models do not con-
tain the dense, cold central gas that is invoked in “frustra-
tion” models of compact steep-spectrum sources, and such
a component would have a larger effect on sources of lower
jet power. Other, more subtle luminosity-dependent effects
include a tendency for lower luminosity sources to lie away
from their host group or cluster centre and a dependence
of radio luminosity on host environment (Ineson et al. 2015;
Ching et al. 2017; Croston et al. 2019).

– The measured sizes are wrong. This is very likely to be the
case in faint sources in the low-power, FRI regime, since the
surface brightness of lobes or plumes drops off rapidly with
distance from the nucleus. We may simply lack the surface
brightness sensitivity to map extended structures in many of
these sources (cf. Shabala et al. 2017). The H18 model is
based on the dimensions of the shocked shell driven out by
the momentum flux of the jet, which may well extend beyond
the limits of any observable jet for FRI sources, while it is
almost always going to be close to the hotspots of resolved
FRIIs. If this is the sole explanation for the large number of
apparently compact RLAGN then we would expect deeper
LOFAR observations still to start to reveal extended struc-
tures around many RLAGN that are compact at our current
observational sensitivity. Existing surveys at higher frequen-
cies, even with high sensitivity, are likely to be less sensitive
to extended structure than LOFAR and would also miss this
extended emission. Such an explanation will be testable with
“Tier 2” LOFAR surveys data with sensitivities of tens of
µJy, or with deep surveys with MeerKAT (Jarvis et al. 2016)
or the SKA.

4.3. RLAGN host properties with size

In the models discussed in the previous section, which suc-
cessfully describe powerful radio sources in the RLAGN sam-
ple, large physical size is just a marker of a long-lived source
rather than indicating something special about the host galaxy or
its environment. The H18 models produce a very few extreme
giants (high-power sources in low-density environments) but
generally giant radio galaxies are expected to be a natural conse-
quence of observing normal powerful sources towards the end
of their lives. The RLAGN sample contains 126 objects with
projected physical size >1 Mpc in our adopted cosmology, satis-
fying the classical definition of a giant radio galaxy (GRG); as
noted by H16, LOFAR’s combination of low-frequency selec-
tion (GRGs are likely to have steep radio spectra) and excellent
surface-brightness sensitivity makes it a very productive instru-
ment for studies of such large sources. The sky density of can-
didate GRGs in the HETDEX survey (about 1 per 4 square
degrees) exceeds even that reported by H16 by a factor ∼5
thanks to the improved image fidelity, uniform sensitivity, and
better optical data of the HETDEX survey. We emphasise that
these are giant candidates only, as their sizes have been mea-
sured automatically and many of the redshifts are photometric;
O’Sullivan et al. (2019) report a case in which the use of a newly
obtained spectroscopic redshift instead of the photometric red-
shift used in this work reduces the projected size of one of these
objects from 4 Mpc to 3.4 Mpc. However, a substantial fraction
of the GRG redshifts are spectroscopic and there is no reason to
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suppose that a large fraction of them will be reclassified below
the 1 Mpc threshold either because of their redshifts or because
of their automatically measured angular sizes.

The RLAGN sample therefore provides an excellent oppor-
tunity to test the hypothesis that the hosts of these objects are not
special and that they merely represent the late-time evolution of
normal powerful radio galaxies. In this hypothesis properties of
the host galaxies, such as their colours and absolute magnitudes,
should be close to independent of source projected physical size8

Fig. A.2 shows such a test. We divided the RLAGN sample into
the three luminosity bins of the previous section and then binned
in projected linear size, taking the average of rest-frame Ks-band
magnitude and WISE band 2/band 3 colour (see Figs. 5 and 4
for distributions of the whole sample in these parameters). The
upper limits on physical size are treated as measurements for
purposes of binning in these plots; as almost all of these limits
are less than 100 kpc (Fig. A.1) there is very little ambiguity in
the binning. A tiny minority of sources without WISE photome-
try are ignored.

What we see in the first panel of Fig. A.2 is that the abso-
lute magnitudes of all three samples show very little variation
with physical size, barring a slight deviation from the mean in
the 200–500 kpc bin for the lowest luminosity sources for which
we have no explanation. Broadly this plot is consistent with the
idea that all powerful RLAGN hosts have an absolute magnitude
around −24.0, and scatter of a few tenths of a magnitude at most
irrespective of their radio luminosity or size. This is consistent
with what is seen for the whole population in Fig. 5 and this
standard infrared magnitude is of course the basis of the well-
known K−z relation for radio galaxies (Lilly & Longair 1984).
Sabater et al. (2019) discuss in more detail the distributions of
the host galaxy masses of RLAGN.

The second panel of Fig. A.2 shows that the mean WISE
colour of the highest luminosity sample is constant with length,
that of the intermediate-luminosity sample deviates from a con-
stant value in the lowest size bin, and for the lowest luminosity
sample the colour is very strongly dependent on projected lin-
ear size over the whole range of sizes studied. It is very striking
that the population that shows such a deviation from the hypoth-
esis that all RLAGN hosts are the same is precisely the popula-
tion that we previously suggested may be contaminated by some
other type of source, such as SFG. The colour deviations seen
in this figure are in the sense that sources move closer to SFG
colours as their sizes get smaller. We emphasise that the aver-
age colours never become as extreme as colours that we expect
from SFG, which would be impossible given the WISE colour
selection we used for the RLAGN sample, and that type 1 and
type 2 quasars and Seyfert galaxies also have higher W2 − W3
colours due to the torus. We conclude that it is plausible that the
low-luminosity RLAGN sample contains more than one popula-
tion. However, the constancy of host galaxy colours and masses
as a function of size for the highest luminosity bins provides
strong evidence that powerful RLAGN are homogeneous: there
is no evidence that the largest, oldest RLAGN have different
hosts from their smaller counterparts. Investigation of the related
question about environment – some relationship between size

8 For powerful radio sources there is evidence (Best et al. 1997) that
the early stages of radio galaxy evolution are associated with an aligned,
blue component in the host galaxy, which may be connected to, for
example jet-induced star formation, and which disappears later in the
lifetime of a source. However, this effect is much less obvious in the
infrared bands that we use for this test, and as this effect is also seen
in sources much more powerful than those in our sample, we neglect it
here.

and environment is a prediction of the models – will require a
data set with more environmental information than is currently
available.

4.4. Bulk inference of jet power

Noting that tracks of constant jet power Q describe characteris-
tic curves in the P−D diagram for a given environment and red-
shift (Fig. 8), we can now investigate a simple model-dependent
method for inferring jet power Q from the observed redshift, L150
and projected linear size D for the RLAGN sample. We do not
have direct measurements of environmental richness for most
of these objects (see Croston et al. 2019 for a discussion of the
available constraints) and similarly almost no information about
the angle to the line of sight for a given source; other potentially
useful parameters such as the axial ratio of the lobes or their inte-
grated spectral index (H18) have not yet been measured. Thus we
focus on what can be inferred from z, L150 and D.

Our approach, as in Sect. 4.2, is to generate populations of
simulated sources that match the LOFAR observations in terms
of observational selection criteria and populate the observable
regions of the P−D diagram using the models of H18. In the
absence of any environmental information we assume the same
distribution of source environments as earlier and the same dis-
tribution of angles to the line of sight. We can then estimate the
jet power corresponding to any particular position in the P−D
diagram by looking at the mean jet power of simulated sources
that lie close to that location: the uncertainty in the inference
comes from the distribution of the local simulated sources. This
method automatically takes into account the unknown angle to
the line of sight and the unknown environment, as long as the dis-
tributions we use are approximately correct. To take into account
the strong redshift dependence of radio luminosity as a result of
inverse-Compton losses, we generate populations for a number
of redshifts in the range 0 < z < 0.8 where we have a uniform
population of RLAGN, and interpolate between the nearest one
or two for any given source.

In detail, we take a set of redshifts (0.05, 0.15, . . . , 0.75) and,
for each redshift, populate a P−D diagram using jet powers in
the range 1034 < Q < 1040, where we assume a uniform dis-
tribution of Q in log space to make sure that all of the lumi-
nosity range is populated. We take the lifetime function to be
a uniform distribution of lifetimes in linear space, as in model
(i) of Sect. 4.2. We apply the LOFAR observational selection
criteria to the simulated sources, giving us of order 5000 sources
per redshift slice. A plot showing the binned mean Q as a func-
tion of position in the P−D diagram for the stacked simulated
sample, and the dispersion in inferred Q introduced by different
environments, projection angles, ages, and redshifts, is shown in
Fig. A.3.

We then restrict the RLAGN sample to z < 0.8 and L150 >
1023 W Hz−1 giving us a total of 18 948 objects; below that lumi-
nosity we regard the jet models as uncertain and linear sizes
above 100 kpc are not expected to be present. Then, for each
resolved object in the restricted sample, we take the Gaussian-
weighted mean Q in log space of all of the simulated points
within 3σ of the position of the real object in P, D space, where
we define the width of the weighting Gaussian σ = 0.04 dex,
corresponding to a fractional error of 10%. This is reasonable
at least for the luminosities, where the absolute flux calibration
uncertainty is probably of this order: we have no real constraints
on the uncertainties on projected physical size but a 10% uncer-
tainty seems plausible. For unresolved objects we instead use the
upper limit on size from earlier in this section and consider all
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simulated sources consistent with that limit and within 3σ of the
position defined by the radio luminosity. In both cases an error
on Q can be estimated by bootstrapping from the sample of sim-
ulated sources: this automatically accounts for the uncertainties
on inference in parts of the P−D plane that can be populated by
a large range of jet powers. Typically the errors estimated in this
way are of the order of 10% in Q, which is reasonable given the
assumed input uncertainties on L150. In a few cases the errors
are much larger (>0.5Q) or there are not enough points in simu-
lated P−D space for the estimation or bootstrap process to work:
in this case we flag the measured values of Q as bad. In total
19 356 objects have a good estimated jet power.

Figure A.4 shows the relationship between radio luminosity
and jet power that we infer for the RLAGN sample. We over-
plot for comparison the relations derived by Cavagnolo et al.
(2010), Daly et al. (2012), Heckman & Best (2014), Ineson et al.
(2017). We see that the Ineson et al. (2017) relation agrees well
with our inference, which is not surprising since its methods
are closest to the assumptions of the H18 models. The infer-
ence in this work is for slightly higher jet powers for a given
radio luminosity when compared to the relations of Ineson et al.
(2017) or H18. But this is probably a result of the assump-
tions that we make regarding environment – the typical envi-
ronment of our simulated sources is poor and so less radio
emission is produced for a given jet power – and partly due
to the higher average redshift, z ∼ 0.5 of the RLAGN sam-
ple, which gives rise to lower radio luminosity for a given
jet power compared to z = 0 because of stronger inverse-
Compton losses. Our results are similar to, but generally pre-
dict slightly higher powers than, the results of Daly et al. (2012),
which are based on powerful FRIIs; their method (O’Dea et al.
2009) uses spectral ages involving minimum-energy magnetic
fields and so would be expected to underestimate both the
age and energetic content given the observed sub-equipartition
field strengths (Hardcastle et al. 2002; Kataoka & Stawarz 2005;
Croston et al. 2005; Ineson et al. 2017), but clearly these effects
cancel to some extent in practice. There is much less good
agreement with the cavity-based relations of Cavagnolo et al.
(2010) or Heckman & Best (2014) at low luminosities. For the
most powerful sources in our sample, with luminosities L150 ≈

1026 W Hz−1, however, all jet power estimates are of the same
order of magnitude (see discussion by Heckman & Best 2014)
and the cavity relations are actually reasonably consistent with
our inference, although it should be noted that the cavity rela-
tions are not generally supported by much data at these radio
luminosity values. For low-luminosity sources, as already noted,
the H18 model is likely to overestimate the radio luminosity for
a given jet power and the truth is likely to lie somewhere in
between our inferred values and the cavity models.

Better environmental information for our sample would
improve our inference process and decrease the uncertainties on
the inferred jet powers. Without this information – or other infor-
mation that we might be able to make use of, such as constraints
on angle to the line of sight for individual sources – these jet pow-
ers are still only estimates that are not expected to be particularly
accurate for any given source. Nevertheless this work demon-
strates the feasibility of bulk estimation of Q without resorting
to simple scaling relationships based on radio luminosity.

4.5. Jet kinetic luminosity function

We can use the inferred jet powers from the previous subsection
to construct a jet kinetic luminosity function that represents our
current best estimate of this quantity for the LOFAR RLAGN

sample, bearing in mind that we excluded very low-luminosity
radio sources and those with poor jet model fits and that the
inclusion of these sources would probably slightly increase the
normalisation of the luminosity function. To do this we simply
apply the standard Vmax method (Schmidt 1968; Condon 1989) to
the jet power Q, calculating the volume based on the combined
radio and optical constraints. Only sources within 0.01 < z <
0.7 are considered and an i-band limit of 21.5 mag is imposed
to ensure photometric redshift completeness. The radio Vmax is
calculated as

∫
dmaxdA, where the completeness function, dA, is

determined from the LoTSS rms map. For the optical, Vmax is cal-
culated from our imposed i-band limit of 21.5 mag after the optical
magnitudes are corrected for the Galactic reddening calculated
by Schlafly & Finkbeiner (2011) and K-corrected based on the
rest-frame magnitudes calculated by Duncan et al. (2019). Our
approach automatically takes into account the unknown RLAGN
duty cycle since only the density of LOFAR-detected, luminous
sources is calculated. The results are shown in Fig. A.5. We see,
as expected, that the kinetic luminosity function appears very
like the radio luminosity function, in that it is flatter at low jet
powers and steepens at higher powers; there is little evolution in
the kinetic luminosity function with redshift, as expected since
the dominant LERG population is known not to evolve strongly
(Best et al. 2014; Williams et al. 2018).

The kinetic luminosity function ρ(Q) is a physically impor-
tant quantity in that the integral

∫
Qρ(q)d log(Q) tells us the

energy per comoving volume injected by all RLAGN jets into
their host environments, and this work represents the first
attempt to construct ρ(Q) from bulk inference of jet powers for
a large sample. Integration of our kinetic luminosity function
over the observed range gives a total RLAGN kinetic luminos-
ity density, including the effects of all the sources in our lumi-
nosity range not excluded by surface-brightness selection, of
7 × 1031 W Mpc−3. The integral is dominated (Fig. A.5, right-
hand panel) by powerful sources, peaking at jet powers around
1038 W, and so is not sensitive to the uncertain jet powers of
low-power objects; indeed, the peak lies in the region in which
inference, FRII power estimates, and cavity power estimates
all give similar results (Fig. A.4). The integral of the kinetic
luminosity function may be compared to the total radiative
(cooling) luminosity density of groups and clusters. Integrat-
ing the Schechter function fitted by Böhringer et al. (2014) to
the local cluster luminosity function between cluster luminosi-
ties of 1042 and 1046 erg s−1, we obtain a cooling luminosity of
2× 1031 W Mpc−3, a result that is insensitive to the limits of inte-
gration because of the form of the Schechter function. Thus the
RLAGN population found in this work can in principle com-
pletely offset, in statistical terms, all the local radiative cooling
of the environments that they are expected to occupy, even allow-
ing for the fact that some of the kinetic luminosity goes into cos-
mic rays that may not play much of a role in heating the thermal
plasma in groups and clusters9. This is strong support for feed-
back models in which RLAGN provide the “maintenance mode”
required to prevent the hot phase of the environment of their host
galaxies cooling back onto the central galaxy and reinvigorating
star formation.

9 In numerical models, the fraction of the jet kinetic power that heats
the external environment is a little over 0.5 during the active source
lifetime (Hardcastle & Krause 2014; English et al. 2016), but much of
the energy stored in the lobes is then lost to the large-scale environment
in the remnant phase (English et al., in prep.); the fraction of energy that
remains in cosmic rays at late times is not well known, although it is an
important ingredient in models of cluster evolution.
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We emphasise that this is only the first step towards the con-
struction of a truly reliable kinetic luminosity function. A key
problem is the effect on the kinetic luminosity function of the
large number of low-luminosity sources that probably in real-
ity do not lie on the relation between Q and L150 that is implied
by the H18 models (see Sect. 4.2). Their radio luminosities for
a given Q are expected to fall significantly below the model
expectations, since some of their internal pressure is provided
by a non-radiating particle population, and so their inferred jet
powers should actually be higher than the values we used. In
addition, if larger versions of these sources exist, it is entirely
possible that we are systematically missing numbers of them due
to the surface-brightness limitations on our survey, which feed
through into limitations on the sources that may be observed in
the power/linear-size diagram (Fig. 8). Modelling of these two
effects will be important in order to make progress, though as
we noted above, these sources will have only a small effect on
the integral of the luminosity function unless their jet powers are
∼2 orders of magnitude higher than we infer them to be. On the
other hand, powerful sources are likely to live in richer environ-
ments than we have modelled (Ineson et al. 2015) and to have
lower jet powers than we infer, which would have a stronger
effect, because of the shape of the luminosity function, on the
integrated kinetic power input we find. It is entirely possible that
some of the curvature in the observed radio luminosity function
is due to these combined effects of radio galaxy physics, obser-
vational selection, and environment.

Earlier calculations of the kinetic luminosity density were
carried out by for example Best et al. (2006), Smolčić et al.
(2017), and these compare very well to the results we derive
from integrating the kinetic luminosity function. Best et al.
(2006) computed jet powers for the z ≈ 0 SDSS/FIRST-based
sample of Best et al. (2005), i.e. a very comparable, although
smaller, sample, using a version of the cavity power estimates
discussed in Sect. 1, which gives a very flat jet power/radio lumi-
nosity dependence compared to ours. They nevertheless obtained
a luminosity density of 4 × 1031 W Mpc−3, which agrees with
ours to within a factor 2. Smolčić et al. (2017) used deep VLA
data from the COSMOS field with excellent multiwavelength
counterparts and so were able to probe out to much higher red-
shifts than we can achieve, allowing them to investigate the cos-
mic evolution of the kinetic luminosity function. On the other
hand their sampling of the local Universe was necessarily lim-
ited by the small volume available to them. They made use of the
Willott et al. (1999) radio luminosity/kinetic luminosity relation,
which, as discussed in Sect. 1, can only ever be an approxima-
tion; however, as shown by H18, suitable choices of normalisa-
tion of the Willott relation can bring it into agreement with more
sophisticated models for large, mature sources at a particular red-
shift, and the values adopted for the “uncertainty parameter” of
the Willott relation by Smolčić et al. (2017) span the range that
would be appropriate for powerful, mature sources at z = 0 in the
H18 models. Given these differences in the model and the data,
there is excellent agreement between our kinetic luminosity den-
sity of 7 × 1031 W Mpc−3 at z < 0.7 and their estimates ranging
between ∼2 and ∼5 × 1031 W Mpc−3 for their preferred uncer-
tainty parameter over the same redshift range. We caution, how-
ever, that in the H18 models the uncertainty factor is a function
of environment and redshift, and therefore it is not safe to assume
that it is constant over the lifetime of the Universe. Smolčić et al.
(2017) further estimated the luminosity density required by the
SAGE model of Croton et al. (2016) to be ∼7 × 1031 W Mpc−3

(roughly constant or slightly declining over the range 0 < z <
1), which is again in excellent agreement with our calculation,

although it somewhat exceeds the observed group/cluster X-ray
cooling luminosity density. Combining our work with that of
Best et al. (2006), Smolčić et al. (2017), we can conclude that
estimates of the effects of RLAGN on their local environment are
in remarkably good agreement with both X-ray observations and
models. Sabater et al. (2019), using cavity-based jet power esti-
mates, come to a similar conclusion in their study of the nearby
AGN population, showing that the jet power of RLAGN is more
than sufficient to offset the cooling of gas in their host ellipticals.

5. Summary and future work

In this paper we have constructed a sample of RLAGN from
the value-added catalogue drawn from the LoTSS survey of the
HETDEX Spring field, based on a combination of radio prop-
erties, spectroscopic information where available, and WISE
colour information or radio luminosity otherwise; this is not
a true radio-excess sample of the type selected by H16 or
Smolčić et al. (2017), but is expected to be very comparable to
such a sample. Although only a small fraction of the total radio
catalogue can be classed robustly as RLAGN using our methods
because many objects are SFGs or do not yet have good enough
optical identifications or redshifts to be classified, this process
still yields one of the largest homogeneous RLAGN data sets
in existence, and one from which many interesting individual
objects can be drawn.

In the current paper we have focussed on new conclusions
that can be drawn about the properties of the RLAGN population
using this large sample. To do this we require a model of radio
galaxy evolution, which can give us observable quantities such
as radio luminosity and total linear size from model inputs such
as jet power, redshift, environment, and time. We chose to work
with the models of H18 but it is important to note that this is
not the only radio source model available; different analytical
models make different approximations and it will be important in
future to cross-calibrate these models and to see what differences
the use of a different model makes to the inference of population
properties.

Comparison with the H18 model tracks in the power/linear-
size (P−D) plot showed that the distribution of source sizes in
the luminosity range best sampled by the LOFAR data was per-
haps surprisingly consistent with a model in which most sources
in the luminosity range 1025 < L150 < 1027 W Hz−1 are long-
lived objects in relatively poor (group-like) environments. The
critical unknown distribution in this case is the lifetime func-
tion, the distribution of total lifetimes of RLAGN. We showed
that a uniform distribution in the range 0–1000 Myr reproduced
well the distributions of projected linear sizes of the power-
ful sources; there are relatively few physically small sources
in this radio luminosity range. On the other hand, at the lower
end of the LOFAR luminosity range there are many more small
sources, even when surface-brightness selection effects are taken
into account as we are able to do with our modelling. This low-
luminosity, compact population has been noted previously (e.g.
Sadler et al. 2014; Baldi et al. 2015; Whittam et al. 2017) but we
find large numbers of these objects, requiring either a very differ-
ent lifetime distribution at low luminosities, a breakdown of the
underlying models, or some contamination by a separate popu-
lation of objects. Based on analysis of the colour and magnitude
of host galaxies binned by linear size, we show that it is entirely
plausible that the luminous LOFAR RLAGN are a homogeneous
population in which large sizes (including those of the many
>1 Mpc giants in our sample) are simply an effect of old age; but
at low luminosities the strong dependence of colour on physical
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size suggests that more than one population is present. This may
be the result of contamination by star-forming objects or it may
indicate that more than one RLAGN population, perhaps with
different large-scale fuelling mechanisms, is present.

Finally, we used the H18 models to attempt to infer the jet
powers Q for LOFAR sources based only on their positions
on the P−D diagram, marginalising over the unknown environ-
ments and angles to the line of sight of the LOFAR sources. This
is a proof of principle for bulk inference of Q and maybe other
source parameters from large volumes of data. Again, the results
are model-dependent and also dependent on our assumptions,
particularly relating to environment. It seems likely, as noted by
H18, that observations, for example those of Ineson et al. (2015),
require some intrinsic relationship between jet power and envi-
ronmental richness that is not present in the models used in this
work. Nevertheless we are able to derive jet powers that agree
reasonably well with results already present in the literature and
allow us to construct the first large-scale jet kinetic luminosity
function based on inference of jet powers rather than simple scal-
ing relations with radio luminosity. The distribution of jet pow-
ers, and the integral of the jet kinetic luminosity function, are key
parameters in models of galaxy formation and evolution and, as
shown by Smolčić et al. (2017), it is now possible to compare
these quantities to the assumptions made in such models. Inte-
gration of the existing luminosity function, which will be sub-
stantially refined in future, suggests that the energy input from
RLAGN is more than adequate to offset all of the observed X-ray
radiative cooling of the group and cluster population in which we
assume the RLAGN to lie; the value we obtain is consistent both
with independent observational estimates of the kinetic luminos-
ity density by Best et al. (2006), Smolčić et al. (2017) but also
with galaxy evolution models.

Forthcoming developments in LoTSS observations and
ancillary data will allow substantial improvements to be made
in all of these areas in the near future. Star formation/RLAGN
separation, as well as the quality of redshifts and thus lumi-
nosities and physical sizes, should be greatly improved by the
WEAVE-LOFAR project (Smith et al. 2016), which will pro-
vide both spectroscopic redshifts and emission-line diagnos-
tics for large numbers of LOFAR sources, including those at
high redshift for which we currently have little information.
High-resolution images using the LOFAR international base-
lines will help with source size measurements, optical identifi-
cations, and RLAGN/star formation separation; the Very Large
Array Sky Survey (VLASS10), when complete, will also be very
useful for the identification of flat-spectrum cores in LOFAR
objects and for resolving bright, compact sources. A key miss-
ing ingredient in our bulk inference in this paper is information
on the environments of the RLAGN. Environmental informa-
tion can be obtained, for example from SDSS, at low redshifts
(Croston et al. 2019) but the HETDEX sky area is too small
to obtain a representative sample of powerful AGN. The much
larger sky areas provided by the full LoTSS survey, which will
reach 10 000 deg2 of coverage in the next two years, will allow us
to probe a larger range of radio luminosities and environments at
low redshift and to take full account of environmental informa-
tion both from SDSS and from the forthcoming e-ROSITA X-ray
survey. The lessons learned from this and the planned subsequent
LoTSS work will inform the even larger surveys that will be car-
ried out with the SKA, but, as the present paper demonstrates,
the era of big data for RLAGN surveys is already here.

10 https://science.nrao.edu/science/surveys/vlass
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Appendix A: Additional figures

1 10 102 1030

5

10

15

20

25

30

35

40

N
um

be
ro

fr
ea

ls
ou

rc
es

1026 < L150 < 1027 W Hz−1

Simulated (scaled)
Limits
Measured

1 10 102 1030

25

50

75

100

125

150

175

200

N
um

be
ro

fr
ea

ls
ou

rc
es

1025 < L150 < 1026 W Hz−1

1 10 102 103

Length (kpc)

0

100

200

300

400

500

600

N
um

be
ro

fr
ea

ls
ou

rc
es

1024 < L150 < 1025 W Hz−1

1 10 102 1030

5

10

15

20

25

30

35

40

N
um

be
ro

fr
ea

ls
ou

rc
es

1026 < L150 < 1027 W Hz−1

1 10 102 1030

25

50

75

100

125

150

175

N
um

be
ro

fr
ea

ls
ou

rc
es

1025 < L150 < 1026 W Hz−1

1 10 102 103

Length (kpc)

0

100

200

300

400

500

N
um

be
ro

fr
ea

ls
ou

rc
es

1024 < L150 < 1025 W Hz−1

Fig. A.1. Distributions of real and simulated projected sizes for three luminosity ranges (from top to bottom panels, three slices of the P−D diagram
of Fig. 8) and two lifetime distributions (left panels: model (i), uniform, right panels: model (ii), log-uniform).
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Fig. A.2. Mean properties of the host galaxies of RLAGN as a function of projected linear size. Left panel: Ks-band rest-frame magnitude. Right
panel: WISE band 2 minus band 3 colours (Vega magnitudes). In both plots the vertical error bars represent 1σ errors derived from bootstrap, the
horizontal bars represent the bin range, and the position of the central point represents the mean projected linear size within the bin. Dotted lines
joining points in a particular sample are to guide the eye only.
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Fig. A.3. Left panel: mean jet power Q as a function of radio luminosity and projected linear size for the full simulated sample over all redshifts.
Right panel: standard deviation of log10(Q) for each bin in the left-hand panel, showing the scatter in the inference introduced by different
environments, projection angles, ages, and redshifts. See the text for details of the modelling.
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Fig. A.4. Radio luminosity plotted against the inferred jet power. The relations
obtained by Cavagnolo et al. (2010), Daly et al. (2012), Heckman & Best (2014),
Ineson et al. (2017) are also shown.
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Fig. A.5. Jet kinetic luminosity function for the z < 0.7 LOFAR RLAGN sample. Left panel: kinetic luminosity function divided in bins of redshift.
Right panel: full z < 0.7 luminosity function multiplied by Q to show the peak at ∼1038 W.
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