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## Parametric versus nonparametric

Parametric models

- Finite and fixed number of parameters
- Number of parameters is independent of the dataset

Nonparametric models

- Do have parameters
- Can be understood as having an infinite number of parameters
- Can be understood as having a random number of parameters
- Number of parameters can grow with the dataset


## Underlying function

True function


## Data

Observations


## Parametric fitting

## Parametric



Non-parametric fitting

Nonparametric


## Parametric vs. Nonparametric models

Complexity of the model $\left\{P_{\theta}: \theta \in \Theta\right\}$ :

| Models: | Parametric |
| :--- | :--- |
| Dimension: | Finite dimensional $\Theta$. |
| Advanta- |  |
| ges: | Easier to handle and make in- <br> terpretations of the results. <br> Computationally faster. |
| Disadvan- | Without strong belief in the <br> particular structure of the <br> model not reliable. |
| Examples: | Poisson (number of car crashes, <br> typos in a book). <br> Normal distribution (grades of <br> students, height, weight, foot- <br> size of people). |

## Nonparametric

Infinite dimensional $\Theta$.
Less chance for misspecifications.

More flexible.
Computationally and analytically challenging.

Density, regression function estimation.

Clustering (unknown cluster size and number).

## Noisy picture



Parametric


## Nonparametric
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## Dirichlet distribution

A Dirichlet distribution on a simplex $\Delta_{K}$ is a probability distribution with parameters $\alpha_{i}>0$ and a density function

$$
f\left(x_{1}, \ldots, x_{K} ; \alpha_{1}, \ldots, \alpha_{K}\right)=\frac{1}{B(\alpha)} \prod_{i=1}^{K} x_{i}^{\alpha_{i}-1}
$$

It is common to refer to Dirichlet distribution as $\operatorname{Dir}\left(\alpha_{1}, \ldots, \alpha_{k}\right)$.
Remark Dirichlet distribution conjugate for multinomial distribution.

$(2,2,2)$
$(2,2,5)$
$(5,5,5)$
$(0.7,0.7,0.7)$

## Dirichlet process

A central Bayesian nonparametric prior (Ferguson, 1973)
Definition (Dirichlet process)
A Dirichlet process on the space $\mathcal{Y}$ is a random process $P$ such that there exist $\alpha$ (precision parameter) and $G_{0}$ (base/centering distribution) such that for any finite partition $\left\{A_{1}, \ldots, A_{d}\right\}$ of $\mathcal{V}$, the random $\operatorname{vector}\left(P\left(A_{1}\right), \ldots, P\left(A_{d}\right)\right)$ is Dirichlet distributed

$$
\left(P\left(A_{1}\right), \ldots, P\left(A_{d}\right)\right) \sim \operatorname{Dir}\left(\alpha G_{0}\left(A_{1}\right), \ldots, \alpha G_{0}\left(A_{d}\right)\right)
$$

Notation: $\mathrm{P} \sim \mathrm{DP}\left(\alpha, \mathrm{G}_{0}\right)$
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Moments of Dirichlet process I

## Proposition

Let $p \sim D P\left(\alpha, P_{0}\right)$ then for every measurable sets $A, B$ we have

$$
\begin{align*}
\mathbb{E}(p(A)) & =P_{0}(A),  \tag{1}\\
\operatorname{Var}(p(A)) & =\frac{P_{0}(A)\left(1-P_{0}(A)\right)}{1+\alpha},  \tag{2}\\
\operatorname{cov}(p(A), p(B)) & =\frac{P_{0}(A \cap B)-P_{0}(A) P_{0}(B)}{1+\alpha} . \tag{3}
\end{align*}
$$

## Moments of Dirichlet process II

## Proof

We will make use of $p(A) \sim \operatorname{Beta}\left(\alpha P_{0}(A), \alpha\left(1-P_{0}(A)\right)\right)$. From this we obtain

$$
\mathbb{E}(p(A))=\frac{\alpha P_{0}(A)}{\alpha\left(P_{0}(A)+1-P_{0}(A)\right)}=P_{0}(A)
$$

and

$$
\operatorname{Var}(p(A))=\frac{\alpha^{2} P_{0}(A)\left(1-P_{0}(A)\right)}{\alpha^{2}(\alpha+1)}
$$

We derive the covariance term in two cases, firstly taking into consideration the one with $A \cap B=\emptyset$. In that case any space $\Omega$ may be decomposed into three sets:

$$
\Omega=\left\{A, B,(A \cup B)^{c}\right\}
$$

Using de Morgan's law the last can be written as $(A \cup B)^{c}=A^{c} \cap B^{c}=: C$. Therefore we may write a joint probability vector

$$
\left(p(A), p(B), p\left(A^{c} \cap B^{c}\right)\right) \sim \operatorname{Dir}\left(\alpha P_{0}(A), \alpha P_{0}(B), \alpha P_{0}(C)\right)
$$

Moments of Dirichlet process III
and hence $\operatorname{cov}(p(A), p(B))=-P_{0}(A) P_{0}(B) /(1+\alpha)$. In the more general case one may decompose

$$
\begin{aligned}
& A=(A \cap B) \cup\left(A \cap B^{c}\right) \\
& B=(B \cap A) \cup\left(B \cap A^{c}\right),
\end{aligned}
$$

so that

$$
\operatorname{cov}(P(A), P(B))=\operatorname{cov}\left(P(A \cap B)+P\left(A \cap B^{c}\right), P(B \cap A)+P\left(B \cap A^{c}\right)\right)
$$

and so forth using the linearity of covariance.

## Marginalizing out the DP

Property 1 can be written equivalently as

$$
\begin{equation*}
\mathbb{E}(P(A))=P_{0}(A)=\int P(A) d D P(P) \tag{4}
\end{equation*}
$$

A Dirichlet process model can be constructed as two level sampling:

$$
\left\{\begin{array}{c}
P \sim D P\left(\alpha, P_{0}\right) \\
X \mid P \sim P
\end{array}\right.
$$

i.e. we sample probability measure $P$ from the Dirichlet process and then given $P$ we sample random variables $X_{i}$.

Marginalizing out P , we obtain the marginal distribution of $X$ :

$$
X \sim P_{0}
$$

## Posterior distribution I

Let $X_{1}, \ldots, X_{n}=: X_{1: n}$ be sampled from the hierarchical model

$$
\left\{\begin{array}{c}
P \sim D P\left(\alpha, P_{0}\right)  \tag{5}\\
X_{1: n} \mid P \stackrel{i . i . d .}{\sim} P
\end{array}\right.
$$

This model is usually used as a building block in a larger hierarchical model, e.g. mixture models, graphs etc.

Theorem (Ferguson [1973])
The posterior of $P$ as presented in (5) is

$$
\begin{equation*}
P \mid X_{1: n} \sim D P\left(\alpha P_{0}+\sum_{i=1}^{n} \delta X_{i}\right) \tag{6}
\end{equation*}
$$

The predictive distribution of a next observation is given by

$$
\begin{equation*}
\mathbb{P}\left(X_{n+1} \mid X_{1: n}\right)=\frac{\alpha}{\alpha+n} P_{0}+\frac{1}{\alpha+n} \sum_{i=1}^{n} \delta X_{i} \tag{7}
\end{equation*}
$$

## Posterior distribution II

The predictive (7) is also called Polya Urn schema or Blackwell-MacQueen Urn Schema.

## Posterior distribution III

## Proof

Property (6) can be obtained by remarking that the posterior distribution of $P\left(A_{1}\right), \ldots, P\left(A_{k}\right)$ depends on the observations only via their cell counts (it comes from tail-free property). Denote $N_{j}=\#\left\{1 \leq i \leq n: x_{i} \in A_{j}\right\}$, i.e. the number of observations in each partition of $X$. Then we have

$$
\left(P\left(A_{1}\right), \ldots, P\left(A_{k}\right)\right)\left|X_{1: n} \stackrel{\mathrm{~d}}{=}\left(P\left(A_{1}\right), \ldots, P\left(A_{k}\right)\right)\right| N_{1: k}
$$

Lets use shorthand notation: $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)=\left(P\left(A_{1}\right), \ldots, P\left(A_{k}\right)\right)$ and $N=\left(N_{1}, \ldots, N_{k}\right)$. Then

$$
\left\{\begin{array}{c}
N \mid P \sim \operatorname{Multinom}_{k}\left(P\left(A_{1}\right), \ldots, P\left(A_{k}\right)\right) \\
\left(P\left(A_{1}\right), \ldots, P\left(A_{k}\right)\right) \sim \operatorname{Dir}_{k}\left(\alpha P_{0}\left(A_{1}\right), \ldots, \alpha P_{0}\left(A_{k}\right)\right)
\end{array}\right.
$$

and hence we obtain the prior of the form

$$
p(\alpha) \propto \alpha_{1}^{\alpha P_{0}\left(A_{1}\right)-1} \ldots \alpha_{k}^{\alpha P_{0}\left(A_{k}\right)-1}
$$

while sampling model is

$$
p(N \mid \alpha) \propto \alpha_{1}^{N_{1}} \ldots \alpha_{k}^{N_{k}}
$$

## Posterior distribution IV

This results in the posterior of form
$p(\alpha \mid N) \propto \alpha_{1}^{\alpha P_{0}\left(A_{1}\right)+N_{1}-1} \ldots \alpha_{k}^{\alpha P_{0}\left(A_{k}\right)+N_{k}-1}=\operatorname{Dir}_{k}\left(\alpha P_{0}\left(A_{1}\right)+N_{1}, \ldots, \alpha P_{0}\left(A_{k}\right)+N_{k}\right)$.
Property (7) is a result of taking the expected value of (6).

## Combinatorial properties: Number of distinct values I

Assume that the base measure $P_{0}$ is non-atomic. Then with probability 1 :

$$
X_{i} \notin\left\{X_{1}, \ldots, X_{i-1}\right\} \Leftrightarrow X_{i} \sim P_{0} .
$$

Let $D_{i}=\mathbb{I}\left(X_{i}\right.$ is a new value $)$ and lets denote $K_{n}=\sum_{i=1}^{n} D_{i}$, a number of distinct values $X_{1}, \ldots, X_{n}$ with distribution $\mathcal{L}\left(K_{n}\right)$.

## Proposition

Random variables $D_{i}$ are distributed i.i.d. with respect to Bernoulli $(\alpha /(\alpha+i-1))$. Therefore for fixed $\alpha$ and for $n \rightarrow \infty$ we have:
i) $\mathbb{E} K_{n} \sim \alpha \log n \sim \operatorname{Var}\left(K_{n}\right)$
ii) $K_{n} / \log (n) \xrightarrow{\text { a.s. }} \alpha$
iii) $\left(K_{n}-\mathbb{E} K_{n}\right) / s d\left(K_{n}\right) \rightarrow N(0,1)$
iv) $d_{T V}\left(\mathcal{L}\left(K_{n}\right), \operatorname{Poisson}\left(\mathbb{E} K_{n}\right)\right)=o(1 / \log (n))$ where

$$
d_{T V}(P, Q)=\sup |P(A)-Q(A)|
$$

over measurable partition $A$

Combinatorial properties: Number of distinct values II

## Proof

i) $\mathbb{E} K_{n}=\sum_{i=1}^{n} \frac{\alpha}{\alpha+i-1}$ and $\operatorname{Var}\left(K_{n}\right)=\sum_{i=1}^{n} \frac{\alpha(i-1)}{(\alpha+i-1)^{2}}$.
ii) Since $D_{i}$ 's are $\mathbb{I}$ one may use Kolmogorov law of strong numbers and

$$
\sum_{i=1}^{\infty} \frac{\operatorname{Var}\left(D_{i}\right)}{(\log i)^{2}}=\sum_{i=1}^{\infty} \frac{\alpha(i-1)}{(\alpha+i-1)^{2}(\log i)^{2}}<\infty
$$

by e.g. the fact that $\sum_{i}\left(1 / i(\log i)^{2}\right)$ converges.
iii) By Lindeberg central limit theorem.
iv) This is implied from Chein-Stein approximation.

Combinatorial properties: Number of distinct values III

Theorem
Suppose $X_{i}$ are i.i.d. such that $\mathbb{E} X_{i}=\mu_{i}$ and $\operatorname{Var} X_{i}=\sigma_{i}^{2}<\infty$. Define $Y_{i}=X_{i}-\mu_{i}, T_{n}=\sum_{i=1}^{n} Y_{i}, s_{n}^{2}=\operatorname{Var}\left(T_{n}\right)=\sum_{i=1}^{n} \sigma_{i}^{2}$. Then provided that

$$
\forall \epsilon>0 \quad \frac{1}{s_{n}^{2}} \sum_{i=1}^{n} \mathbb{E}\left(Y_{i}^{2} \mathbb{I}\left(\left|Y_{i}\right|>\epsilon s_{n}\right)\right) \xrightarrow{n \rightarrow \infty} 0
$$

we have $T_{n} / s_{n} \xrightarrow{d} N(0,1)$.

## Combinatorial properties: Distribution of distinct values I

We have now the limits of $K_{n}$ and we know its approximate distribution $\mathcal{L}\left(K_{n}\right)$. The exact distribution of $K_{n}$ is:

## Proposition

If $P_{0}$ is non-atomic then

$$
\begin{equation*}
\mathbb{P}\left(K_{n}=k\right)=\mathfrak{C}_{n}(k) n!\alpha^{k} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n)} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{C}_{n}(k)=\frac{1}{n!} \sum_{S \in \mathfrak{J}_{n}(k)} \prod_{j \in S} j \tag{9}
\end{equation*}
$$

and $\mathfrak{J}_{n}(k)=\{S \subset\{1, \ldots, n-1\},|S|=n-k\}$.
Recall the definition of the Gamma function $\Gamma(x)=\int_{0}^{\infty} u^{x-1} e^{-u} d u$.

## Combinatorial properties: Distribution of distinct values II

Let us consider when we may deal with events $K_{n}=k$ : we have two cases

$$
\left\{\begin{array}{l}
K_{n-1}=k-1 \text { and } X_{n} \text { is a new value } \\
K_{n-1}=k \text { and } X_{n} \text { is not a new value. }
\end{array}\right.
$$

This results in

$$
\begin{equation*}
p_{n}(k, \alpha):=\mathbb{P}\left(k_{n}=k \mid \alpha\right)=\frac{\alpha}{\alpha+n-1} p_{n-1}(k-1, \alpha)+\frac{n-1}{\alpha+n-1} p_{n-1}(k, \alpha) . \tag{10}
\end{equation*}
$$

Now let us remark that $\mathfrak{C}_{n}(k)=p_{n}(k, \alpha=1)$. Therefore

$$
\begin{equation*}
\mathfrak{C}_{n}(k)=\frac{1}{n} \mathfrak{C}_{n-1}(k-1)+\frac{n-1}{n} \mathfrak{C}_{n-1}(k) . \tag{11}
\end{equation*}
$$

By induction over $n$ : first we check case $n=1$ :

$$
\begin{equation*}
p_{1}(1, \alpha)=\mathfrak{C}_{1}(1) \frac{\alpha}{\alpha}=\mathfrak{C}_{1}(1) \tag{12}
\end{equation*}
$$

Combinatorial properties: Distribution of distinct values III

To check case $n>1$ we use (8) and then (10):

$$
\begin{aligned}
p_{n}(k, \alpha) & =\frac{\alpha}{\alpha+n-1} p_{n-1}(k-1, \alpha)+\frac{n-1}{\alpha+n-1} p_{n-1}(k, \alpha) \\
& =\frac{\alpha}{\alpha+n-1} \mathfrak{C}_{n-1}(k-1)(n-1)!\alpha^{k-1} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n-1)}+ \\
& +\frac{n-1}{\alpha+n-1} \mathfrak{C}_{n-1}(k)(n-1)!\alpha^{k} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n-1)} \\
& =\frac{\alpha^{k}}{\alpha+n-1}(n-1)!\frac{\Gamma(\alpha)}{\Gamma(\alpha+n-1)} n\left(\frac{1}{n} \mathfrak{C}_{n-1}(k-1)+\frac{n-1}{n} \mathfrak{C}_{n-1}(k)\right) \\
& =\mathfrak{C}_{n}(k) n!\alpha^{k} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n)},
\end{aligned}
$$

which proves property (8).

Combinatorial properties: Distribution of distinct values IV

To prove (9) let use define a polynomial $A_{n}(s)$ as $A_{n}(s)=\sum_{i=1}^{\infty} \mathfrak{C}_{n}(k) s^{k}$. Then using (11) polynomial $A_{n}(s)$ can be written as

$$
\begin{aligned}
A_{n}(s) & =\sum_{k=1}^{\infty}\left(\frac{1}{n} \mathfrak{C}_{n-1}(k-1)+\frac{n-1}{n} \mathfrak{C}_{n-1}(k)\right) s_{k} \\
& =\frac{1}{n}\left(s A_{n-1}(s)+(n-1) A_{n-1}(s)\right)=\frac{s+n-1}{n} A_{n-1}(s) \\
& =\ldots=A_{1}(s) \prod_{j=2}^{n} \frac{s+j-1}{j}=\frac{s(s+1) \cdot \ldots \cdot(s+n-1)}{n!}
\end{aligned}
$$

Last equality implies from the fact that $\mathfrak{C}_{1}(k)=1 \delta_{k 1}$ and hence $A_{1}(s)=s$. Checking terms after the expansion finishes the proof of (9).

## Combinatorial properties: Chinese Restaurant process I

Chinese restaurant process: a culinary metaphor of the random partition induced by the DP. Customers join a populated table with probability $n_{j} /(\alpha+n)$, where $n_{j}$ denotes the number of clients already sitting around the table or sit at new table with probability $\alpha /(\alpha+n)$.

## Proposition

A random sample $X_{1: n}$ from a DP with precision parameter $\alpha$ induces a partition of $\{1, \ldots, n\}$ into $k$ sets of sizes $n_{1}, \ldots, n_{k}$ with probability

$$
p\left(n_{1}, \ldots, n_{k}\right)=p\left(\left\{n_{1}, \ldots, n_{k}\right\}\right)=\alpha^{k} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n)} \prod_{j=1}^{k} \Gamma\left(n_{j}\right)
$$

Combinatorial properties: Chinese Restaurant process II


## Combinatorial properties: Chinese Restaurant process III

## Proof

We will use the Polya urn schema slightly changed by using $n_{1}, \ldots, n_{k}$

$$
\mathbb{P}\left(X_{n+1} \mid X_{1: n}\right)=\frac{\alpha}{\alpha+n} P_{0}+\frac{1}{\alpha+n} \sum_{j=1}^{k} n_{j} \delta_{X_{j}^{*}}
$$

By exchangeability, the distribution of $\left\{n_{1}, \ldots, n_{k}\right\}$ does not depend on the order of the observations. Let's compute $p\left(n_{1}, \ldots, p_{k}\right)$ as the probability of one draw where the first table consists of first $n_{1}$ observations etc.
To proceed, let us use Polya urn scheme: we denote $\bar{n}_{j}=\sum_{i=1}^{j} n_{i}$ and hence $\bar{n}_{k}=n$, the total number of observations. We can observe the following pattern: first ball open new table, following $n_{j}-1$ ones fill in that table and so forth. That quantity can be rewritten as

$$
\frac{\alpha^{k}}{\alpha(\alpha+1) \ldots(\alpha+n-1)} \prod_{j=1}^{k}\left(n_{j}-1\right)!
$$

## Combinatorial properties: Chinese Restaurant process IV

where one can rewrite both terms using Gamma function $\Gamma(x)=\int_{0}^{\infty} u^{x-1} e^{-u} d u$ : the first term can be written as

$$
\frac{\alpha^{k}}{\alpha(\alpha+1) \ldots(\alpha+n-1)}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}
$$

while the second one as $\left(n_{j}-1\right)!=\Gamma\left(n_{j}\right)$. One should remark that for ordered partitions we have

$$
\bar{p}\left(n_{1}, \ldots, n_{k}\right)=\frac{p\left(n_{1}, \ldots, n_{k}\right)}{k!}
$$

## Combinatorial properties: Ewens sampling formula I

Ewens sampling formula (ESF), presented originally by Ewens [1972], is the distribution of multiplicities $m=\left(m_{1}, \ldots, m_{n}\right), m_{\ell}$ is the number of groups of size $\ell$.
Also known as allelic partitions in population genetics, when there is no selective difference between types: null hypothesis in non Darwinian theory.
Proposition (Ewens [1972]; Antoniak [1974])
Random variables $X_{1}, \ldots, X_{n}$ generated from a DP has multiplicity class $\left(m_{1}, \ldots, m_{n}\right)$ with probability

$$
p\left(m_{1}, \ldots, m_{n}\right)=\frac{\alpha^{k}}{\alpha_{(n)}} \frac{n!}{\prod_{\ell=1}^{n} \ell^{m_{\ell}} m_{\ell}!} .
$$

Notation $n_{(k)}:=n(n-1) \cdot \ldots \cdot(n-k+1)$.

## Combinatorial properties: Ewens sampling formula II

## Proof

Two steps: 1) Compute probability of particular sequence of $X_{1}, \ldots, X_{n}$ in given class ( $m_{1}, \ldots, m_{n}$ ), note that all such sequences are equally likely and 2 ) multiply obtained quantity by the number of such sequences.

1) Consider a sequence $X_{1}, \ldots, X_{n}$ such that $X_{1}, \ldots, X_{m_{1}}$ occur each only once, then the next $m_{2}$ occur only twice and so on. This sequence has probability which may be obtained by the Polya Urn scheme in the same fashion as CRP:

$$
\frac{\alpha^{m_{1}}(\alpha \cdot 1)^{m_{2}} \ldots(\alpha \cdot 1 \cdot \ldots \cdot(n-1))^{m_{n}}}{\alpha_{(n)}}=\frac{\alpha^{k}}{\alpha_{(n)}} \prod_{\ell=1}^{n}((\ell-1)!)^{m_{\ell}} .
$$

2) Number of sequences $X_{1}, \ldots, X_{n}$ with frequencies $\left(m_{1}, \ldots, m_{n}\right)$ is a number of ways of putting $n$ distinct objects into bins, so called multinomial coefficient. Since ordering of the $m_{\ell}$ bins of frequency $\ell$ is irrelevant, divide by $m_{\ell}$ !:

$$
\frac{1}{\prod_{l=1}^{n}\left(m_{\ell}\right)!}\binom{n}{1 \times \# m_{1}, 2 \times \# m_{2}, \ldots, n \times \# m_{n}}=\frac{n!}{\prod_{\ell=1}^{n} m_{\ell}!(\ell!)^{m_{\ell}}}
$$

To finish one needs to multiply results obtained in 1) and 2).

## Stick-breaking representation

The DP has almost surely discrete realizations (Sethuraman, 1994)


```
- locations }\mp@subsup{0}{j}{}\stackrel{\mathrm{ iid }}{~}\mp@subsup{G}{0}{
- weights }\mp@subsup{\pi}{j}{}=\mp@subsup{\tilde{\pi}}{j}{}\mp@subsup{\prod}{1<j}{}(1-\mp@subsup{\tilde{\pi}}{l}{})\mathrm{ with
\tilde{\pi}
```
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## Stick-breaking representation I

Theorem (Sethuraman [1994])
If $V_{1}, V_{2}, \ldots \stackrel{\text { i.i.d. }}{\sim} B e(1, \alpha)$ and $\phi_{1}, \phi_{2}, \ldots \stackrel{\text { i.i.d. }}{\sim} P_{0}$ are i.i.d. variables, then define $p_{1}=V_{1}$ and

$$
p_{j}=V_{j} \prod_{1 \leq \backslash \leq j}\left(1-V_{l}\right)
$$

then

$$
P=\sum_{i=1}^{\infty} p_{i} \delta_{\phi_{i}} \sim D P\left(\alpha, P_{0}\right) .
$$

## Stick-breaking representation II

Lemma
For independent $\phi \sim P_{0}$ and $V \sim \operatorname{Be}(1, \alpha)$ the $D P$ is the only solution of the distributional equation

$$
\begin{equation*}
P \stackrel{\mathrm{~d}}{=} V \delta_{\phi}+(1-V) P \tag{13}
\end{equation*}
$$

where $P \sim D P\left(\alpha, P_{0}\right)$.

## Stick-breaking representation III

## Proof

1) The weights ( $p_{1}, p_{2}, \ldots$ ) need to form a probability vector. The leftover mass at stage $j$ is

$$
1-\left(\sum_{i=1}^{j} p_{i}\right)=\prod_{i=1}^{j}\left(1-V_{i}\right)=: R_{j} .
$$

One may notice that $R_{j}$ is decreasing and for every $j$ we have $R_{j} \in[0,1]$, hence we obtain almost sure convergence which is equivalent with convergence in mean. Therefore

$$
\mathbb{E} R_{j}=\mathbb{E} \prod_{j}\left(1-V_{j}\right)=\prod_{j} \mathbb{E}\left(1-V_{j}\right)=\left(\frac{\alpha}{\alpha+1}\right)^{j} \rightarrow 0 .
$$

So ( $p_{1}, \ldots$ ) is a probability vector almost surely and $P$ is a probability measure almost surely.

## Stick-breaking representation IV

2) Now one may write

$$
P=p_{1} \delta_{\phi_{1}}+\sum_{j=2}^{\infty} p_{j} \delta_{\phi_{j}}=V_{1} \delta_{\phi_{1}}+\left(1-V_{1}\right) \sum_{j=1}^{\infty} \tilde{p}_{j} \delta_{\tilde{\phi}_{j}},
$$

where $\tilde{\rho}_{j}=\frac{p_{j+1}}{1-V_{1}}=V_{j+1} \prod_{l=2}^{j}\left(1-V_{l}\right)$ and $\tilde{\phi}_{j}=\phi_{j+1}$, then $\left(\tilde{p}_{j}\right)$ and $\left(\tilde{\phi}_{j}\right)$ satisfy the same distributional definitions as $\left(p_{j}\right)$ and $\left(\phi_{j}\right)$, hence $\tilde{P} \stackrel{\mathrm{~d}}{=} P$ and so $P$ is solution of the Lemma equation (13) whose only solution is the DP.

## DP as a normalized Gamma process I

The DP can be obtained by normalizing a Gamma process. It is a generic way to obtain independently distributed probability measures from almost surely finite random measures. Let us investigate for the case $\mathcal{Y}=\mathbb{R}$.

## Definition

Gamma process on $\mathbb{R}_{+}$is a process $(S(u): u \geq 0)$ with independent increments satisfying

$$
\forall u_{1}: 0 \leq u_{1} \leq u_{2}: \quad S\left(u_{2}\right)-S\left(u_{1}\right) \stackrel{\perp}{\sim} G a\left(u_{2}-u_{1}, 1\right) .
$$

This ensures that the process has non-decreasing right continuous sample path $u \mapsto S(u)$.

## Theorem

For every $\alpha>0$ and for every cumulative distribution function $G$, a random cumulative distribution function such that

$$
F(t)=\frac{S(\alpha G(t))}{S(\alpha)}
$$

is the distribution of a $D P(\alpha, G)$.

## DP as a normalized Gamma process II

## Proof

For any set of $t_{i}$ satisfying $-\infty=t_{0}<t_{1}<\ldots<t_{k}=\infty$ we have

$$
S\left(\alpha G\left(t_{i}\right)\right)-S\left(\alpha G\left(t_{i-1}\right)\right) \sim G a\left(\alpha G\left(t_{i}\right)-\alpha G\left(t_{i-1}\right), 1\right)
$$

Use property that if $Y_{i} \stackrel{\text { ind }}{\sim} \operatorname{Ga}\left(\alpha_{i}, 1\right)$ then $\left(Y_{1}, \ldots, Y_{n}\right) / \sum_{i} Y_{i} \sim \operatorname{Dir}_{n}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ to obtain
$\left(F\left(t_{1}\right)-F\left(t_{0}\right), \ldots, F\left(t_{k}\right)-F\left(t_{k-1}\right)\right) \sim \operatorname{Dir}_{k}\left(\alpha G\left(t_{1}\right)-\alpha G\left(t_{0}\right), \ldots, \alpha G\left(t_{k}\right)-\alpha G\left(t_{k-1}\right)\right)$.
Hence the definition of DP holds for every partition in intervals. These form a measure determining class, so that the definition holds for every partition in general.

## Definition via the Polya Urn Scheme

A Polya sequence with parameter $\alpha P_{0}$ is a sequence of random variables $X_{1}, \ldots, X_{n}$ whose joint distribution satisfies

$$
\begin{equation*}
X_{1} \sim P_{0}, X_{n+1} \mid X_{1}, \ldots, X_{n} \sim \frac{\alpha}{\alpha+n} P_{0}+\frac{1}{\alpha+n} \sum_{i=1}^{n} \delta X_{i} \tag{14}
\end{equation*}
$$
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Theorem If $X_{1}, X_{2}, \ldots$ is a Polya sequence then exists random probability measure $P$ such that $X_{i} \mid P \stackrel{\text { i.i.d. }}{\sim} P$ and $P \sim D P\left(\alpha, P_{0}\right)$.
Proof
We can consider Polya sequence as an outcome of Polya urn, we see that it is exchangeable. By de Finetti theorem exists such probability measure $P$ such that $X_{i} \mid P \stackrel{i i d}{\sim} P$. So far we have proved existence of the DP and know that DP generates a Polya sequence. Since the RPM given by de Finetti's theorem is unique this proves that $P \sim D P\left(\alpha, P_{0}\right)$.
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## A parametric approach

Mixture Model with $K$ components

$$
G=\sum_{k=1}^{K} \pi_{k} \delta_{\phi_{k}}
$$

$\delta_{\phi_{k}}$ is a point mass at $\phi_{k}$.
$G$ is to be understood as a $K$-faceted dice. The mixture density is:

$$
p(X \mid \pi, \phi)=\sum_{k=1}^{K} \pi_{k} p\left(x \mid \phi_{k}\right)
$$

Then

$$
\begin{aligned}
\theta_{i} & \sim G \\
x_{i} & \sim p\left(x \mid \theta_{i}\right)
\end{aligned}
$$



## A Bayesian parametric approach

Bayesian Mixture Models with $K$ components We need a distribution over the probability measure (aka dice) $G$, that is a distribution over weights or classes $\pi=\left(\pi_{1}, \ldots, \pi_{K}\right)$ and over mean and covariance (for 2-dimensional data) $\phi_{k}=\left(\mu_{k}, \Sigma_{k}\right)$

- $\pi \sim \operatorname{Dirichlet}(\alpha / K, \ldots, \alpha / K)$
- $\left(\mu_{k}, \Sigma_{k}\right) \sim$ Normal $\times$ Inverse-Wishart

This makes $G=\sum_{k=1}^{K} \pi_{k} \delta_{\phi_{k}}$ a random dice

$$
\begin{aligned}
\phi_{k} & \sim G_{0} \\
\pi & \sim \operatorname{Dirichlet}(\alpha / K, \ldots, \alpha / K) \\
G & =\sum_{i=1}^{K} \pi_{k} \delta_{\phi_{k}} \\
\theta_{i} & \sim G \\
x_{i} & \sim p\left(x \mid \theta_{i}\right)
\end{aligned}
$$



## Choosing K

There are several options for choosing $K$

- Model selection with information criteria: AIC, BIC, or cross-validation, etc
- Hierarchical model, with a prior on $K$
- Be nonparametric, and let $K$ get large... possibly infinite.


## A Bayesian nonparametric approach

Bayesian nonparametric Mixture Models
We now move to $G$ being an infinite sum $G=\sum_{k=1}^{\infty} \pi_{k} \delta_{\phi_{k}}$
We need a distribution over this infinite dice $G$, that is exactly what the Dirichlet process does. It is parameterized by the precision parameter $\alpha$ and the base measure $G_{0}$.

- $\pi=\left(\pi_{1}, \pi_{2}, \ldots\right) \sim \operatorname{GEM}(\alpha)$
- $\phi_{k} \sim G_{0}$



## Posterior sampling

Markov chain Monte Carlo (MCMC) methods

- Marginal methods: marginalizing over the posterior DP $P$, and sampling using the posterior Pólya urn scheme (easy in conjugate case) Neal [2000]
- Conditional methods: sampling a finite but sufficient number of parameters
- $\epsilon$-DP Muliere and Tardella [1998], $\epsilon$-PY Arbel et al. [2018b]
- Blocked Gibbs sampler Ishwaran and James [2001]
- Slice sampler Walker [2007]
- Retrospective sampler Papaspiliopoulos and Roberts [2008]
- Ferguson and Klass algorithm Ferguson and Klass [1972]; Arbel and Prünster [2017]
- Variational approximations


## Sampling from the posterior distribution

Packages that do precisely that!

- DPpackage: Jara et al. [2011], implemented in Fortran
- BNPdensity: Barrios et al. [2013], extension to flexible classes of priors (normalized random measures)
- BNPmix (ongoing): Arbel et al. [2018a], Dirichlet process mixtures, fast implementation with Rcpp package. Can be installed by:

```
library(devtools)
install_github(''rcorradin/BNPmix")
```


## Warning on interpretation of $K_{n}$ I

Consider a simple DP mixture model with

- Gaussian base measure,
- Gaussian kernel,
- where data are sampled iid from some distribution.

Then the posterior on $K_{n}$ is inconsistent [Miller and Harrison, 2013].
(a) One component





## Warning on interpretation of $K_{n}$ II

From Miller and Harrison [2013] (here $K_{n}$ is denoted $T_{n}$ ):

Theorem 4.1. If $X_{1}, X_{2}, \ldots \in \mathbb{R}$ are i.i.d. from any distribution with $\mathbb{E}\left|X_{i}\right|<\infty$, then with probability 1 , under the standard normal DPM with $\alpha=1$ as defined above, $p\left(T_{n}=1 \mid X_{1: n}\right)$ does not converge to 1 as $n \rightarrow \infty$.

Theorem 5.1. If $X_{1}, X_{2}, \ldots \sim \mathcal{N}(0,1)$ i.i.d. then

$$
p\left(T_{n}=1 \mid X_{1: n}\right) \xrightarrow{\mathrm{Pr}_{\mathrm{P}}} 0 \quad \text { as } n \rightarrow \infty
$$

under the standard normal DPM with concentration parameter $\alpha=1$.

But there is some hope...

## Bayesian decision theory

From decision theory: a Bayes estimator minimizes a posterior expected loss.

$$
\hat{a}_{L}=\arg \inf _{a \in A} \mathbb{E}_{\pi(\theta)}\left[L_{a}(\theta)\right] .
$$

Examples with Euclidean parameter spaces:

- $L^{2}$. squared loss $\longrightarrow$ posterior mean
- $L^{1}$, absolute loss $\longrightarrow$ posterior median
- 0-1 loss $\longrightarrow$ mode a posteriori (MAP)
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## Deriving an optimal clustering

The posterior expected loss of clustering $c^{\prime}$, denoted by $L\left(c^{\prime}\right)$, is obtained by averaging the loss with respect to posterior weight

$$
L\left(c^{\prime}\right)=\sum_{c \in \mathcal{A}_{n}} L\left(c, c^{\prime}\right) p(c \mid \mathbf{x})
$$

and the decision is taken by choosing the best

$$
\hat{c}=\arg \min _{c^{\prime} \in \mathcal{A}_{n}} \sum_{c \in \mathcal{A}_{n}} L\left(c, c^{\prime}\right) p(c \mid \mathbf{x})
$$

Several losses have been considered:

- 0-1 loss [Rajkowski, 2016]
- Binder loss [Dahl, 2006],
- Variation of information [Wade and Ghahramani, 2018]
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- Binder loss [Dahl, 2006],
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## Simplest loss: $L_{0-1}$

$$
\begin{aligned}
L_{0-1}\left(c^{\prime}\right)=\sum_{c \in \mathcal{A}_{n}} L_{0-1}\left(c, c^{\prime}\right) p(c \mid \mathbf{x}) & =\sum_{c \in \mathcal{A}_{n}, c \neq c^{\prime}} p(c \mid \mathbf{x}) \\
& =1-p\left(c^{\prime} \mid \mathbf{x}\right)
\end{aligned}
$$

which is to say that the expected loss of $c^{\prime}$ is all the posterior mass except that of $c^{\prime}$. So that it is easily minimized at the value $c^{\prime}$ which has maximum posterior weight:

$$
\hat{c}=\arg \min _{c^{\prime} \in \mathcal{A}_{n}} L_{0-1}\left(c^{\prime}\right)=\arg \max _{c^{\prime} \in \mathcal{A}_{n}} p\left(c^{\prime} \mid \mathbf{x}\right):=M A P .
$$

Negative results by Rajkowski [2016] show that the mode a posteriori (MAP) is inconsistent.
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\begin{aligned}
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Negative results by Rajkowski [2016] show that the mode a posteriori (MAP) is inconsistent.

## Variation of information

Variation of information (VI) by Meilă [2007] for cluster comparison. From information theory, compares information in two clusterings with information shared between the two clusterings:

$$
\mathrm{VI}(c, \widehat{c})=\mathrm{H}(c)+\mathrm{H}(\widehat{c})-2 \mathcal{I}(c, \widehat{c})
$$

Variation of information

Wade and Ghahramani [2018] compare Binder and VI:

(a) Ex 1 Binder's: 9 clusters

(b) Ex 2 Binder's: 12 clusters

Variation of information

Wade and Ghahramani [2018] compare Binder and VI:


## Variation of information

Wade and Ghahramani [2018] provide credible balls around the estimated clustering, based on Hasse diagram:


Figure 1: Hasse diagram for the lattice of partitions with a sample of size $N=4$. A line is drawn from $\mathbf{c}$ up to $\widehat{\mathbf{c}}$ when $\mathbf{c}$ is covered by $\widehat{\mathbf{c}}$.
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Need for a power-law for $K_{n}$
Newman [2005]; Clauset et al. [2009] show that "Power-law distributions occur in many situations of scientific interest and have significant consequences for our understanding of natural and man-made phenomena".

## Need for a power-law for $K_{n}$

Newman [2005]; Clauset et al. [2009] show that "Power-law distributions occur in many situations of scientific interest and have significant consequences for our understanding of natural and man-made phenomena".

[Image from Newman [2005]]
Hence the need to depart from $K_{n} \sim \alpha \log n$ induced by a Dirichlet process.

## Chinese restaurant process

Consider discrete data $X_{1}, \ldots X_{n} \mid P \stackrel{\text { iid }}{\sim} P$, and $P \sim \mathcal{Q}$
Features $k_{n} \leq n$ unique values $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$ with resp. frequencies $n_{1}, \ldots, n_{k_{n}}$
Discrete random probability measures are characterized by predictive distr.
Dirichlet process by Ferguson (1973): $P \sim D P\left(\alpha, G_{0}\right)$

$$
\mathbb{P}\left[X_{n+1} \in \cdot \mid X_{1}, \ldots X_{n}\right]=\frac{\alpha}{\alpha+n} G_{0}(.)+\frac{1}{\alpha+n} \sum_{j=1}^{k_{n}} n_{j} \delta_{X_{j}^{*}}(.)
$$

Log rate for number of clusters $k_{n} \asymp \alpha \log n$
Product form exchangeable partition probability function

$$
p\left(n_{1}, \ldots, n_{k_{n}}\right)=\alpha^{k_{n}} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha+k_{n}\right)} \prod_{j=1}^{k_{n}}\left(n_{j}-1\right)!
$$
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Consider discrete data $X_{1}, \ldots X_{n} \mid P \stackrel{\text { iid }}{\sim} P$, and $P \sim \mathcal{Q}$
Features $k_{n} \leq n$ unique values $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$ with resp. frequencies $n_{1}, \ldots, n_{k_{n}}$
Discrete random probability measures are characterized by predictive distr.
Pitman-Yor process by Pitman \& Yor (1997): $P \sim P Y\left(\sigma, \alpha, G_{0}\right), \sigma \in(0,1)$

$$
\mathbb{P}\left[X_{n+1} \in \cdot \mid X_{1}, \ldots X_{n}\right]=\frac{\alpha+\sigma k_{n}}{\alpha+n} G_{0}(.)+\frac{1}{\alpha+n} \sum_{j=1}^{k_{n}}\left(n_{j}-\sigma\right) \delta_{X_{j}^{*}}(.)
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Power law rate for number of clusters $k_{n} \asymp S n^{\sigma}$

## Product form exchangeable partition probability function

$$
p\left(n_{1}, \ldots, n_{k_{n}}\right)=\frac{\prod_{i=1}^{k_{n}-1}(\alpha+i \sigma)}{(\alpha+1)_{(n-1)}} \prod_{j=1}^{k_{n}}(1-\sigma)_{\left(n_{j}-1\right)}
$$

## Chinese restaurant process

Consider discrete data $X_{1}, \ldots X_{n} \mid P \stackrel{\text { iid }}{\sim} P$, and $P \sim \mathcal{Q}$
Features $k_{n} \leq n$ unique values $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$ with resp. frequencies $n_{1}, \ldots, n_{k_{n}}$
Discrete random probability measures are characterized by predictive distr.
Gibbs-type processes by Pitman (2003): $P \sim \operatorname{Gibbs}\left(\sigma,\left(V_{n, k}\right)_{n, k}, G_{0}\right), \sigma<1$
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$$
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## Pitman-Yor process I

Proposition (Pitman Sampling formula)
The multiplicities $\left(m_{1}, \ldots, m_{n}\right)$ in $X_{1}, \ldots, X_{n} \mid \stackrel{\text { i.i.d. }}{\sim} P, P \sim P Y\left(\sigma, \alpha P_{0}\right)$ have distribution
$p\left(m_{1}, \ldots, m_{n}\right)=\frac{n!}{(1+\alpha)_{(n-1)}}(\alpha+\sigma) \cdots \cdot\left(\alpha+\left(K_{n}-1\right) \sigma\right) \prod_{\ell=1}^{n} \frac{1}{m_{\ell}!}\left(\frac{(1-\sigma)_{(\ell-1)}}{\ell!}\right)^{m_{\ell}}$

## Proof

Same technique as for the DP ESF.

## Pitman-Yor process II

## Proposition

## Power Law and $\sigma$-diversity

For $\sigma>0$ we have the almost sure convergence

$$
n^{-\sigma} K_{n} \rightarrow S_{\sigma, \alpha},
$$

where $S_{\sigma, \alpha}$ is called $\sigma$-diversity of the $P Y$, whose density is a polynomially tilted Mittag-Leffler density (ML):

$$
g_{\sigma, \alpha}(x) \propto x^{\alpha / \sigma} g_{\alpha}(x),
$$

and $g_{\alpha}$ is $M L$ density.

[Image: Wikipedia]

## Pitman-Yor process III

Theorem
Stick breaking representation for PY process
If $V_{j} \stackrel{i n d}{\sim} \operatorname{Be}(1-\sigma, \alpha+j \sigma)$ and $p_{1}=V_{1}, p_{j}=V_{j} \prod_{l<j}\left(1-V_{l}\right)$ and further we have $\phi_{j} \stackrel{\text { i.i.d. }}{\sim} P_{0}$ then

$$
P=\sum_{j=1}^{\infty} p_{j} \delta_{\phi_{j}} \sim P Y\left(\sigma, \alpha P_{0}\right) .
$$

## Pitman-Yor process IV

## Proposition (Moments of PY)

If $P \sim \operatorname{PY}\left(\sigma, \alpha P_{0}\right)$, then for every measurable sets $A, B$ we have

1) $\mathbb{E}(P(A))=P_{0}(A)$,
2) $\mathbb{E}(P(A) P(B))=(1-\sigma) /(1+\alpha) P_{0}(A \cap B)+(\alpha+\sigma) /(1+\alpha) P_{0}(A) P_{0}(B)$,
3) $\operatorname{cov}(P(A), P(B))=(1-\sigma) /(1+\alpha)\left(P_{0}(A \cap B)-P_{0}(A) P_{0}(B)\right)$.

## Remark

As before $P_{0}$ is the mean measure, while $\sigma$ lowers dependance with respect to DP.

## Pitman-Yor process V

## Proof

1) We use stick-breaking representation:

$$
\mathbb{E} P(A)=\sum_{j} \mathbb{E} p_{j} \mathbb{E} \delta_{\phi_{j}}=\sum_{j} \mathbb{E}\left(p_{j}\right) P_{0}(A)=P_{0}(A) \mathbb{E}\left(\sum_{j} p_{j}\right)=P_{0}(A)
$$

2) Let $X_{1}, X_{2} \mid P \stackrel{i . i . d .}{\sim} P$, then

$$
\mathbb{E}(P(A) P(B))=\mathbb{P}\left(X_{1} \in A, X_{2} \in B\right)=\mathbb{P}\left(X_{1} \in A\right) \mathbb{P}\left(X_{2} \in B \mid X_{1} \in A\right)
$$

Lets investigate two terms above: from 1) we know that $\mathbb{P}\left(X_{1} \in A\right)=P_{0}(A)$. We know the predictive of PY:

$$
X_{2} \left\lvert\, X_{1} \sim \frac{\alpha+\sigma}{\alpha+1} P_{0}+\frac{1-\sigma}{\alpha+1} \delta_{X_{1}}\right.
$$

and hence

$$
\mathbb{P}\left(X_{2} \in B \mid X_{1} \in A\right)=\frac{\alpha+\sigma}{\alpha+1} P_{0}(B)+\frac{1-\sigma}{\alpha+1} P_{0 A}(B)
$$

when we used notation $P_{0 A}(B)=P_{0}(B \mid A)=P_{0}(A \cap B) / P_{0}(A)$ for a conditional measure.
3) It is straightforward combination of 1) and 2).

## Pitman-Yor process VI

Unlike the DP, PY is not conjugate under incoming independent samples. However, the posterior can be explicited.
Theorem (Posterior distribution of PY) If $P \sim P Y\left(\sigma, \alpha P_{0}\right)$ then the posterior of $P$ based on observations $X_{1: n} \mid P \stackrel{\text { i.i.d. }}{\sim} P$ has the distribution of the random probability measure

$$
\left(1-q_{n}\right) P_{n}+q_{n} \sum_{j=1}^{K_{n}} p_{j}^{*} \delta_{X_{j}^{*}}
$$

where $X_{1: n}^{*}$ are the $K_{n}$ distinct values in $X_{1: n}$, frequencies are refered to as $n_{1}, \ldots, n_{K_{n}}$ and

- $q_{n} \sim \operatorname{Beta}\left(n-K_{n} \sigma, \alpha+K_{n} \sigma\right)$,
- $\left(p_{1}^{*}, \ldots, p_{K_{n}}^{*}\right) \sim \operatorname{Dir}_{K_{n}}\left(n_{1}-\sigma, \ldots, n_{K_{n}}-\sigma\right)$,
- $P_{n} \sim \operatorname{PY}\left(\sigma,\left(\alpha+\sigma K_{n}\right) P_{0}\right)$.


## Impact of the stability parameter $\sigma$

Prior distribution of the number of clusters $k_{n}$

- $\alpha$ controls the location (as for the DP)
- $\sigma$ controls the flatness (or variability)
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## Impact of the stability parameter $\sigma$

Prior distribution of the number of clusters $k_{n}$

- $\alpha$ controls the location (as for the DP)
- $\sigma$ controls the flatness (or variability)

Example with $n=50, \alpha=1$ and $\sigma=0.2,0.3, \ldots, 0.8$


Hierarchical Dirichlet process Teh et al. [2006]
A nonparametric version of Latent dirichlet allocation [Blei et al., 2003]

[Image by M. Jordan]

Hierarchical Dirichlet process Teh et al. [2006]
A nonparametric version of Latent dirichlet allocation [Blei et al., 2003]

[Image by M. Jordan]
Associated partition distr. called Chinese Restaurant Franchise.

## Indian Buffet process Ghahramani and Griffiths [2006]

Feature allocation model: observations may share several features.
Generative model is as follows

Log growth for $K_{n}$ :
$K_{n} \sim \operatorname{Poisson}(\gamma \log n)$.

## Indian Buffet process Ghahramani and Griffiths [2006]

Feature allocation model: observations may share several features. Generative model is as follows

- first customer samples Poisson $(\gamma)$ dishes

Poisson ( $\gamma / 2$ ) new dishes

- ith step: $K$ dishes have been sampled, each by $n_{1}, \ldots, n_{K}$ customers; $i$ th
customer chooses $j$ th dish wp $n_{j} / i$, plus Poisson $(\gamma / i)$ new dishes.
Log growth for $K_{n}$ :

```
Kn ~ Poisson(\gamma log n)
```
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## Indian Buffet process Ghahramani and Griffiths [2006]

Feature allocation model: observations may share several features. Generative model is as follows

- first customer samples Poisson $(\gamma)$ dishes
- second customer chooses every dish of first customer wp $1 / 2$, plus Poisson ( $\gamma / 2$ ) new dishes
- ith step: $K$ dishes have been sampled, each by $n_{1}, \ldots, n_{K}$ customers; ith customer chooses $j$ th dish $w p n_{j} / i$, plus Poisson $(\gamma / i)$ new dishes.
Log growth for $K_{n}$ :

$$
K_{n} \sim \text { Poisson }(\gamma \log n)
$$
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## Discovery probabilities

Some research directions

## Discovery problem

- Population of individuals $\left(X_{i}\right)_{i \geq 1}$ belonging to an ideally infinite number of species $\left(\theta_{j}\right)_{j \geq 1}$, respective unknown proportions $\left(p_{j}\right)_{j \geq 1}$
> - Given $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$, make inference on the probability that $X_{n+1}$ coincides with a species whose frequency is $\ell=0,1, \ldots, n$

$\ell$-discovery $=\mathbb{P}\left(X_{n+1}\right.$ is a species seen $\ell$ times in $\left.X^{n}\right)$

- Applications arising from ecology, biology, design of experiments, bioinformatics, genetics, linguistic, economics, network modeling,
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## Discovery problem, notations

- Given $X^{n}$, the $\ell$-discovery probability is

$$
D_{n}(\ell)=\sum_{j: \#\left(X_{i}=\theta_{j}\right)=\ell} p_{j}
$$

- $D_{n}(0)$ denotes the proportion of yet unobserved species, or the probability of discovering a new species, or the missing mass
- Let $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$ be the $k_{n}$ distinct observations featured in $X^{n}$, with corresponding frequencies ( $n_{1, n}, \ldots, n_{k_{n}, n}$ )
- The information provided by ( $n_{1, n}, \ldots, n_{k_{n}, n}$ ) can be coded by $\mathrm{m}_{n}=\left(m_{1, n}, \ldots, m_{n, n}\right)$ where $m_{\ell, n}=$ number of species in the sample $X_{n}$ having frequency $\ell$
Under this alternative codification one obtains $\sum_{1 \leq \ell \leq n} m_{\ell, n}=k_{n}$ and $\sum_{1 \leq \ell \leq n} \ell m_{\ell, n}=n$.
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## Good-Turing estimators of discovery

Alan Turing and Irving John Good worked on this problem Bletchley Park to crack German ciphers for the Enigma machine during World War II.
proposed the empirical estimator
$\check{\mathcal{D}}_{n}(0)=\frac{\text { Number of species observed once }}{\text { Total number of observations }}$
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## Good-Turing estimators of discovery

Alan Turing and Irving John Good worked on this problem Bletchley Park to crack German ciphers for the Enigma machine during World War II. They proposed the empirical estimator

$$
\check{\mathcal{D}}_{n}(0)=\frac{\text { Number of species observed once }}{\text { Total number of observations }}
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$$
\check{\mathcal{D}}_{n}(0)=\frac{m_{1, n}}{n}, \quad \check{\mathcal{D}}_{n}(\ell)=\frac{(\ell+1) m_{\ell+1, n}}{n}, \quad \forall \ell \leq n
$$

BNP counterparts of these empirical estimators with appropriate uncertainty quantification?

## BNP model

BNP approach for estimating $D_{n}(\ell)$ based on randomization of unknown species proportions $p_{i}$ 's introduced by Lijoi, Mena and Prünster (2007)

Let $\mathscr{Q}$ denote a discrete random probability measure with random draws $P=\sum_{j \geq 1} p_{j} \delta_{\theta_{j}}$. Let $\boldsymbol{X}_{n}=\left(X_{1}, \ldots, X_{n}\right)$ be a sample from a population with composition $P$, namely

$$
\begin{aligned}
X_{i} \mid P & \stackrel{\text { iid }}{\sim} P=\sum_{j \geq 1} p_{j} \delta_{\theta_{j}} \\
P & \sim \mathscr{Q}
\end{aligned}
$$
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Unknown quantities reduce to
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BNP approach for estimating $D_{n}(\ell)$ based on randomization of unknown species proportions $p_{i}$ 's introduced by Lijoi, Mena and Prünster (2007)

Let $\mathscr{Q}$ denote a discrete random probability measure with random draws $P=\sum_{j \geq 1} p_{j} \delta_{\theta_{j}}$. Let $\boldsymbol{X}_{n}=\left(X_{1}, \ldots, X_{n}\right)$ be a sample from a population with composition $P$, namely

$$
X_{i} \mid P \quad \stackrel{\text { iid }}{\sim} \quad P=\sum_{j \geq 1} p_{j} \delta_{\theta_{j}}
$$

$$
P \sim \mathscr{Q}
$$

Define sets

$$
\begin{aligned}
& A_{0}=\mathbb{X} \backslash\left\{X_{1}^{*}, \ldots, X_{k_{n}}^{*}\right\} \\
& A_{\ell}=\left\{X_{j}^{*}: n_{j, n}=\ell\right\}
\end{aligned}
$$

Unknown quantities reduce to

$$
D_{n}(0)=P\left(A_{0}\right) \text { and } D_{n}(\ell)=P\left(A_{\ell}\right)
$$



Which r.p.m. $\mathscr{Q}$ to choose?

## BNP estimators of discovery

Re-write predictive distribution of Gibbs-type random probability measure

$$
\mathbb{P}\left[X_{n+1} \in A \mid \boldsymbol{X}_{n}\right]=\frac{V_{n+1, k_{n}+1}}{V_{n, k_{n}}} G_{0}(A)+\frac{V_{n+1, k_{n}}}{V_{n, k_{n}}} \sum_{i=1}^{k_{n}}\left(n_{i, n}-\sigma\right) \delta_{X_{i}^{*}}(A)
$$

BNP estimator of $D_{n}(\ell)=P\left(A_{\ell}\right)$ take the form of posterior expectations
$\hat{\mathcal{D}}_{n}(\ell)=\mathbb{E}\left[P\left(A_{\ell}\right) \mid \boldsymbol{X}_{n}\right]$. Derived from the predictive using sets
$A_{0}=\mathbb{X} \backslash\left\{X_{1}^{*}, \ldots, X_{k_{n}^{*}}\right\}$ and $A_{\ell}=\left\{X_{i}^{*}: n_{i, n}=\ell\right\}$


The most notable difference between $\hat{\mathcal{D}}_{n}(\ell)$ and $\breve{\mathcal{D}}_{n}(\ell)$ consists in the use of the information contained in the sample $X_{n}: \mathcal{D}_{n}(\ell)$ is a function of $m_{\ell+1, n}$, and not on ( $k_{n}, m_{\ell, n}$ ) as one would intuitively expect for an estimator of the $\ell$-discovery
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BNP

$$
\hat{\mathcal{D}}_{n}(0)=\frac{V_{n+1, k_{n}+1}}{V_{n, k_{n}}} \stackrel{P Y}{=} \frac{\alpha+\sigma k_{n}}{\alpha+n}
$$

$$
\hat{\mathcal{D}}_{n}(\ell)=(\ell-\sigma) m_{\ell, n} \frac{V_{n+1, k_{n}}}{V_{n, k_{n}}} \stackrel{P Y}{=}(\ell-\sigma) \frac{m_{\ell, n}}{\alpha+n}
$$

Good-Turing
$\check{\mathcal{D}}_{n}(0)=\frac{m_{1, n}}{n}$

$$
\check{\mathcal{D}}_{n}(\ell)=(\ell+1) \frac{m_{\ell+1, n}}{n}
$$

## BNP estimators of discovery

Re-write predictive distribution of Gibbs-type random probability measure

$$
\mathbb{P}\left[X_{n+1} \in A \mid \boldsymbol{X}_{n}\right]=\frac{V_{n+1, k_{n}+1}}{V_{n, k_{n}}} G_{0}(A)+\frac{V_{n+1, k_{n}}}{V_{n, k_{n}}} \sum_{i=1}^{k_{n}}\left(n_{i, n}-\sigma\right) \delta_{X_{i}^{*}}(A)
$$

BNP estimator of $D_{n}(\ell)=P\left(A_{\ell}\right)$ take the form of posterior expectations $\hat{\mathcal{D}}_{n}(\ell)=\mathbb{E}\left[P\left(A_{\ell}\right) \mid \boldsymbol{X}_{n}\right]$. Derived from the predictive using sets $A_{0}=\mathbb{X} \backslash\left\{X_{1}^{*}, \ldots, X_{k_{n}}^{*}\right\}$ and $A_{\ell}=\left\{X_{i}^{*}: n_{i, n}=\ell\right\}$

$$
\begin{array}{cc}
\text { BNP } & \text { Good-Turing } \\
\hat{\mathcal{D}}_{n}(0)=\frac{V_{n+1, k_{n}+1}}{V_{n, k_{n}}} \stackrel{\stackrel{P Y}{=}}{=} \frac{\alpha+\sigma k_{n}}{\alpha+n} & \check{\mathcal{D}}_{n}(0)=\frac{m_{1, n}}{n} \\
\hat{\mathcal{D}}_{n}(\ell)=(\ell-\sigma) m_{\ell, n} \frac{v_{n+1, k_{n}}}{V_{n, k_{n}}} \stackrel{P Y}{=}(\ell-\sigma) \frac{m_{\ell, n}}{\alpha+n} & \check{\mathcal{D}}_{n}(\ell)=(\ell+1) \frac{m_{\ell+1, n}}{n}
\end{array}
$$

The most notable difference between $\hat{\mathcal{D}}_{n}(\ell)$ and $\check{\mathcal{D}}_{n}(\ell)$ consists in the use of the information contained in the sample $X_{n}: \check{\mathcal{D}}_{n}(\ell)$ is a function of $m_{\ell+1, n}$, and not on ( $k_{n}, m_{\ell, n}$ ) as one would intuitively expect for an estimator of the $\ell$-discovery

## Credible intervals for discovery

- Arbel et al. [2017]; Arbel and Favaro [2018] Under specification of Pitman-Yor process prior, the posterior distribution of $D_{n}(\ell)$ is a simple Beta distribution

$$
D_{n}(0)=P\left(A_{0}\right) \mid \boldsymbol{X}_{n} \sim B_{\alpha+\sigma k_{n}, n-\sigma k_{n}}
$$

and

$$
D_{n}(\ell)=P\left(A_{\ell}\right) \mid \boldsymbol{X}_{n} \sim B_{(\ell-\sigma) m_{\ell, n}, \alpha+n-(\ell-\sigma) m_{\ell, n}}
$$

- Similar results in the general Gibbs class
- Practical tool for deriving credible intervals for the BNP estimator $\hat{\mathcal{D}}_{n}(\ell)$, for any $\ell=0,1, \ldots, n$ : numerical evaluation of appropriate quantiles of the distribution of $P\left(A_{0}\right) \mid X_{n}$
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- Practical tool for deriving credible intervals for the BNP estimator $\hat{\mathcal{D}}_{n}(\ell)$, for any $\ell=0,1, \ldots, n$ : numerical evaluation of appropriate quantiles of the distribution of $P\left(A_{\ell}\right) \mid \boldsymbol{X}_{n}$
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## Application to EST libraries

Application to genomic datasets called Expressed Sequence Tags (EST) libraries for unicellular organisms sequenced recently

- Naegleria gruberi aerobic library consists of $n=959$ ESTs with $k_{n}=473$ distinct genes and $m_{\ell, 959}=346,57,19,12,9,5,4,2,4,5,4,1,1,1,1,1,1$, for $\ell \in\{1,2, \ldots, 12\} \cup\{16,17,18\} \cup\{27\} \cup\{55\}$
- Naegleria gruberi anaerobic library consists of $n=969$ ESTs with $k_{n}=631$ distinct genes and $m_{\ell, 969}=491,72,30,9,13,5,3,1,2,0,1,0,1$, for $\ell \in\{1,2, \ldots, 13\}$
Prior specification: Pitman-Yor process, with empirical Bayes procedure for estimating ( $\sigma, \alpha$ )
- $\hat{\sigma}=0.67, \hat{\alpha}=46$ for the Naegleria gruberi aerobic library
- $\hat{\sigma}=0.65, \hat{\alpha}=155$ for the Naegleria gruberi anaerobic library
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[^0]:    Theorem
    If $X_{1}, X_{2}, \ldots$ is a Polya sequence then exists random probability measure $P$ such that $X_{i} \mid P \stackrel{i . i . d .}{\sim} P$ and $P \sim D P\left(\alpha, P_{0}\right)$.
    Proof
    We can consider Polya sequence as an outcome of Polya urn, we see that it is exchangeable. By de Finetti theorem exists such probability measure $P$ such that $X_{i} \mid P \stackrel{i . i . d .}{\sim} P$. So far we have proved existence of the DP and know that DP generates a Polya sequence. Since the RPM given by de Finetti's theorem is unique this proves that $P \sim D P\left(\alpha, P_{0}\right)$.

[^1]:    - Mixture of simple r.v. otherwise

