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Model-based clustering Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster

MASSICCC: A SaaS Platform for
Clustering and Co-Clustering of Mixed Data

https://massiccc.lille.inria.fr/

C. Biernacki
with B. Auder, G. Celeux, J. Demont, F. Langrognet, V. Kubicki, C. Poli, J. Renault, S. lovleff

21-22 June 2018, Workshop MixStatSeq, Paris

“Mixture models: Theory and applications”

Université e
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Introduction Model-based clustering Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster

MASSICCC?

massiccc.lille.inria.fr

Massive Clustering with €loud Comgu‘

Clustering of heterogeneous data with missing values. .

Hosted in the cloud. No installation or configuration required.

Upload your data, and get results straight away. ‘9

.

" J

Developed by é&fzéa,- M

SaaS: Software as a Service

3/70
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Introduction

MASSICCC??

MASSICCC platform

« Target: clustering, scoring
« Data: continuous and/or categorical

« Target: clustering, scoring, imputation
« Data: full mixed, missing, uncertain

BlockCluster software

« Target: co-clustering
« Data: continuous or categorical or counting j

A high quality and easy to use web platform
where are transfered mature research clustering (and more) software
towards (non academic) professionals

4/70
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Here is the computer you need!
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Clustering?

Detect hidden structures in data sets

1
© Lowincome
= Average income|
N +__Highincome

2nd MCA axis
2nd MCA axis

05 1 05 1 15 2 25
1st MCA axis 1st MCA axis
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Model-based clustering

Mixmod in MASSICCC

Clustering everywherel

Data Mining Algorithms

* Decision trees, regression, and cluster analysis continue to form a triad of core
algorithms for most data miners. This has been very consistent over time.

* However, a wide variety of algorithms are being used.
B ]
I

B ]

Decision Trees

Regression

Cluster Analysis
Time Series
Neural Nets
Factor Analysis
Text Mining
Association Rules
Ensemble Models
Support Vector
Bayesian
Anomoly Detection
Survival Analysis
Rule Induction
Social Network Analysis
Genetic Algorithms.
Link Analysis

Uplift Modefing
MARS

MixtComp in MASSICCC

BlockCluster

Consultants are more likely to use

|
Ensemble Models
I )
e Corporate | Consultants | Academic| NGO /Gov't
— —-
— ] 21% 27% 20% 18%
-
]
= i
] Consultants and corporate data miners are
] more likely to use Uplift Modeling
] Corporate | Consultants | Academic | NGO/ Govt
_— > | 12% 4% 5%
sl
50% 80% 70%

0%

0% A0%

Conclusion

% 0%
Question: What aigodthms/analytic methods do you TYPICALLY use? (Select all that apply) Vendors were excluded from this analysis.

IRexer Analytics’'s Annual Data Miner Survey is the largest survey of data mining, data science, and analytics

professionals in the industry (survey of 2011)



Data sets structure

d variables
——-

n individuals

8/79



Introduction

Model-based clustering

UCI ML Repository Sample Size Growth

Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster

Large data sets?

Sample Size (Log)

A4 T

Algorithms and Applications, 29

0/70

2s. Alelyani, J. Tang and H. Liu (2013). Feature Selection for Clustering: A Review. Data Clustering:

Conclusion
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An opportunity for detecting weak signal

n=100 n=1000

Low frequent classes
appear when n grows

10/79
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Todays features: full mixed/missing

hildren
3

Drink consumption

h

8h 12h 16h 20 24h
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Notations

BlockCluster

m Data: n individuals: x = {x1,...,xn} = {x°,xM} in a space X of dimension d

m Observed individuals x©
m Missing individuals xM

m Aim: estimation of the partition z and the number of clusters K

Partition in K clusters Gi,...,Gx: z=(z1,...,2n), 2i = (zi1,. .., 2Zik)’
xi € Gy, &  zp= ]I{h:k}
Mixed, missing, uncertain
Individuals x | Partitionz <  Group

? 0.5 red 5 7?7 7?7 & 77
0.3 0.1 green 3 77 7 & 77
0.3 0.6 {red,green} 3 [ Y RS 77
0.9 [0.25 0.45] red ? [ SR SRS 77
1 1 1 1

continuous  continuous  categorical integer
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Parametric mixture model

m Parametric assumption:
Pi(x1) = p(x1; ak)
thus
K
p(x1) = p(x1;0) = > mip(x1; k)
k=1

m Mixture parameter:

0 = (7, @) with a = (a1, ..., k)

BlockCluster

m Model: it includes both the family p(-; ax) and the number of groups K

m = {p(x1;0) : 0 € O}
The number of free continuous parameters is given by

v =dim(©)

Conclusion

Clustering becomes a well-posed problem. ..

14/79
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The clustering process in mixtures

Estimation of 6 by 6
Estimation of the conditional probability that x; € G,
~ ~ 7p(Xi; &
t,‘k(e) = p(Z,'k = 1|X,' = Xj; 0) = M
p(x;; 6)

Estimation of z; by maximum a posteriori (MAP)

Zik = H{k:arg maxp—1

Model selection: BIC, ICL, ...

Conclusion
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Only continuous features: 14 models on X

Sy = A - Dy - A D
~ =~ =~
volume orientation shape
pu - ~ [
O O | O
[y A [y M)
8 \ A ~No AN e
(/‘ (,/’ k/ \ /‘ (\,) = (,/)&7
—
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— o~
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N
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Only categorical variables: latent class model

m Categorical variables: d variables with m; modalities each, xfl € {0,1}" and

x{:h =1 <« variable j of x; takes level h

m Conditional independence:

d mj

p(x;; k) HH a’h

and

o =p(x" =1z = 1)

with ap = (o j=1,...,dih=1,...,m;)

18/790
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Mixing continuous and categorical data: full local independence

Combine continuous and categorical data

X1 = (x{:ont7 x{:at)
The proposed solution is to mixed both types by inter-type conditional independence
P(x1; k) = P(I™™; ™) x p(xi™"; )

In addition, for symmetry between types, intra-type conditional independence

Only need to define the univariate pdf for each variable type!

m Continuous: Gaussian

m Categorical: multinomial

10/70
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Estimation of 8 by complete-likelihood

Conclusion

Maximize the complete-likelihood over (0, z)

n K
£c(0;x,2) = Z Z Zi In {mep(xi; k) }

i=1 k=1

m Equivalent to traditional methods

Metric | M=1 Mfree My free
Gaussian model | [wAI]  [7AC]  [rACi]

Bias of 6: heavy if poor separated clusters
Associated optimization algorithm: CEM (see later)

CEM with [ Al] is strictly equivalent to K-means

CEM is simple et fast (convergence with few iterations)



Introduction Model-based clustering Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster Conclusion

Estimation of @ by observe-likelihood

Maximize the observe-likelihood on @

£(0;x) = Z Inp(x;; 0)
i=1

Convergence of 6, asymptotic efficiency, asymptotically unbiased
General algorithm for missing data: EM
EM is simple but slower than CEM

Interpretation: it is a kind of fuzzy clustering

21/70
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Principle of EM and

m Initialization: 6°
m lteration n°q:
m Step E: estimate probabilities t7 = {ty(67)}
m | Step C: classify by setting t9 = MAP({tx(09)})

m Step M: maximize 897 = arg maxg £.(0; x, t9)

m Stopping rule: iteration number or criterion stability

Conclusion

Properties
m @: simplicity, monotony, low memory requirement

m O: local maxima (depends on 6°), linear convergence (EM)
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Prostate cancer data (without mixing data)

m Individuals: n = 475 patients with prostatic cancer grouped on clinical criteria
into two Stages 3 and 4 of the disease

m Variables: d = 12 pre-trial variates were measured on each patient, composed by
eight continuous variables (age, weight, systolic blood pressure, diastolic blood
pressure, serum haemoglobin, size of primary tumour, index of tumour stage and
histolic grade, serum prostatic acid phosphatase) and four categorical variables
with various numbers of levels (performance rating, cardiovascular disease history,

electrocardiogram code, bone metastases)

m Model: cond. indep. p(xi1; o) = p(x1; af®™) - p(x1; f*

«10"  Continuous data Categorical data <ot MIXED data
208 3600 2
( L
207 3500 b
236
206 3400
d 2.05 6‘ 3300 S 234 B
204 3200
D 232
203 3100
202 2 3 4 5 6 2 3 4 5 6 2 1 2 3 4 5 6
K K K
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2nd axis PCA

Vlodel-based clustering Mixmod in MASSICCC VixtComp in MASSICCC BlockCluster Conclusion
Prostate cancer data (without missing data)
Variables Continuous Categorical Mixed
Error (%) 9.46 47.16 8.63
True \ estimated group 1 2 1 2 1 2
Stage 3 247 26 142 131 252 21
Stage 4 19 183 120 82 20 182
Continuous data s ‘ ‘ Cat‘egorical qala ‘ ‘
a0k o O 4 A *y 4
10 * N T |
<
o F * 1 g 2f ;: * i
° *
SopO Kk { 80" * o K % —
c *¥ %
2o} ;o ® 4 * ** g ® * % &
of * * * QP %@ 1
o 1 % e Yo ®
@ ®
ol |t ® 1
B o 7 . . n 0 . 7 25 72‘ 4‘5 " Y ° (‘) 0‘5 1
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Continuous data

# @M=

Model Criterion

20.8k

This chart represents the. —— Gaussian_pk_Lk_C
criterion value for each model 20,7k —— Gaussian_pk_L Bk
that was built. The lower the —— Gaussian_p_L
value (close to 0) the better the So0.6k
model, S

2205k
g
Criterion Ho.4
15
LB an3¢ \_/\
20.2k
1 2 3 4 5
Number of Clusters
Model Criterion ICLvalue® B Rii® DEX s @S M
This chart represents the —e— Gaussian_pk_Lk_C
criterion value for each model ~—=— Gaussian_pk_L_B}
that was built. The lower the 26k —— Gaussian_p_L_I
value (close to 0) the better the 3
model. s
S 2k
g
Criterion £
O 22
IcL
e
20¢

1 2 3 a s

Number of Clusters

25 /70



Introduction

26 /70

massicce

Model-based clustering

Mixmod in MASSICCC

MixtComp in MASSICCC BlockCluster

Continuous data

Function | chser

Lt cotumn °
custorcroms [ 13 °
Aancsa
® outputs

Oeprncoe

Modes
G i C s 2
Gasin k€ ooy 3
Gasin i k€ e s
Gasin i € s f
[——rys amg a
[—— e 2
[am—— s s

all Variable
importance
ecmiating
e issts
o

® % W oW b ®

P

Histogram of AP

/ Variable
Parameters

This chart
summarizes the

distribution of the
selected variable.

AP

AP (Gaussian)
> Show model parameters

Biplot
Ho
&

60 80 100 120 140 160 180
Ho

Conclusion
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Model-based clustering

Advanced

® Outputs

Samples 475
Variables 12

Models

Model
Heterogensous ok B Lk B¢
Heterogeneous ok B Lk Bk
Heterogencous ok B Uk Bk
Heterogencous ok Bk Uk Bk

Heterogensous ok B Uk B¢

vaiaties

Griteion

280
B
o

L T—r—
Dataflle  MixMod-Example.csv
Function  clster

Labels Column

ClusterGrowps 15

Update

Criterion
cuasions)
tewasszra
cuesiozs)
cLasesas

e

Mixmod in MASSICCC

MixtComp in

Mixed data

Profle  Logout

@portRCode | & Dowmiosd Resuls

NoClusters  Error
2 Naerror
3 Noerror
4 Naerror
s Noerror
i Noermor
1cL value

Number of Clusters

Model
Heterogeneous pk_Ekjh_Lk Bk
Heterogeneous pk Ekjh_Lk Bk
Heterogeneous_pk_Ekjh_Lk Bk
Heterogeneous pk Ekjh_Lk Bk
Heterogeneous_pk_Ekjh_Lk Bk

Variables  Criterion

Il Variable
Importance

“This chart

h
variable. A high
value (close to
one) means that
the variable is
highly.

discriminating. A
low value (close to
zero) means that
the variable is
poorly
discriminating,

Sort Variables : If

/ Variable AP
Parameters

“This chart
summarizes the

distribution of the
selected variable.

AP

MASSICCC
Criterion
1CL(23198.3)
1CL(23327.2)
ICL(23402.6)
ICL(23464.3)
ICL(23762.2)

06

05

04

03

02

01

L )

(Gaussian)

 Hide model parameters
Class 1

BlockCluster

Nb Clusters

Variables

lass 2
mean: 3.9268, sigma: 2.8781 mean: 1.6476, sigma: 0.2500

% % S %
o % % %

Error

Noerror

Noerror

Noerror

Noerror

Noerror

Conclusion
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Full mixed data: conditional independence everywhere3

The aim is to combine continuous, categorical, integer data, ordinal, ranking and

functional data
cont _cat _int

X1:(X1 y X1 5 X1 7)
The proposed solution is to mixed all types by inter-type conditional independence
p(xl’ Oék) _ p(xcont cont) % p(xcat cat) % p(xmt mt) % .

In addition, for symmetry between types, intra-type conditional independence

Only need to define the univariate pdf for each variable type!

Continuous: Gaussian
Categorical: multinomial

Integer: Poisson

00 /70 3MixtComp software on the MASSICCC platform: https://massiccc.lille.inria.fr/
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Missing data: MAR assumption and estimation

Assumption on the missingness mecanism

Missing At Randon (MAR): the probability that a variable is missing does not
depend on its own value given the observed variables.

Observed log-likelihood. . .

i=1

n K K
£(6;x°%) = Z log <Z Tep(x2; ak)> =In Zwk /M p(x2, xM; ay)dxM
k=1 k=1 Xi

MAR assumption

30/79
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SEM algorithm*

A SEM algorithm to estimate @ by maximizing the observed-data log-likelihood
m Initialisation: 6(9)
m Iteration nb g:

m E-step: compute conditional probabilities p(xM, z|x°; 9(‘7))
m S-step: draw (xM(@, 2(@)) from p(x¥, z|x°; 6()
m M-step: maximize oletl) — arg maxg In p(xo, xM(q), 2(9), 0)

m Stopping rule: iteration number

Conclusion

Properties: simpler than EM and interesting properties!
m Avoid possibly difficult E-step in an EM
m Classical M steps
m Avoids local maxima
m The mean of the sequence (0(‘7)) approximates 0

m The variance of the sequence (6(9)) gives confidence intervals

21 /70 4Mi><th:>mp software on the MASSICCC platform: https://massiccc.lille.inria.fr/
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Prostate cancer data (with missing data)®

m Individuals: 506 patients with prostatic cancer grouped on clinical criteria into
two Stages 3 and 4 of the disease

m Variables: d = 12 pre-trial variates were measured on each patient, composed by
eight continuous variables (age, weight, systolic blood pressure, diastolic blood
pressure, serum haemoglobin, size of primary tumour, index of tumour stage and
histolic grade, serum prostatic acid phosphatase) and four categorical variables
with various numbers of levels (performance rating, cardiovascular disease history,
electrocardiogram code, bone metastases)

m Some missing data: 62 missing values (=~ 1%)

We forget the classes (Stages of the desease) for performing clustering

Questions
m How many clusters?
m Which partition?

5Byar DP, Green SB (1980): Bulletin Cancer, Paris 67:477-488
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Model-based clustering

MASSICCC

Mixmod in MASSICCC

MixtComp in MASSICCC

Data upload without preprocessing

Dashboard Help
Age
Contir

Preview
Age
[
17
2 54
3
4 6

Wt

Contit

Wt

116

102

PF

Categ

HX

Categ

8P

SBP

Contir

D8P

Contir

EKG

EKG

HG

138

146

134

Categ

14142

53852

64807

17321

10000

HG

Contit

BlockCluster

Profile

sz

Contit ¥

"

10986

24849

19459

10986

23979

Logout

G

Contit

BM

Conclusion
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Run clustering analysis

MASSICCC ~ Dashboard  Help Profile  Logout

INPUTS

Parameters.

Title

m@ on cancer data set
DataFile MixtComp-Example.csv

Package @ MixMod | @ MixtComp = €% BlockCluster

Function Cluster i
Labels Column L
Cluster Groups 17 ()

24 /790
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It is running on the (Inria) cloud. ..

MASSICCC ~ Dashboard  Help Profie  Logout

RESULTS

Select ajob execution from the list below

Run Demo On Cancer Data Set 5Feb 16:59
03 @ e o ]
02 @ MixtComp Cluster 3Feb19:15 ¢

Functional-Example.csv

Essai Prostate Vendredi Soir 3Feb 1903
01 @ MixtComp-Example.csv v

35 /70
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Several quick result overviews. . . without post-processing

MASSICCC  Dastboad  Help profle  Logout =
® Outputs

ovavew LDourloadReits
e Varts 12

Models
s

Model Citeron NoClsters eror A
s

Detat Icth122394) B 122152) 2 Noerror

Detat 104122604 BC121958 3 Noerer

Detait Icu-122686 B 122082 4 Noerrar

Derait 10412305 BC122514) s Noerrr

oetait I0U-123750) BiCH122889) 6 Noeror

Derait Icuf122427 Bk 123541 7 Noeror

Detait Icu-125461) BICH125¢41) 1 Noerrer S

Vsl ntropy CrteronPlot | Vi ClssSiibites

ICLvalue / Nb of Clusters
-5
-85
' 2 3 4 s ¢ ?
Nomber of Clustars ¥
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Variable significance on global partition

all Variable Q =

Importance
AP 1
Discrim: 0.591

D R RSB D Similarities with SG: 0.5544 .

discriminating level of
each variable. A high value

(close to one) means that 0.6
the variable is highly

discriminating. A low value 0.4
(close to zero) means that

the variable is poorly 0.2
discriminating. Click on

one of the bars to display o

the distribution of this
variable and, to also
display the similarities Variables
between this variable and

all the others. The color of

the bars reflects the

similarities between all the

variables and the selected

variable

Read more @

Sort Variables: 1T

+ similarity between variables

37 /70
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Variable “Age" difference between clusters

Introduction

/ Variable Boxplot of the distribution per class for Age

Parameters

This chart summarizes the
distribution of the selected |
variable

Classes

Age
|

&
i)
®

Age (Gaussian)
¥ Hide model parameters
Class 1 Class 2

mean: 71.534, sigma: 6.760 mean: 71.313, sigma: 7.463

38 /70

Conclusion
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Variable “SG" difference between clusters

/& Variable Boxplot of the distribution per class for SG
Parameters
This chart summarizes the

distribution of the selected 2
variable.

Classes

SG

SG (Gaussian)
¥ Hide model parameters
Class 1 Class 2
mean: 8.940, sigma: 1.154 mean: 12.087, sigma: 1.405

30/70
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Variable “BM" difference between clusters

/& Variable Mode and 95% CI per class for BM
Parameters

M Class 1
This chart summarizes the W Class2
distribution of the selected

variable. P
3
@
8
| by &
modality
BM (Multinomial)
¥ Hide model parameters
Class 1 Class 2

scatter: [0.993,0.007] scatter: [0.633,0.367]

40/79
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MixtComp in MASSICCC

Individual cluster separation (with the cluster weight)

-

all Class
Proportions

This chart shows the
proportion of individuals
in each class. Click on one
of the classes to also
display similarities
between this class and all
the others

iterion

Probabili Advanced

Q =

Class 1
Proportion: 0.565
Similarities with Class 2: 0.0561

Variables
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Two strategies in competition

m Strategy “mice® + MixtComp”: MixtComp on the dataset completed by mice

> data.imp=mice(data)
> data.comp.mice=complete(data.imp)

m Strategy “full MixtComp”: MixtComp on the observed (no completed) dataset

Partition quality with K =2

Strategy mice + MixtComp  full MixtComp
% misclassified 12.8 8.1

1o /70 6http://cran4r-project4org/weI;:/packages/mice/mice4pdf
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Choosing K with the ICL criterion

g
g J
j
g
g |
:
g
g J
j
g
g |
3 g g "
g |
! J
g
g |
] T
g |
& J
g
g |
T T T T T T T T T T T T T T
1 2 3 4 5 6 7 1 2 3 4 5 6 7
K K
mice + MixtComp full MixtComp
K=7 K=2

... may lose some cluster information when imputation before clustering

43/79
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Scoring cancer data following the clustering task

Profle

Massiccc o
OVERVIEW INPUTS
s Parameters
wors Tile | scorng followinghecsering s
Resurs DataFle | MixCompEramplecsy
Pacage | @ Mixhod ‘ ® MmCampJ & BlockCluster
P o ]
[~Cus
Chmfcatontrodel B ADemoOnCancer Dt et srb16s9 :
MistComp-banplecsy
srbists
3rb1603

s roste Ve
01 Mixi
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Curve “cookies” data set

The Kneading dataset comes from Danone Vitapole Paris Research Center and
concerns the quality of cookies and the relationship with the flour kneading process’.
There are 115 different flours for which the dough resistance is measured during the
kneading process for 480 seconds. One obtains 115 kneading curves observed at 241
equispaced instants of time in the interval [0; 480]. The 115 flours produce cookies of
different quality: 50 of them have produced cookies of good quality, 25 produced
medium quality and 40 low quality.

600
L

400
L

Dough resistance

200

0 50 100 150 200 250

Kneading time (s)

7Lévéder et al, 04
45 /79
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Upload curves data

Logout

MASSICCC ~ Dastboard ~ Help

St @ Al 1 s Caegorical - [

Uplasdaievith st ofdttypes foeschcokimn. ©
Ghomasez unietier] Avcn fchirchoisi

ResTS Functon

Functonal

Preview

Funcion
3 0251226200169594 2257 41097125343.4263 758,
1 0241129520476231 2245 716088727669 450,16
2 0:15207006416218.2196 013131808268.4:197.9%
E (1137071447956417 2154 635365904523 61705,

4 0:204.120130204111 2245 627062897643.4247.15.
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Run a clustering task with three clusters

MASSICCC ~ Dashboard  Help

oveRvEN INPUTS
FUEs Parameters
weurs Tite
ResuTs DataFle
Package
Function
Labels Column
Cluster Groups

Variable Params.

47 /79

Profle  Logout

Clustering o cookis ntothree chsters
Functonal-Bample.csv

@ Mittod | @ MbtComp | 8 BlockCluster

Cluster

°
3 o
Create

Conclusion
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Overview of the three clusters of cookies

48 /790
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Mixmod in MASSICCC

High-dimensional (HD) data®

MixtComp in MASSICCC

tes Growth

BlockCluster

UCI ML Repository Number of Attribu

=)

# Attributes (Log)

8s. Alelyani, J. Tang and H. Liu (2013). Feature Selection for Clustering: A Review. Data Clustering:

Algorithms and Applications, 29

Conclusion
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Bias/variance in HD: reduce variance, accept bias
A two-component d-variate Gaussian mixture with intra-dependency:

1
m=m =, X1]zi1 =1~ Ng(0,X), Xi|zio =1~ Ny(1,X)

Each variable provides equal and own separation information
Theoretical error decreases when d grows: erripeo = ®(—||p2 — p1llx-1/2)

Empirical error rate with the (true) intra-correlated model worse with d

Empirical error rate with the (false) intra-independent model better with d!

mpirical corr.

= = = Theoretical
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Some alternatives for reducing variance

m Dimension reduction in non-canonical space (PCA-like typically)
m Dimension reduction in the canonical space (variable selection)

m Model parsimony in the initial HD space (constraints on model parameters)

Conclusion

But which kind of parsimony?
m Remember that clustering is a way for dealing with large n

m Why not reusing this idea for large d?

Co-clustering

It performs parsimony of row clustering through variable clustering
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From clustering to co-clustering
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Notations

z;: the cluster of the row i

m w;: the cluster of the column j

(zi,w;): the block of the element x;; (row i, column j)

z=(z1,...,2,): partition of individuals in K custers of rows
w = (wy,...,wy): partition of variables in L clusters of columns

(z,w): bi-partition of the whole data set x

Both space partitions are respectively denoted by Z and W

Restriction

All variables are of the same kind (research in progress for overcoming that...)
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The latent block model (LBM)

Generalization of some existing non-probabilistic methods

Extend the latent class principle of local (or conditional) independence

m Thus x;; is assumed to be independent once z; and w; are fixed (o = (a)):
p(X|Z, w; C!) = H p(Xij; az,-wj)
i
7 = (mg) : vectors of proba. 7, that a row belongs to the kth row cluster

p = (pk) : vectors of proba. pj that a row belongs to the /th column cluster

Independence between all z; and w;

Extension of the traditional mixture model-based clustering (v = (oxi)):

pi8) = > J]mzewpixioz)

(z,W)EZXW i)
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Distribution for different kinds of data

The pdf p(-; otzw;) depends on the kind of data x;:
m Binary data: x;; € {0,1}, p(-; auy) = B(aw)

m Categorical data with m levels:
Xjj = {X,'jh} S {0, 1}m with thzl Xijh = 1 and p(-; ak,) = M(ak,) with oy = {akjh}

m Count data: X{ €N, p(-; an) = P(pvivu)®
m Continuous data: x{ ER, p(+; on) = N, 0%)

9The Poisson parameter is here split into f1) and v, the effects of the row k and the column / respectively and
ki the effect of the block k/. Unfortunately, this parameterization is not identifiable. It is therefore not possible to
estimate simultaneously jiy, vy and 7y, without imposing further constraints. Constraints

170 Dok kYK = 22y Pivk = 1and 3o, g = 1,37, v) =1 are a possibility.
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Extreme parsimony ability

Model Number of parameters

Binary dim(7) 4+ dim(p) + KL
Categorical  dim(wr) 4+ dim(p) + KL(m — 1)
Contingency dim(7) 4+ dim(p) + KL
Continuous dim(7) 4 dim(p) + 2KL

Conclusion

Very parsimonious so well suitable for the (ultra) HD setting

X

Qlr~

nb. param.,; = nb. param

“classic

Other advantage: stay in the canonical space thus meaningful for the end-user



Introduction Model-based clustering Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster Conclusion

Binary illustration: easy interpretation

[Govaert, 2011]

mode
abcdefghy
1 1010001101 acgh bdefij
v2 | 0101110011 y2 | 0000 | 111111
3 1000001100 Ye 0001 [ 111101
va | 1010001100 vz | 0101 [ 111111 L 0 1
¥s 0111001100 8 1010 101111 ‘1 0
ve | 0101110101 vo g gg g i (lJ i i (1)?
vz | 0111110111 n Z -
Vs 1100111011 1 T111 | 000001 Résumé
vo | 0100110000 v3 000000
yio | 1010101101 va 000000
vi1 | 1010001100 s 110000 0.86 0.79
vi2 | 1010000100 y10 001001
yi3 | 1010001101 yi1 000000 0.83 0.86
y1a | 0010011100 n 000000 i
vis | 0010010100 n 000001 HMogénéité
yie | 1111001100 n 000100
viz | 0101110011 n 000100
vig | 1010011101 110000
yie | 1010001000 /ﬂ 000101
Y20 | 1100101100 / 1o 000000
Données v2o | 1071 ] 101000 =
Matrice réorganisée proba = mode

Indep. B(0.83)
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Binary illustration: user-friendly visualization

40 80 20 40 80 80 100
Initial data Rearnanized data

n=500,d=10, K=6,L=4

50/70



Introduction Model-based clustering Mixmod in MASSICCC MixtComp in MASSICCC BlockCluster Conclusion

MLE estimation: log-likelihood(s)

Remember Lesson 3: first estimate 0, then deduce estimate of (z, w)
Observed log-likelihood: ¢(8; x) = Inp(x; 8)
= MLE:

0 =arg meaxZ(O; x)

Complete log-likelihood:

Lc(0;x,z,w) = Inp(x,z,w;0)
Zzik log Tk + Z wj; log p; + Z zjwj log p(x!; auyg)

ik K, ikl

Be careful with asymptotics. . .

If In(d)/n — 0, In(n)/d — 0 when n — oo and d — oo, then the MLE is consistent
[Brault et al., 2017]
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MLE estimation: EM algorithm

m E-step of EM (iteration q):

Q(0,6\9) = E[lc(6;x,2,w)|x; 69
= > plzi=klx;09D)Inm + > p(w; = I]x;0D) In p,
ik R Y e —— I R e ———
o 7
+ > Pz =k wj = 11x;6(9) In p(xij; vk
Bkl (@)
Cijkl

m M-step of EM (iteration q): classical. For instance, for the Bernoulli case, it gives

(q) (q),, ..
@t _ 2 t,‘(:) 0D 25 i oot 220 S Xii

k - ’ ! - ’ kI
" d i i
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MLE: intractable E step

9,5'2 is usually intractable. ..

m Consequence of dependency between xjs (link between rows and columns)
Involve K"L9 calculus (number of possible blocks)

Example: if n = d =20 and K = L = 2 then 102 blocks

Example (cont’d): 33 years with a computer calculating 100,000 blocks/second

Alternatives to EM

m Variational EM (numerical approx.): conditional independence assumption
p(z, wlx; 0) = p(z|x; 8)p(w|x; 8)
m SEM-Gibbs (stochastic approx.): replace E-step by a S-step approx. by Gibbs

z|x,w;0 and wix,z;0
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MLE: variational EM (1/2)

Use a general variational result from

Maximizing £(6; x) on 6 is equivalent to maximize 7.(6; x,e) on (6, e)

Ic(8;x,e) = tulnme+ Y silnp + > ejalnp(xi o)
ik Js! ikl
where e = (eji), ejia € {0, 1} Dop s e = Lot = 20 €t Sji = 2 €ijkl
Of course maximizing £(6; x) or #-(; x, e) are both intractable
Idea: restriction on e to obtain tractability e = tjysy

New variables are thus now t = (ty) and s = (sj)

As a consequence, it is a maximization of a lower bound of the max. likelihood

max £(6; x) > 21?>S< Lc(0; x,€e)
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MLE: variational EM (2/2)

Conclusion

Approximated E-step

Q(0,6 q)) =~ th) Inﬂ'k-i-qu) Inp; + Z tkq)s(,q In p(xij; otpr)
ikl

m We called it now VEM
m Also known as mean field approximation

m Consistency of the variational estimate [Brault et al, 2017]
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MLE: local maxima

m More local maxima than in classical mixture models
m It is a consequence of many more latent variables (blocks)
m Thus: either many VEM runs, or use the SEM-Gibbs algorithm

Conclusion
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MLE: SEM-Gibbs

m We have already seen the SEM algorithm in Lesson 3 (thus we do not detail more)
m It limits dependency to starting point, so it limits local maxima
m The S-step: a draw (z(9), w(9)) ~ p(z, w|x; 8(9)) instead an expectation

m But it is still intractable, thus use a Gibbs algorithm to approx. this draw

Approximated S-step
Two easy draws
(D ~ p(z|w 9D, x; 6(9))
and
w(® ~ p(w|2(9, x; 6(9)

m Rigorously speaking, many draws within the S-step should be performed
m Indeed, Gibbs has to reach a stochastic convergence

m In practice it works well while saving computation time
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MLE: degeneracy

B More degenerate situations than in classical mixture models
m It is again a consequence of many more latent variables (blocks)

m The Bayesian regularization (instead MLE) can be an answer

Conclusion
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Illustration of a degenerate situation

0.01 0.2 0.2
—fteratiomt—~ 15 Iteration 2 015 Iteration 50
2 0.005 2 01 2 041
I3 o3 o
[s] a [s]
0.05 0.05 ,
0 0 0 -
-1 0 10 20 -10 0 10 20 -10 0 10 20
X X X
0.2 0.2 0.2
015 lteration 77 | 15 lteration 78 | (15 Iteration 79
= = =z
2 041 2 041 2 01
@ o3 o
o a [s]
0.05 0.05 0.05
0 R 0 o 0 :
-1 0 10 20 -10 0 10 20 -10 0 10 20
X X X
0.2 0.2 0.4
015 lteration 80| g5 Iteration 81 03 Iteration 82
= = =
2 041 2 041 202
@ o3 3
o [s] a
0.05 0.05 0.1
0 % 0 - 0
-10 0 10 20 -10 0 10 20 -10 0 10 20
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Bayesian estimation: pitch

m Everything passes by the posterior distribution of 8

p(6]x) x p(xI6) p(6)
—— ~~

log-likelihood prior
m Then, take (for instance) the MAP as a 0 estimate (use a VEM like algo. . .)

0=arg max p(0]x)
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Bayesian estimation: limiting degeneracy

Interest for avoiding degeneracy is the prior: it acts as a penalization term

Typical choices are Dirichlet for 7w and p (with independence between =, p, a)

p(0) = p(w) x plp) x pla)
—~— —~— ~——
Dk(a,...,a) Dj(a,...,a)  model dependent
m The Dirichlet distribution is conjugate, thus easy calculus
m Control degeneracy frequency with the a value:

m a = 1: uniform prior, so bis strictly the MLE (no regularisation)
m a = 1/2: Jeffreys prior, classical (no informative prior) but may favor degeneracy
m a = 4: a rule of thumb working well for limiting degeneracy frequency
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Model-based clustering

Mixmod in MASSICCC

MixtComp in MASSICCC

BlockCluster

Bayesian estimation: prior overview

Be(1,1)

Be (4,4)

22 22 22
2 2 2
18 18 18
L6 L6 L6
14 14 14
12 12 12
1 17 1
0.8 0.8 0.8
0.6 0.6 0.6
04 0.4 0.4
0.2 0.2 0.2
v 02 04 06 08 II 0 02 04 06 08 1 e 02 04 06 08 1 ’

Conclusion
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Document clustering (1/2)

Mixture of 1033 medical summaries and 1398 aeronautics summaries

Lines: 2431 documents
Columns: present words (except stop), thus 9275 unique words

Data matrix: cross counting document X words

Poisson model

Unique Words

Bilicjuible/g)
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Document clustering (2/2)

1
p(z #1z) < 2nexp{ — gd[gﬁlp | Tk —Tk/|]}+ K(1— mkinnk)"
—_——

overlap

Unique Words

SJUATUILOO(]

Results with 2x2 blocs

Medline | Cranfield
Medline 1033 0
Cranfield 0 1398
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Running BlockCluster

£ Configuration

If you change the configuration of your job and save it, it will start a new process with the updated parameters. This will erase previous results.

Parameters
Title Trial BlockCluster

DataFile Blockcluster-Example.csv

Data Type Categorical v ;]
Rows Cluster Groups 15 e
Column Cluster Groups 15 (-]
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Running BlockCluster

MASSICCC ~ Dashboard ~ Help

RESULTS

DATAFILES.

Select ajob execution from the list below

CREATE JOB Trial BlockCluster
69 8 enanes

68 @ GenesK1-12

log.cm.txt

67 & Genes

log.cm.txt

65 @ GenesK1-10

log.cpm.txt
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az%

BlockCluster

Profie  Logout

23May 20:47

23May 08:12

22May 15:38

22May 15:27

A SR A S - ]

Conclusion
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Model
pikrhal multi
pik.rhol multi
pik_rholmulti
pik_rhol multi
pik.rhomuli
pik_rhol multi
pik_rhol.muti
CriterionPlot

Cluster Plot

Model Criterion

“This chart represents the crierion value for
‘each model that was built The higher the.
value (close 10 0) the better the model
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Running BlockCluster

Criterion NbClusters
IcL(-45557.1) 23l
I1CL (-455633) 123
ICL(-455666) 124
ICL(-455739) [43]
ICL(-455746) 153
1CL(455777) 134l
IcL(4s5788) 1251

ICL value / Nb of Clusters

Error
Noerror
Noerror
Noerror
Noerror
Noerror
Noerror

Noerror
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Running BlockCluster

This image presents the original data matrix
and the matrix obtained afler performing co-
clustering
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Conclusion

m Use probabilistic modelling as a mathematical guideline

m Use the MASSICCC platform for user-friendly implementation

https: //massiccc.lille.inria.fr/
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