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Error-Splitting Forward Model for Iterative
Reconstruction in X-ray Computed Tomography
and application with Gauss-Markov-Potts prior

Camille Chapdelaine, Ali Mohammad-Djafari, Nicolas Gac, and Estelle Parra

Abstract—In order to enhance image quality for controlling the
interior of a volume in industry, model-based iterative reconstruc-
tion (MBIR) methods in 3D X-ray Computed Tomography (CT)
have shown their efficiency compared to analytical reconstruction
methods. MBIR methods enforce a prior model on the volume
to reconstruct and make fusion of the information contained
in the prior model and the projection data. The projections
have many uncertainties which have very different origins in
3D CT. They are taken into account in MBIR methods but,
despite of their different origins, they are in general gathered in
only one term in the forward model. In this paper, we propose
to derive a new forward model by adding a further error
term in the Poisson statistics of photon-count, corresponding
to the deviation of the monochromatic model with respect to
the actual polychromacy of the rays. A Taylor expansion of the
Poisson log-likelihood leads us to a new algebraic forward model
accounting for two terms of uncertainties : we call it the error-
splitting forward model. Different prior models are assigned to
each of distinguished uncertainties : measurement uncertainties
are modeled as Gaussian, while linear model uncertainties are
modeled as heavy-tailed to bring robustness to the reconstruction
process. We give strategies to fix the parameters of the error-
splitting forward model. Next, we use it in a full MBIR method
with Gauss-Markov-Potts prior model on the volume, in order to
reconstruct piecewise-constant objects for non-destructive testing
in industry. Compared to the conventional forward model, we
show in our experiments that the use of the error-splitting
forward model with Gauss-Markov-Potts prior combines better
robustness and accuracy.

Index Terms—3D Computed Tomography, non-destructive
testing, iterative reconstruction, forward model, error-splitting,
Bayesian approach, Gauss-Markov-Potts.

I. INTRODUCTION

NON-destructive testing (NDT) in industry relies on X-ray
Computed Tomography (CT) for virtually reconstructing

a volume and assessing its healthiness. The reconstruction
is performed by sending X-rays through the volume from
a source to a detector. According to Beer-Lambert’s law
[1], the intensity of the rays decreases depending on the
materials encountered in the volume. The measurements of this
decrease in a logarithmic scale are called the projections. The
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projections are modeled as the X-ray transform (XT) of the
object. Under some strict conditions, the XT can be inverted
to perform the reconstruction [2].

Nevertheless, inverting XT is an ill-conditioned problem
[3]. In order to obtain usable reconstructions for NDT, filtered
backprojection (FBP) methods, such as FDK [4], need a large
amount of complete projections. Since the 1970s, algebraic
reconstruction techniques have been developed based on the
discretized expression of XT

g = Hf + ζ (1)

where g ∈ RM contains all the projections, f ∈ RN contains
the voxels’ attenuation coefficients of the volume and ζ is a
term accounting for uncertainties. H is the projection operator
of which each coefficient Hij gives the intersecting length
between ray i and voxel j [5] according to XT forward model.
Its adjoint HT is called the backprojection operator. First
algebraic reconstruction methods such as ART [6], SIRT [7]
or SART [8], try to match the data g and the output Hf of the
forward model. As a result, they are very sensitive to the noise.
The actual strength of algebraic reconstruction techniques lies
in their ability to enforce a prior model M on the volume to
reconstruct in order to regularize the reconstruction problem
[3] : this leads to model-based iterative reconstruction (MBIR)
methods. Compared to FBP methods, MBIR methods have the
advantage to significantly enhance the reconstruction quality
particularly when the number of projections is low or when
their angle distribution is limited [9].

Many prior models have been proposed in order to take
advantage from the specificities of the volume to reconstruct.
For retrieving a reconstruction divided in compact and smooth
regions, the volume can be modeled as having minimum total
variation (TV) [10]. In 2D and 3D, joint reconstruction and
segmentation using a Potts model [11] have been considered
[12]–[14]. Other prior models focus on sparsity in a wavelet
domain [15], [16] or in a learnt dictionary representation [17],
[18]. Prior modelM very often has hyperparameters θ which
can be difficult to tune. Bayesian MBIR methods enable to
estimate optimal hyperparameters jointly with the volume

p(f ,θ|M) = p(f |θ;M)p(θ|M) (2)

as it is done in [14], [16].
Due to the huge dimension of the data and the unknowns,

the main computational burden of MBIR methods lies in
projection and backprojection operations H and HT . This
computational cost can be compensated by the use of parallel
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computing on Graphical Processor Units (GPU) [19] and
momentum techniques [20], [21]. Efficient models for H
and HT are a key aspect to ensure speed and accuracy of
MBIR methods [22], [23]. The reliability of the forward model
(1) also depends on the prior model for uncertainties ζ. To
derive the prior for uncertainties ζi for each ray i modeled
as monochromatic, the expression of the Poisson statistics of
photon count has been considered as [20] :

p(Ii|f , ri) = P
(
I0e
−[Hf ]i + ri

)
. (3)

In (3), I0 denotes the mean number of photons sent by
the source and ri denotes the mean number of background
events [20]. These background events can be for instance
Compton scatter interactions undergone by X-ray photons
inside the detector [24]. The background events mean ri is
precomputed before the acquisition. It is taken into account in
the linearization of the reconstruction problem :

gi = ln

(
I0

Ii − ri

)
∀i. (4)

As a result, uncertainties ζ can be shown to be well modeled
by a Gaussian distribution

p(ζi|vζi) = N (ζi|0, vζi),∀i. (5)

thanks to a second order Taylor series expansion of the Poisson
statistics (3) of photons counts [25]–[27]. Inverses of variances
vζ weight the data and translate how the actual physical
phenomena occuring in each measurement are far from or
near the ideal physics described by Beer-Lambert’s law. These
variances can be pre-computed [27] or optimized during the
reconstruction [14], [16].

Although the commonly-used forward model (1) has given
good results in 3D X-ray CT when combined with a prior
model on the volume, the expression of the mean of photon
counts in equation (3) does not take into account all the
phenomena involved in 3D X-ray CT. Further phenomena cor-
respond to object-dependent uncertainties, such as scattering
inside the volume, but also absorption of low energy photons
occuring in presence of some materials such as metal [28].
These further phenomena can be taken into account by consid-
ering the actual polychromacy of X-rays. The polychromatic
model is obtained by integrating the attenuation term in (3)
over all the energy spectrum :

p(Ii|f(E), ri) = P
(∫

E

I0(E)e−[Hf(E)]idE + ri

)
. (6)

Based on this model, MBIR methods aiming at compensating
beam-hardening address the reconstruction problem by esti-
mating the density of material in each voxel, which is part of
attenuation coefficients’ expression [29], [30]. This estimation
is preferred to the one of attenuation coefficients because
density of material only depends on voxel location [29], [30]
: hence, the estimation of one reconstruction per energy is
avoided. Nevertheless, the integration in polychromatic model
(6) hinders the linearization of the reconstruction problem
done for the monochromatic model by formula (4). Conse-
quently, the use of polychromatic model (6) adds complexity to
MBIR methods which are already computationally-demanding

due to projection and backprojection operations. For this
reason, even recently, polychromatic model (6) has only been
used for 2D reconstruction problems [29], [30].

In order to tackle this problem for reconstructing 3D images
for NDT by MBIR methods, in this paper, we propose to
make a tradeoff between the accuracy of polychromatic model
(6) and the simplicity of monochromatic model (3). Since
monochromatic model (3) is an approximation of polychro-
matic model (6), we suggest to add an unknown error term
ni in monochromatic model (3), which corresponds to the
approximation error with respect to the polychromatic model
:

p(Ii|f , ni, ri) = P
(
I0e
−[Hf ]i + ni + ri

)
,∀i. (7)

Furthermore, unknown error ni enables to handle other physi-
cal phenomena described in [24], which would be too complex
to model in a MBIR method.

Based on expression (7), we propose to derive a new linear
forward model accounting for uncertainties, different from (1),
in order to use it in a full MBIR method and to compare results
with those obtained with the usual forward model (1). In
section II, we perform a second order Taylor series expansion
from Poisson statistics (7), in order to show that an error-
splitting forward model of the form{

g = g0 + ε
g0 = Hf + ξ

(8)

can be used for iterative reconstruction in 3D X-ray CT.
Next, we assign different priors to uncertainties ε and ξ.
Uncertainties ε are called the measurement uncertainties and
are modeled as Gaussian, while uncertainties ξ are called
linear model uncertainties and are more difficult to model.
In order to introduce robustness with respect to outliers, we
assign a heavy-tailed prior to ξ, which is in this paper a
generalized Student-t distribution [31]. Both priors for ε and
ξ introduce parameters about which we give strategies to
fix them. Then, in section III, we propose a general MBIR
algorithm for maximizing the joint posterior distribution of the
unknowns and compare its cost to Joint Maximization A Pos-
teriori (JMAP) with usual forward model (1). To implement
this algorithm, conditional distributions of the unknowns in
the error-splitting forward model are derived. The proposed
algorithm is valid for any prior model on the volume. In
order to reconstruct piecewise-constant volumes for NDT
in industry, we propose then to combine the error-splitting
forward model and Gauss-Markov-Potts prior model on the
volume, as described in section IV. We present results on
real data in section V and conclusions in section VI. The
results compare the uses of usual forward model (1) and of
the proposed forward model, with Gauss-Markov-Potts prior
model on the volume. Compared to usual forward model (1),
we show that, with Gauss-Markov-Potts prior, the use of the
error-splitting forward model leads to more robust and accurate
reconstructions.

II. ERROR-SPLITTING FORWARD MODEL

A. Derivation of the error-splitting forward model
We consider a cone-beam acquisition process shown in

figure 1 : a volume f discretized in N voxels is placed
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Fig. 1: Cone beam 3D X-ray acquisition of the projections

between a source and a detector so X-rays sent from the
source cross the volume. After passing through the volume,
the rays reach the cells of the detector which measure their
intensities. These measurements form an image with Nu×Nv
pixels corresponding to the cells of the detector. The object
is rotated around z-axis by a projection angle φ in order to
acquire Nφ projections of the object.

The photon count Ii for projection i is modeled as a Poisson
process of which the statistics is given by equation (7), where
ri is the mean of background events, and ni is the approxima-
tion error induced by the monochromatic model with respect to
polychromatic model (6). Contrary to background events mean
ri which is precomputed, error ni is unknown because of its
dependance on both the acquisition and controlled volume f .
Thus, error ni cannot be pre-computed and taken into account
in the linearization of the reconstruction problem in (4). We
have

− ln(p(Ii|f , ni, ri)) = ln(Ii!) + I0e
−[Hf ]i + ni + ri

− Ii ln
(
I0e
−[Hf ]i + ni + ri

)
. (9)

After reparametrization (4), a quadratic approximation from
second order Taylor series expansion of (9) is derived in
appendix A. It leads to

− ln(p(gi|f , ni, ri) ≈ ln(Ii!) + Ii + ni − Ii ln(Ii + ni)

+
ai
2

(
gi − [Hf ]i +

bi
ai

)2

− b2i
2ai

(10)

where {
ai = (Ii − ri)

(
1− Ii(ri+ni)

(Ii+ni)2

)
bi = ni(Ii−ri)

Ii+ni

. (11)

By denoting

ξi = − bi
ai

= − ni(Ii + ni)

(Ii + ni)2 − Ii(ri + ni)
(12)

and
vεi =

1

ai
,∀i, (13)

we have the following expression for the log-likelihood

ln(p(g|f ,n, r)) = C − 1

2
‖g −Hf − ξ‖2Vε (14)

where Vε = diag [vε], vε = (vεi)i and

C = −
M∑
i=1

[
ln(Ii!) + Ii + ni − Ii ln(Ii + ni)−

b2i
2ai

]
(15)

does not include f . In the log-likelihood, term ξ appears in
the data-fidelity term as a bias which is unknown due to error
ni. By introducing intermediate projections

g0i = [Hf ]i + ξi,∀i, (16)

we are able to write a new forward model{
gi = g0i + εi with p(εi|vεi) = N (εi|0, vεi),
g0i = [Hf ]i + ξi

∀i (17)

which leads to the same log-likelihood than (14), up to an
additive constant. The vector form of this forward model is
given by equation (8) : we see that it splits the uncertainties
into two terms : ε and ξ. That is why we call it the error-
splitting forward model. Since uncertainties (εi)i are related
to measurements gi, we call ε the measurement uncertainties.
Concerning uncertainties (ξi)i, since it corresponds in (14) to
a bias between actual and theoretical projections g and Hf ,
we call ξ the linear model uncertainties.

In sections II-B and II-C, we deal with which priors to
assign to uncertainties ε and ξ.

B. Measurement uncertainties

As we have seen in section II-A, the measurement uncer-
tainties (εi)i in

gi = g0i + εi (18)

are zero-mean Gaussian :

p(εi|vεi) = N (εi|0, vεi),∀i. (19)

with vεi given by (13). We see that vεi is the inverse of ai
which depends on ni in (11). Since ni is unknown, we jointly
estimate vεi with the volume. In order to have analytically
tractable update formulae, vεi is assigned a conjugate prior
which is an Inverse-Gamma distribution

p(vεi |αε0 , βε0) = IG(vεi |αε0 , βε0)

=
β
αε0
ε0

Γ(αε0)
v
−αε0−1
εi exp

[
−βε0
vεi

]
, vεi > 0,∀i, (20)

where parameters αε0 and βε0 are fixed. We will discuss about
the choice of these parameters in section II-D.

C. Linear model uncertainties

As we have seen in section II-A, linear model uncertainties
ξ are a bias which can be separated from measurement
uncertainties ε by introducing intermediate projections

g0 = Hf + ξ. (21)

From
g = g0 + ε, (22)

projections g0 appear as the projections unnoisy by the mea-
surement uncertainties. For this reason, we call g0 the ”true”
projections. In order to estimate volume f from g0 taking
ξ into account, we need to assign a prior to linear model
uncertainties ξ. This is not obvious because, contrary to ε,
this prior cannot be deduced from the second order Taylor
series expansion derived in section II-A. Since ξ is difficult to
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(a) αξ0 < 1, βξ0 < 1, αξ0 < βξ0 (b) αξ0 < 1, βξ0 < 1, αξ0 > βξ0

(c) αξ0 > 1, βξ0 < 1
(d) αξ0 > 1, βξ0 > 1, αξ0 > βξ0

Fig. 2: Probability density function of Stg(.|αξ0 , βξ0 ) for several values of (αξ0 , βξ0 )

physically model due to its high dependency on the controlled
volume, we prefer to assign a heavy-tailed prior to it. The use
of a heavy-tailed prior enables to model that possibly high ξi
can be present in projections g0. Consequently, compared, for
instance, to a Gaussian prior, it brings more robustness to the
estimation of f from g0.

Among heavy-tailed distributions, zero-mean normal vari-
ance mixtures have appealing properties for simple computa-
tions in linear inverse problems [32]. Among them, generalized
Student-t distribution Stg [31]

p(ξi|αξ0 , βξ0) = Stg(ξi|αξ0 , βξ0),∀i, (23)

corresponds to a mixture on the variances between a zero-
mean Gaussian and an Inverse-Gamma distributions{

p(ξi|vξi) = N (ξi|0, vξi)
p(vξi |αξ0 , βξ0) = IG(vξi |αξ0 , βξ0)

,∀i. (24)

By introducing hidden variances vξ in the reconstruction prob-
lem, generalized Student-t distribution can be easily dealt with
thanks to simple calculations involving normal distribution for
ξ and conjugate Inverse-Gamma prior for vξ. Parameters αξ0
and βξ0 are fixed according to the strategy presented in section
II-D.

D. Fixing the parameters of the error-splitting forward model

From (19) and (20), since we have assigned a conjugate
prior on variances vε, the prior for measurement uncertainties
is in fact a normal variance mixture{

p(εi|vεi) = N (εi|0, vεi)
p(vεi |αε0 , βε0) = IG(vεi |αε0 , βε0)

,∀i, (25)

which is a generalized Student-t distribution as for the linear
model uncertainties. This is a problem because ε has to be
Gaussian according to (17). In order to see how to actually
assign a Gaussian prior to measurement uncertainties keeping
vε unknown, we write the marginal prior of εi with respect to
vεi

p(εi|αε0 , βε0) =
∫ +∞

0

N (εi|0, vεi)IG(vεi |αε0 , βε0) dvεi (26)

which reads [32]

p(εi|αε0 , βε0) ∝
(

1 +
ε2i

2βε0

)−(αε0+
1
2 )

(27)

where normalizing constants are omitted. From formula (27),
we see that, if we fix βε0 such that∣∣∣∣ ε2iβε0

∣∣∣∣� 1 ∀i, (28)
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the following approximation holds :

p(εi|αε0 , βε0) ∼∣∣∣∣ ε2iβε0
∣∣∣∣�1

exp

[
−
(
αε0 +

1

2

)
ε2i

2βε0

]
(29)

and means that εi can actually be modeled as zero-mean
Gaussian

p(εi|αε0 , βε0) ∼∣∣∣∣ ε2iβε0
∣∣∣∣�1

N
(
εi

∣∣∣∣0, βε0
αε0 + 1

2

)
,∀i. (30)

Thus, generalized Student-t distribution is sufficiently flexible
to assign Gaussian prior for measurement uncertainties ε and
heavy-tailed prior for linear model uncertainties ξ.

For fixed βε0 complying with constraint (28), we derive in
appendix B a formula to automatically set αε0 :

αε0 = M × βε0
‖g‖22

×
(

1 + 10
SNR
10

)
− 1

2
, (31)

where SNR corresponds to a prior on the Signal-to-Noise
Ratio (SNR). In this work, SNR is a parameter which is fixed
manually by the user based on physical intuition.

Concerning parameters αξ0 and βξ0 for linear model uncer-
tainties, their fixation tunes the tail of generalized Student-t
distribution in order to introduce robustness as motivated in
section II-C. Figure 2 shows the probability density function
of Stg(.|αξ0 , βξ0) for different values of αξ0 and βξ0 . We
see that generalized Student-t distribution is heavy-tailed for
αξ0 < 1. On the contrary, the tail is short for αξ0 > 1, which
is not good to enforce robustness. Hence, we fix αξ0 < 1. For
αξ0 < 1, we see that Stg(.|αξ0 , βξ0) is concentrated around 0
for βξ0 < 1 and αξ0 > βξ0 : this makes this setting appropriate
when linear model uncertainties are high in a small number of
measurements. In the other case, fixing αξ0 < βξ0 and βξ0 < 1
makes the tail very heavy : it is more appropriate when linear
model uncertainties are high in all the data. Consequently, we
fix βξ0 < αξ0 < 1 when scattering and absorption are low,
and αξ0 < βξ0 < 1 when they are high.

Now we have explained strategies to fix the parameters, we
detail in section III a reconstruction algorithm using the error-
splitting forward model.

III. JOINT MAXIMIZATION A POSTERIORI (JMAP) USING
THE ERROR-SPLITTING FORWARD MODEL

A. Joint Maximization A Posteriori by alternate optimization

The error-splitting forward model is summarized by equa-
tions {

g = g0 + ε
g0 = Hf + ξ

. (32)

The model developed in section II for splitted uncertainties :
p(εi|vεi) = N (εi|0, vεi)
p(vεi |αε0 , βε0) = IG(vεi |αε0 , βε0)
p(ξi|vξi) = N (ξi|0, vξi)
p(vξi |αξ0 , βξ0) = IG(vξi |αξ0 , βξ0)

∀i, (33)

is denoted by S. We consider a general prior modelM on the
volume with hyperparameters θ which are estimated jointly
with the other unknowns. Figure 3 summarizes the general

M

?����
θ

?

f����
H

αξ0 , βξ0

?����
vξ

?

ξ����
�
?����
g0

αε0 , βε0

?����
vε

?
ε����

�
?

����
g

Fig. 3: General hierarchical model including the error-splitting forward model

hierarchical model when the error-splitting forward model is
used : data g are the combination of ”true” projections g0 and
of measurement uncertainties ε with variances vε. Projections
g0 result from volume f (through projection operation H),
and from linear model uncertainties ξ with variances vξ.
At last, volume f is described by prior model M with
hyperparameters θ. Hyperparameters θ can be assigned a
prior distribution depending on M, while variances vξ and
vε have Inverse-Gamma priors with parameters (αξ0 , βξ0) and
(αε0 , βε0) respectively. The joint posterior distribution of the
unknowns is given by Bayes’s rule :

p(g0,vε,f ,vξ,θ|g;S,M) ∝ p(g|g0,vε)p(g0|f ,vξ)
p(vε|αε0 , βε0) p(f |θ;M) p(vξ|αξ0 , βξ0) p(θ|M). (34)

Due to their computational cost which grows as the dimension
of the unknowns increases, MCMC methods are unaffordable
for large 3D volumes. For this reason, we choose to perform
a joint maximization a posteriori (JMAP)

(ĝ0, v̂ε,f̂ , v̂ξ, θ̂) =

arg max
(g0,vε,f ,vξ,θ)

{p(g0,vε,f ,vξ,θ|g;S,M)} (35)

by an alternate optimization algorithm



g0 ← arg maxg0 {p(g0,vε,f ,vξ,θ|g;S,M)} (36a)
vε ← arg maxvε {p(g0,vε,f ,vξ,θ|g;S,M)} (36b)
f ← arg maxf {p(g0,vε,f ,vξ,θ|g;S,M)} (36c)
vξ ← arg maxvξ {p(g0,vε,f ,vξ,θ|g;S,M)} (36d)

θ ← arg maxθ {p(g0,vε,f ,vξ,θ|g;S,M)} (36e)
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Criterion L to maximize is derived from joint posterior distri-
bution (34), from which constants are dropped :

L (g0,vε,f ,vξ,θ) = −1

2
‖g − g0‖2Vε −

1

2
‖g0 −Hf‖2Vξ

−
M∑
i=1

[(
αε0 +

3

2

)
ln (vεi) +

βε0
vεi

]
+ ln (p(f |θ;M))

−
M∑
i=1

[(
αξ0 +

3

2

)
ln (vξi) +

βξ0
vξi

]
+ ln (p(θ|M)) . (37)

According to Bayes’s rule, each step of the algorithm is
equivalent to maximizing the conditional distribution of each
unknown given the others. In the following of this section, we
detail these steps for the general case with any prior model
M on the volume.

1) Conditional distribution of ”true” projections g0: Ac-
cording to Bayes’s rule, the conditional distribution of the
”true” projections given the other unknowns reads

p(g0|vε,f ,vξ,θ; g,S,M) ∝ p(g|g0,vε)p(g0|f ,vξ)

∝ exp

[
−1

2
‖g − g0‖2Vε −

1

2
‖g0 −Hf‖2Vξ

]
(38)

where Vε = diag [vε] and Vξ = diag [vξ]. Hence, this
conditional distribution is a Gaussian

p(g0|vε,f ,vξ,θ; g,S,M) = N (g0|mg0 ,Vg0) (39)

where  Vg0 =
(
V −1ε + V −1ξ

)−1
mg0 = Vg0

(
V −1ε g + V −1ξ Hf

) . (40)

Step (36a) sets

ĝ0 = mg0 =
(
V −1ε + V −1ξ

)−1 (
V −1ε g + V −1ξ Hf

)
(41)

which is simple to compute since Vg0 is diagonal.
2) Conditional distribution of variances vε of the measure-

ment uncertainties: By applying Bayes’s rule, we have

p(vεi |g0,f ,vξ,θ; g,S,M) = IG(vεi |α̂ε0i , β̂ε0i ) (42)

where {
α̂ε0i = αε0 + 1

2

β̂ε0i = βε0 + 1
2 (gi − g0i)

2 ,∀i. (43)

So, step (36b) sets

v̂εi =
β̂ε0i

α̂ε0i + 1
,∀i. (44)

3) Conditional distribution of the volume: The conditional
distribution of the volume given the other unknowns depends
on its prior model

p(f |g0,vε,f ,vξ,θ; g,S,M) ∝ p(g0|f ,vξ)p(f |θ;M)

∝ exp

[
−1

2
‖g0 −Hf‖2Vξ

]
p(f |θ;M) (45)

So, step (36c) consists in minimizing

Jf (f) =
1

2
‖g0 −Hf‖2Vξ − ln (p(f |θ;M)) (46)

by an optimization algorithm which is dependent on the prior
model on the volume.

TABLE I

JMAP ALGORITHM USING THE ERROR-SPLITTING FORWARD
MODEL

1: initialize vε, f , vξ and θ
2: t := 1

3: while t <= t(max)

4: update g0 by (41)
5: update vε by (44)
6: update f by minimizing criterion (46)
7: update vξ by (49)
8: update θ by maximizing (50)
9: t := t+ 1

4) Conditional distribution of variances vξ of the linear
model uncertainties: Thanks to the use of conjugate prior, we
have :

p(vξi |g0,vε,f ,θ; g,S,M) = IG(vξi |α̂ξ0i , β̂ξ0i ) (47)

where {
α̂ξ0i = αξ0 + 1

2

β̂ξ0i = βξ0 + 1
2 (g0i − [Hf ]i)

2 ,∀i. (48)

So, step (36d) sets

v̂ξi =
β̂ξ0i

α̂ξ0i + 1
,∀i. (49)

5) Conditional distribution of hyperparameters θ: The
conditional distribution of hyperparameters θ

p(θ|g0,vε,f ,vξ, ; g,S,M) ∝ p(f |θ;M)p(θ|M) (50)

only depends on the prior model on the volume and not on
the used forward model.

The overall algorithm is summarized in table I. As we
already pointed, the algorithm is applicable with any prior
model on the volume. In section IV, we combine the error-
splitting forward model with several prior models on the
volume to complete the algorithm with explicit updates of
volume f and hyperparameters θ. Before that, we compare
the cost of the use of the error-splitting forward model, with
respect to the usual one.

B. Comparison with the usual forward model

It is interesting to compare the use of the error-splitting
forward model (32) with the usual one (1). With the usual
forward model, total uncertainties ζ are Gaussian, with vari-
ances vζ , as presented in equation (5). A conjugate prior can
be assigned to vζ , as done in [14], [16]. We denote this model
for total uncertainties by U .

With the usual forward model (1), true projections g0 do not
appear since uncertainties are not splitted. To estimate volume
f , variances vζ and hyperparameters θ, their joint posterior
distribution

p(f ,vζ ,θ|g;U ,M) ∝ p(g|f ,vζ) p(vζ |U)

p(f |θ;M) p(θ|M) (51)

is maximized

(f̂ , v̂ζ , θ̂) = arg max
(f ,vζ ,θ)

{p(f ,vζ ,θ|g;U ,M)} (52)
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by the alternate optimization [14], [16]
f ← arg maxf {p(f ,vζ ,θ|g;U ,M)} (53a)
vζ ← arg maxvζ {p(f ,vζ ,θ|g;U ,M)} (53b)

θ ← arg maxθ {p(f ,vζ ,θ|g;U ,M)} (53c)

In section III-A, using the error-splitting forward model, step
(36c) reads

f ← arg min
f

{
1

2
‖g0 −Hf‖2Vξ − ln (p(f |θ;M))

}
(54)

while step (53a) with usual forward model (1) has the form

f ← arg min
f

{
1

2
‖g −Hf‖2Vζ − ln (p(f |θ;M))

}
, (55)

so minimization (54) can be performed in the same way as
(55) by replacing g by g0, and vζ by vξ. The update of
hyperparameters θ is done as in section III-A. Hence, alternate
optimizations (35) or (52) only differ by the estimation of
g0, vε and vξ with the error-splitting forward model, and
by the estimation of vζ with the usual forward model. As
we have seen in section III-A, estimations of g0, vε and vξ
have a very little computational cost since they are performed
by analytical formulae thanks to the use of conjugate priors.
Therefore, especially when a conjugate prior is assigned to
vζ (such as Inverse-Gamma prior [14], [16]), the cost of
one global iteration of JMAP when using the error-splitting
forward model is approximately the same as the one with usual
forward model (1), for any prior model on the volume.

One drawback of our error-splitting approach is the memory
cost. The error-splitting forward model introduces variables
g0, vε and vξ in place of variances vζ in the usual forward
model. These variables are all the size of projections g,
which can be very large. In order to save memory usage, one
way is to assign only one variance vcellc to all measurement
uncertainties related to cell c of the detector :

vεi = vcellc , for all ray i hitting cell c, (56)

so variances of measurement uncertainties are only size of
an image with Nu × Nv pixels. This is what we do in our
experiments in section V. Compared to the case where we
have one vεi per εi, we did not notice troubles due to this
memory saving.

IV. COMBINATION WITH GAUSS-MARKOV-POTTS PRIOR
MODEL ON THE VOLUME

In order to test its efficiency in full MBIR method, we
now combine our error-splitting forward model with a specific
prior model M on the volume. In this paper, the aim is to
reconstruct industrial parts for NDT. The industrial parts we
want to control are quasi-piecewise-constant volumes. The
piecewise-constant assumption holds in many CT imaging
problems such as industrial inspection [33], [34] or assessment
of bone microstructure in medicine [35], [36]. Many different
priors are possible for such volumes, such as minimum L0-
norm [13], [37], sparse Haar transform [16], or Gauss-Markov-
Potts prior [14].

Gauss-Markov-Potts prior model enables to connect the
attenuation coefficient fj of voxel j to the material to which
it belongs. This material is identified by a label zj assigned
to voxel j : zj = k when voxel j is in material k,
k ∈ {1, . . . ,K}, where K is the number of materials in
the volume. The compacity of a region composed of material
k is enforced thanks to a Potts model for labels z. Using
Hammersley-Clifford theorem [38], this Potts model is

p(z|α, γ0) ∝ exp

 N∑
j=1

(
K∑
k=1

αkδ(zj − k)+

γ0
∑
i∈V(j)

δ(zj − zi)

 (57)

where V(j) is the first-order neighbourhood of voxel j. Param-
eter γ0 is called Potts coefficient and weights the dependence
of label zj on the neighbours. Parameter αk,∀k, enables to
insert a prior knowledge about the probability for voxel j to
be in class k. In a region exclusively composed of material
k, the distribution of attenuation coefficients is modeled as
Gaussian, with mean mk and variance vk depending on the
material :

p(fj |zj = k,mk, vk) = N (fj |mk, vk) . (58)

Means m and variances v of the classes are considered as
unknowns and assigned conjugate priors :{

p(mk|m0, v0) = N (mk|m0, v0)
p(vk|α0, β0) = IG(vk|α0, β0)

,∀k, (59)

where m0, v0, α0 and β0 are parameters.
Gauss-Markov-Potts prior model has been used for instance

in microwave imaging [39] and diffraction imaging [40]. In
[14], we used this model to propose a joint reconstruction
and segmentation algorithm in 3D CT. Like DART [33],
the proposed algorithm in [14] mainly consists in alternating
reconstruction (estimation of f ) and segmentation (estimation
of z) steps. The main advantage with respect to DART is that
the levels of the classes (which correspond to meansm) do not
need to be known [41]. Moreover, Gauss-Markov-Potts prior
allows variability in the classes thanks to the introduction of
variances v. Another Potts model, which promotes minimum
L0-norm for the gradient of the volume, is used in [13] for CT.
The reconstruction algorithm in [13] is an instance of ADMM
[42], and performs a variable-splitting in each direction used
to compute the gradient : as a result, it requires more memory
than the reconstruction algorithm proposed in [14], and has
been only applied to small volumes in 3D [37].

Sparse Haar transform prior is also suited for modelling
piecewise-constant volumes, as proposed in [16]. Nevertheless,
the algorithm proposed in [16] is memory-costly due to its high
number of variables having the size of the volume. For Gauss-
Markov-Potts prior model, only labels z have the same size as
the volume, but they requires much less memory to be stored,
since they are integers. Moreover, because of intermediate
results which have to be stored for multi-level transformation
[43], Haar transform is more difficult to parallelize on GPU
than the segmentation step proposed in [14]. At last, the
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TABLE II

JMAP ALGORITHM COMBINING THE ERROR-SPLITTING FORWARD
MODEL AND GAUSS-MARKOV-POTTS PRIOR

1: initialize vε, f , vξ , z, m and v
2: t := 1

3: while t <= t(max)

4: update g0 by (41)
5: update vε by (44)
6: update f by minimizing criterion (60)
7: update vξ by (49)
8.1: update z by ICM algorithm [14], [44]
8.2: update m by (61)
8.3: update v by (62)
9: t := t+ 1

parameters in [16] are more difficult to tune than the ones
for Gauss-Markov-Potts prior [14].

For all the reasons explained above, we choose to combine
the error-splitting forward model with Gauss-Markov-Potts
prior in order to reconstruct piecewise-constant volumes. The
joint maximization a posteriori with the error-splitting forward
model is performed as described in section III. The criterion
minimized to update the volume, corresponding to criterion
(46) in section III, reads

Jf (f) =
1

2
‖g0 −Hf‖2Vξ +

1

2
‖f −mz‖2Vz

(60)

where mzj = mk and vzj = vk if zj = k, and Vz = diag [vz].
We perform this minimization by a simple gradient descent
with adaptive stepsize, which is very similar to the one we
presented in [14] with usual forward model (1), except that g
is replaced by g0 and vζ by vξ.

For Gauss-Markov-Potts prior model, hyperparameters are
θ = (z,m,v). As we have seen, their update do not depend
on the used forward model. Consequently, z, m and v are
updated as done in [14]. The labels are updated by running
few iterations of Iterated Conditional Mode (ICM) algorithm
[44], which is highly-parallelizable [14]. Next, the updating
formulae for m and v are [14] :

m̂k =

m0

v0
+ 1

vk

∑N
j=1 fjδ(zj − k)

1
v0

+ Nk
vk

,∀k (61)

and

v̂k =
β0 + 1

2

∑N
j=1(fj −mk)2δ(zj − k)

α0 + Nk
2 + 1

,∀k (62)

where Nk is the number of voxels in class k. The full MBIR
algorithm combining Gauss-Markov-Potts prior and the error-
splitting forward model is given in table II and is simply
an instance of the one given in table I. Initial labels z(0)

are obtained by a segmentation of initial volume f (0), on
which initial means m(0) and variances v(0) are computed.
Concerning the fixation of parameters of Gauss-Markov-Potts
prior : K, γ0, (αk)k, m0, v0, α0 and β0, the applied strategy
is the same explained in [14].

V. RESULTS ON REAL DATA

We evaluate the error-splitting forward model combined
with Gauss-Markov-Potts prior by applying the algorithm

given in table II to real data. We compare the results with those
obtained with usual forward model (1). Through the iterations
of each reconstruction algorithm, we observe the evolution of
Root Mean Square Difference (RMSD) :

RMSD =

√√√√ 1

N

N∑
j=1

(
fj − f∗j

)2
(63)

between estimation f and a reference volume f∗. We run
each algorithm during 50 iterations. We also compare our re-
sults with TV-regularized least-squares, by applying memory-
efficient Primal-Dual Frank-Wolfe (PDFW) algorithm [45].

The used projector and backprojector are parallelized on
GPU and are ray-driven and voxel-driven respectively [46].
This pair is unmatched to reduce the computational cost.
An unmatched pair of projector and backprojector can be
used under conditions on the eigenvalues of HTH [47].
We did not notice troubles due to this mismatching, and all
the tested algorithms have converged. The segmentation step,
corresponding to step 8.1 of the algorithm in table II, is
performed on CPU.

A. Framework for the experiments

In order to use usual forward model (1), we need to assign
a prior to variances vζ of total uncertainties ζ : to do simple
calculations, we consider a conjugate prior, which is Inverse-
Gamma :

p(vζi |αζ0 , βζ0) = IG(vζi |αζ0 , βζ0) (64)

with parameters (αζ0 , βζ0), as done in [14]. With this prior,
step (53b) presented in section III-B is done similarly to
updates (36b) and (36d). The way to fix parameters αζ0 and
βζ0 is important, since, according to{

p(ζi|vζi) = N (ζi|0, vζi)
p(vζi |αζ0 , βζ0) = IG(vζi |αζ0 , βζ0)

(65)

the distribution of ζi marginalized with respect to vζi is a
generalized Student-t. From this point, two ways are possible.
One is to model total uncertainties as Gaussian, and so
parameters αζ0 and βζ0 are fixed similarly to αε0 and βε0
in section II-D for measurement uncertainties ε. Another way
is to enforce robustness with respect to outliers in projections
g, so a heavy-tailed prior is more appropriate for ζ. In this
case, αζ0 and βζ0 are fixed similarly to αξ0 and βξ0 in section
II-D for linear model uncertainties ξ.

B. Evaluation of the accuracy : Image Quality Indicator (IQI)
volume

We evaluate the accuracy of the error-splitting forward
model on an Image Quality Indicator (IQI) volume [48]. The
field-of-view is sampled into 512 × 512 × 256 voxels. To
reconstruct this volume by JMAP, 300 projections uniformly
distributed over [0, 2π] are used. The detector is sampled into
512 × 256 pixels. The source-to-rotation-center distance is
975 mm, and the source-to-detector distance is 1300 mm.
The IQI volume is a cylindrical plate in which holes are
drilled [48]. It is obliquely positioned in order to minimize
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(a) (b)

Fig. 4: Reference for IQI, reconstructed from 2400 projections [14] (bottom
(a) and top (b))

(a) (b)

Fig. 5: Reconstruction from 300 projections of IQI volume by filtered
backprojection [4] (bottom (a) and top (b))

the attenuation of X-rays inside it. As a result, the signal-
to-noise ratio is improved. Reference volume is reconstructed
from 2400 projections [14] and is shown in figure 4. From 300
projections, the filtered backprojection [4], which initializes
JMAP, is shown in figure 5. TV-reconstruction is shown in
figure 6. To tune JMAP, we consider that the SNR is 20
db, which is a realistic value. We set βε0 = 1 to ensure
that constraint (28) is fullfilled. The parameters of the error-
splitting forward model for IQI reconstruction are summarized
in table III. They are fixed according to the strategy explained
in section II-D.

Parameters SNR αε0 βε0 αξ0 βξ0
Values 20 Use (31) 1 0.01 0.0001

TABLE III: Parameters of the error-splitting forward model for IQI recon-
struction

In order to compare tested forward models, the values of

(a) (b)

Fig. 6: Reconstruction from 300 projections of IQI volume by TV-regularized
least-squares [45] (bottom (a) and top (b))

(a) (b)

(c) (d)

(e) (f)

Fig. 7: Reconstructions from 300 projections of IQI volume by JMAP with
Gauss-Markov-Potts prior and : the usual forward model modelling ζ as
heavy-tailed (bottom (a) and top (b)), the usual forward model and modelling
ζ as Gaussian (bottom (c) and top (d)), and the error-splitting forward model
(bottom (e) and top (f))

the parameters of the Gauss-Markov-Potts prior on the volume
remain the same whatever the forward model is. These values
are summarized in table IV. Since the volume is composed of
nylon, polytetrafluoroethylene (PTFE), polyamide and air, we
fix K = 4. Parameters m0 and (αk)k are automatically set
as done in [14]. The other parameters in table IV are fixed
following the strategies explained in [14].

Parameters K γ0 v0 α0 β0
Fixed values 4 3 1 5 0.01

TABLE IV: Parameters for Gauss-Markov-Potts prior model on IQI volume

Reconstructions of IQI volume by JMAP with Gauss-
Markov-Potts prior are shown in figure 7. As we see, the
reconstructions obtained with the different forward models
look the same : SSIM indices [49] computed between these
reconstructions are approximately 1. We see they are smoother
than FDK reconstruction. Like TV-reconstruction in figure 6,
the reconstructions by JMAP have compact and homogeneous
regions thanks to the use of Gauss-Markov-Potts prior model.
For each forward model, the segmentations obtained jointly
with the reconstruction are shown in figure 8 : as we see, they
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(a) (b)

(c) (d)

(e) (f)

Fig. 8: Segmentations obtained jointly with the reconstruction from 300
projections of IQI volume by JMAP with Gauss-Markov-Potts prior and :
the usual forward model modelling ζ as heavy-tailed (bottom (a) and top
(b)), the usual forward model and modelling ζ as Gaussian (bottom (c) and
top (d)), and the error-splitting forward model (bottom (e) and top (f))

are the same. To compare the accuracy of each reconstruction,
we focus on the little holes of the volume visible in subfigures
(a), (c) and (e) of figure 7. We show their profiles in figure 9,
with the ones of reference, FDK and TV reconstructions. We
observe that JMAP with Gauss-Markov-Potts prior enhances
the contrast, making transitions between holes much sharper
than FDK and TV. For the two biggest holes, whatever the
used forward model is, JMAP reaches the lowest value and is
better than FDK and TV. Nevertheless, this value is slightly
under the theoretical value of 0 due to the fact that no
non-negativity constraint is enforced in our algorithm. For
the two intermediate holes, TV-reconstruction’s profile goes
lower than JMAP. For these holes, the profile is the same
for JMAP reconstructions whatever the forward model is. For
the two most little holes, the accuracy is quite similar for
JMAP with the error-splitting forward model, JMAP with
the usual forward model modelling ζ as Gaussian, and TV-
reconstruction. It is slightly lower for JMAP with the usual
forward model modelling ζ as heavy-tailed. Hence, we see
that the error-splitting forward model does not imply a loss of
accuracy, and is even better than the usual forward model for
a certain set of parameters.

We analyze the convergence of JMAP with each forward
model. For the error-splitting forward model, the criterion
(37) of algorithm in table II converges to a maximum value
as shown in figure 10. Computation times are shown in
table V : because the error-splitting forward model adds very
few operations, the reconstruction times for JMAP with each
forward model are similar and are approximately 30 minutes.
For volume update step at each iteration of JMAP, 10 sub-
iterations are performed. Hence, because PDFW does not
have sub-iterations and because we run JMAP during 50
iterations, TV-reconstruction is obtained in 500 iterations. The
reconstruction time for TV is approximately 20 minutes. The
computation time for JMAP is larger than the one for TV due
to the segmentation step done on CPU. We show the evolution
of RMSD with respect to reference volume in figure 11 for
TV and in figure 12 for JMAP. Compared to TV, in table V,
we see that a lower value of RMSD is reached for JMAP
with Gauss-Markov-Potts prior, whatever the forward model
is. Nevertheless, in figure 12, we see that the RMSD reaches
its lowest value with the error-splitting forward model. Thus,
for this reconstruction with Gauss-Markov-Potts prior, JMAP
with the error-splitting forward model is more accurate than
JMAP with usual forward model (1).

C. Evaluation of robustness : composite material with metallic
edges

We now evaluate the robustness of our algorithm on chal-
lenging data with metal : the controlled volume is made of
composite material with titanium on the edges. We denote
it by CMTE (Composite Material with Titanium on the
Edges). The field-of-view is sampled into 5123 voxels. The
reconstruction is performed with 300 projections uniformly
distributed over [0, 2π]. The detector is sampled into 5122

pixels. The source-to-rotation-center distance is 432 mm, and
the source-to-detector distance is 807 mm. Reference volume
is reconstructed from 1500 projections [14] and is shown in
figure 13. As we see, even with a lot of projections, scattering
remains around the titanium edges. This scattering is hard to
remove because the values for scattering are near the values
for composite material. The filtered backprojection from 300
projections is shown in figure 14. The parameters of the
error-splitting forward model are summarized in table VI.
Because we have a lot of absorption and scattering due to the
presence of titanium, we fix αξ0 < βξ0 < 1, as explained in
section II-D. The values of the parameters for Gauss-Markov-
Potts prior model on CMTE volume are presented in table
VII. CMTE is composed of composite material and titanium.
Furthermore, we have to take the air in the field-of-view into
account. Hence, we fix K = 3.

Because of high beam-hardening, the number of sub-
iterations for volume update in JMAP has to be fixed carefully
in order to avoid local optima : at each iteration of JMAP,
2 sub-iterations are performed for volume estimation. We
run JMAP during 50 iterations. Hence, TV-reconstruction is
obtained in 100 iterations. Joint reconstructions and segmen-
tations of CMTE volume by JMAP with Gauss-Markov-Potts
prior are shown in figure 16. Figure 17 shows the convergence
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Fig. 9: Accuracy : profiles of the holes of IQI volume for each reconstruction, with Gauss-Markov-Potts prior for JMAP

Forward model Usual Usual Usual Error-splitting
Prior model TV Gauss-Markov-Potts Gauss-Markov-Potts Gauss-Markov-Potts
Algorithm PDFW JMAP-Heavy-tailed JMAP-Gaussian JMAP-Error-splitting
Computation time 1180 s 1876 s 1777 s 1854 s
Final value of RMSD (/m) 22.10× 10−4 9.09× 10−4 8.86× 10−4 8.78× 10−4

TABLE V: Performance comparison on IQI reconstruction from 300 projections, of TV-PDFW and JMAP with Gauss-Markov-Potts prior model and : the
usual forward model modelling ζ as heavy-tailed, the usual forward model modelling ζ as Gaussian, and the error-splitting forward model

Parameters SNR αε0 βε0 αξ0 βξ0
Values 20 Use (31) 1 0.01 0.1

TABLE VI: Parameters of the error-splitting forward model for CMTE
reconstruction

Parameters K γ0 v0 α0 β0
Fixed values 3 3 1 5 0.01

TABLE VII: Parameters for Gauss-Markov-Potts prior model on CMTE
volume

of the criterion of JMAP with the error-splitting forward
model. In figure 16, we see that reconstructions by JMAP
still have scattering around the titanium. Because the values
for scattering are very near the values for composite material,
scattering is misclassified in the segmentation and is in the

same class as composite. With the error-splitting forward
model and with the usual forward model modelling ζ as heavy-
tailed, JMAP is very close to the reference. This is not the
case with the usual forward model modelling ζ as Gaussian
: the reconstruction has very strong beam-hardening artifacts
at the extremities of the titanium. We see in figure 19 that
JMAP with the usual forward model modelling ζ as Gaussian
diverges far from the reference volume. Indeed, because the
prior on ζ is Gaussian, i.e. short-tailed, the algorithm tries to
be too close to the data, which is not a good point, since high
absorption is present in the data due to the titanium edges.
The same phenomena occurs for TV-reconstruction in figure
15. As shown in table VIII, TV-reconstruction reaches a higher
value of RMSD than JMAP.

On the opposite, JMAP with the error-splitting forward
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Fig. 10: Convergence for JMAP with the error-splitting forward model and
Gauss-Markov-Potts prior for IQI reconstruction from 300 projections

Fig. 11: Convergence to reference volume for IQI reconstruction by TV-
regularized least-squares

Fig. 12: Convergence to reference volume for IQI reconstruction by JMAP
from 300 projections with Gauss-Markov-Potts prior and : the usual forward
model modelling ζ as heavy-tailed, the usual forward model modelling ζ as
Gaussian, and the error-splitting forward model

Fig. 13: Reference for CMTE, reconstructed from 1500 projections [14]
(middle slice)

Fig. 14: Reconstruction from 300
projections of CMTE volume by
filtered backprojection [4] (middle
slice)

Fig. 15: Reconstruction from 300
projections of CMTE volume by
TV-regularized least-squares [45]
(middle slice)

model and JMAP with the usual forward model modelling
ζ as heavy-tailed manage to remove beam-hardening artifacts,
and, as a result, converge to the reference volume, as shown by
the evolution of RMSD in figure 19. In table VIII, we see that
final RMSD is practically the same for these reconstructions.

Hence, for this reconstruction with Gauss-Markov-Potts
prior, JMAP with the error-splitting forward model is as
robust as JMAP with the usual forward model modelling ζ as
heavy-tailed. The interesting point is that, when evaluating the
accuracy on IQI volume in the previous section, JMAP with
the error-splitting forward model obtains the same accuracy
than JMAP with the usual forward model modelling ζ as
Gaussian, while the reconstruction is less accurate with heavy-
tailed prior on ζ in the usual forward model. Indeed, because
there are not high uncertainties on the projections for IQI
volume, modelling ζ as short-tailed for JMAP with the usual
forward model enables to be close to the data, and then
to be more accurate. But, with CMTE volume, being too
close to the data leads to a failure in removing strong beam-
hardening artifacts. For the error-splitting forward model, our
better physical modelling leads to the best accuracy for IQI
reconstruction, and, thanks to the heavy-tailed prior on linear
model uncertainties, to robustness for CMTE reconstruction.
Hence, in our experiments with Gauss-Markov-Potts prior,
JMAP with the error-splitting forward model combines ac-
curacy and robustness, while, with the usual forward model,
accuracy is only achieved by modelling ζ as Gaussian, and
robustness only by modelling ζ as heavy-tailed.

D. Discussion

Our experiments have shown that the error-splitting forward
model enables to get robustness with heavy-tailed prior on
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Forward model Usual Usual Usual Error-splitting
Prior model TV Gauss-Markov-Potts Gauss-Markov-Potts Gauss-Markov-Potts
Algorithm PDFW JMAP-Heavy-tailed JMAP-Gaussian JMAP-Error-splitting
Computation time 381 s 5074 s 5359 s 5496 s
Final value of RMSD (/m) 11.883× 10−3 1.765× 10−3 8.167× 10−3 1.785× 10−3

TABLE VIII: Performance comparison on CMTE reconstruction from 300 projections, of TV-PDFW and JMAP with Gauss-Markov-Potts prior model and :
the usual forward model modelling ζ as heavy-tailed, the usual forward model modelling ζ as Gaussian, and the error-splitting forward model

(a) (b)

(c) (d)

(e) (f)

Fig. 16: Joint reconstructions and segmentations (middle slices) from 300
projections of CMTE volume by JMAP with Gauss-Markov-Potts prior and :
the usual forward model modelling ζ as heavy-tailed (reconstruction (a) and
segmentation (b)), the usual forward model and modelling ζ as Gaussian
(reconstruction (c) and segmentation (d)), and the error-splitting forward
model (reconstruction (e) and segmentation (f))

linear model uncertainties ξ, and accuracy with short-tailed
prior on measurement uncertainties ε, while the usual forward
model only enables to get one of these features. These re-
sults have been obtained with Gauss-Markov-Potts prior for
quasi-piecewise-constant volumes, which is useful for many
CT imaging problems in industry and medicine [33]–[36].
Nevertheless, Gauss-Markov-Potts prior fails in reconstructing
texture-rich details such as in woven composite materials.
Since our derivation of the error-splitting forward model in
section II-A is valid for any X-ray CT imaging task, future
works will mainly focus on combining the error-splitting
forward model with appropriate priors for textured, or more
generally no longer piecewise-constant, volumes.

VI. CONCLUSION

Taking into account the error in the monochromatic model
with respect to the polychromatic one, we have included a
noise term in the mean of Poisson statistics of photon-count
in 3D X-ray CT. From this addition, we have derived a
new forward model for Model-Based Iterative Reconstruction
(MBIR) methods, where two terms of uncertainties are present
instead of one. This error-splitting forward model distinguishes
what we called measurement uncertainties and linear model
uncertainties. Measurement uncertainties appeared as Gaussian
in our second order Taylor series expansion of the Poisson log-
likelihood, while linear model uncertainties appeared as an
unknown bias between measured and theroretical projections
g and Hf . Thanks to the use of generalized Student-t
distribution, a heavy-tailed prior has been assigned to this bias
in order to ensure robustness in the reconstruction process. We
have given details about how to fix each parameter of the error-
splitting forward model, so each uncertainty was modeled as
we wished.

Compared to the usual forward model, the error-splitting
forward model adds very few calculations thanks to the
simplicity of generalized Student-t distribution. We have
combined this new forward model and Gauss-Markov-Potts
prior in order to reconstruct piecewise-constant volumes. In
our experiments with real data, we have compared our new
forward model with the usual one. Thanks to our better
physical modelling, we have shown that, with Gauss-Markov-
Potts prior, using the error-splitting forward model enables to
obtain more accurate and more robust reconstructions, while
only one of these two features is achievable with the usual
forward model. Since our experiments have been done with
Gauss-Markov-Potts prior model on the volume, in future
works, the emphasis will be on the impact of the error-splitting
forward model combined with other priors. Efforts will also be
made to see how to improve the error-splitting forward model
to tackle strong scattering around titanium edges of the second
volume used in our experiments. Concerning Gauss-Markov-
Potts prior, the acceleration of the segmentation step on GPU
will also be done.

APPENDIX A
QUADRATIC APPROXIMATION FOR THE LOG-LIKELIHOOD

TO DERIVE THE ERROR-SPLITTING FORWARD MODEL

From equation (4) and by performing a second order Taylor
series expansion, we get

I0e
−[Hf ]i + ni + ri = Ii + ni + (Ii − ri)(gi − [Hf ]i)

+
1

2
(Ii − ri)(gi − [Hf ]i)

2 + o
(
(gi − [Hf ]i)

2
)
. (66)



IEEE TRANSACTIONS ON COMPUTATIONAL IMAGING, VOL. ?, NO. ?, ? 2018 14

Fig. 17: Convergence for JMAP with the error-splitting forward model and
Gauss-Markov-Potts prior for CMTE reconstruction from 300 projections

Fig. 18: Convergence to reference volume for CMTE reconstruction by TV-
regularized least-squares

Fig. 19: Convergence to reference volume for CMTE reconstruction by JMAP
from 300 projections with Gauss-Markov-Potts prior and : the usual forward
model modelling ζ as heavy-tailed, the usual forward model modelling ζ as
Gaussian, and the error-splitting forward model

Hence, we have

Ii ln
(
I0e
−[Hf ]i + ni + ri

)
= Ii ln(Ii + ni)

+
Ii(Ii − ri)
Ii + ni

(gi − [Hf ]i)

+
Ii(Ii − ri)(ri + ni)

2(Ii + ni)2
(gi − [Hf ]i)

2

+ o
(
(gi − [Hf ]i)

2
)
. (67)

From (9), and after reparametrization (4), it leads to

− ln(p(gi|f , ni, ri) = ln(Ii!) + Ii + ni − Ii ln(Ii + ni)

+ bi(gi − [Hf ]i) +
ai
2

(gi − [Hf ]i)
2

+ o
(
(gi − [Hf ]i)

2
)

(68)

which leads to approximation (14), with ai and bi given by
(11).

APPENDIX B
CALCULATIONS FOR FIXING THE PARAMETERS OF THE

ERROR-SPLITTING FORWARD MODEL

We suppose βε0 is correctly fixed to comply with constraint
(28), so measurement uncertainties are actually Gaussian. In
order to do simple calculations, we make the assumption that
true projections and measurement uncertainties are indepen-
dent, and remove the expectations :

‖g‖22 = ‖g0‖22 + ‖ε‖22. (69)

We define parameter SNR by :

SNR = 10 log

(
‖g0‖22
‖ε‖22

)
= 10 log

(
‖g‖22
‖ε‖22

− 1

)
. (70)

Since we approximate ‖ε‖22 by its expectation, we have

‖ε‖22 ≈ E
(
‖ε‖22|αε0 , βε0

)
=

M∑
i=1

E
(
ε2i |αε0 , βε0

)
(71)

and
E
(
ε2i |αε0 , βε0

)
=

βε0
αε0 + 1

2

(72)

according to (30). Combining equations (70) and (71), we
obtain formula (31) to automatically fix αε0 with respect to
the data and SNR.
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