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Abstract 

Machine learning algorithm has brought the augmenting change in the field of artificial 

intelligence which espoused human discerning power in a splendid manner. The algorithm has 

various categories among which classification is the most popular part. Support vector 

machine algorithm, logistic regression, naïve bays algorithm, decision tree, boosted tree, 

random forest and k nearest neighbour algorithm all are under classification algorithms. 

Classification process needs some pre-defined method which leads the method for choosing 

the train data from the sample data given by the user. Decision making is the heart of any 

classification algorithm as supervised learning stands out on the decision of users. So the 

strong mathematical model based on conditional probability lies behind each algorithm. This 

paper is the study of those mathematical models and logic behind various classification 

algorithms which help to create a strong decision for users to make the training dataset based 

on which machine can predict the proper output. 

Markov chain model 

Markov chain model is a statistical and mathematical setup which has some hidden 

layers and can be represented as the simple Basyian network which is directly visible to the 

observer. This model has a remarkable contribution in the field of supervised and 

reinforcement learning and for pattern recognition. If any example is considered for two 

classes i.e. A and B and it has 4 transitions when the system is in A then it can be considered 

as a transition of B similarly when a system is in B it can be considered as a transition of A 

(Fig1). In that way, a transition matrix will be formed which will define the probability of 

transition of the state. In that way not only in two classes but also with n no of classes or 

states the model can be built up. 

A

B

 
Fig 1: Two state Markov chain model 

So the Markov chain model is based on conditional probability. The main target of this 

structure is to concentrate on the completion of a task is the best-suited way which requires 

the probability of the summation of all sequences in its best-suited way. The probability of the 

observant in a particular sequence has been described in the equations (Eqn 1 to 4). 
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(0), (1),...., ( 1)Y y y y L                                                                                                           (1) 

The length of the L is defined as  

( ) ( | ) ( )
X

P Y P Y X P X                                                                                                          (2) 

The sum of the overall hidden node sequences 

(0), (1),....., ( 1)X x x x L                                                                                                         (3) 

Using the chain rule it is defined that  
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The Markov chain assumption depends on
ie . 

Example of Markov chain model 

In the heavy industry like oil and gas industry, petrochemical industry, in power plant 

moreover in household purposes and in agriculture, the pumping system is a very instigate 

part so the health of the pumping system is needed to be under proper vigilance. Machine 

learning algorithm has conveyed the bewildering elucidation where both incessant monitoring 

and ground level fault detection are conceivable. Various faults occur in the pumping system 

where cavitation is one of the faults among these [1]. Cavitation occurs when the bubbles are 

created in the area of the impeller and sudden pressure drops. So detection of cavitation in the 

pumping system is a challenging task. If it is considered that total points collectively with 

faulty and no faulty condition is 300 and only cavitation fault points are 240, then the 

implementation of Markov model based on conditional probability is described in the 

equations ( Eqn 5-7). 

P (Trained points| Faulty points (cavitation)) = 
( int ( ))

( int )

P Faultypo s cavitation

P totaltrainedpo s
                       (5) 

                                                                        = 
( int ( ))

( int )

C Faultypo s cavitation

C totaltrainedpo s
                       (6)  

                                                                        = 
240

300
                                                          (7) 

                                                                        = 0.8 

So the choosing of faulty points is more preferable when the user can define the faulty points 

properly.  

The mathematics behind the algorithms 

Each and every classification algorithm is built up with strong mathematical models 

and logic. Though the decision tree is one of the classification algorithms every algorithm is 

bound to make one decision before starting of making the trained model. The logic of the 

SVM is for finding out the optimal separating hyperplane that maximizes the margin of 

training data [2]. If two classes A and B are there, for separating A and B a hyperplane is 

required which is called separating hyperplane, so choosing of the hyperplane is very vital. If 

hyperplane is wrongly chosen then it is very difficult for the classification of two classes [3] 

(Fig 2). The hyperplane is constrained by the equation 8. 
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Fig 2: Choosing of hyperplane for classification in SVM  

Similarly, k nearest neighbour algorithm needs the proper distance from the testing 

point to the classification point. The distance d has a relationship between test point y with 

classification point x [4] (eqn 9). 
12 ( ) ( )V
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                                                                                                            (9) 

Similarly decision tree algorithm needs proper decision-making tree which will take the 

decision for predicting the best-suited output, naive bays algorithm stands on the theory of 

conditional probability (eqn 4), logistic regression needs continuous data for analysis and 

prediction of output is based on sigmoid function (eqn 10), random forest stands on the theory 

of Chebychev inequality combination of mean and standard deviation (eqn 11). 
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Conclusion: 

The article presents the Markov chain model based on conditional probability which 

describes the classification algorithms for prediction of faulty points in the system accurately.  
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