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FAST PROXIMAL METHODS VIA TIME SCALING OF DAMPED INERTIAL DYNAMICS

HEDY ATTOUCH, ZAKI CHBANI, AND HASSAN RIAHI

Abstract. In a Hilbert setting, we consider a class of inertial proximal algorithms for nonsmooth convex optimization,
with fast convergence properties. They can be obtained by time discretization of inertial gradient dynamics which
have been rescaled in time. We will rely specifically on the recent developement linking Nesterov’s accelerated method
with vanishing damping inertial dynamics. Doing so, we somehow improve and obtain a dynamical interpretation of
the seminal papers of Giiler on the convergence rate of the proximal methods for convex optimization.

Key words: Nonsmooth convex optimization; inertial proximal algorithms; Lyapunov analysis; Nesterov accelerated
gradient method; time rescaling.

AMS subject classification. 37N40, 46N10, 49M30, 65K05, 65K10, 90B50, 90C25.

1. INTRODUCTION

Throughout the paper, H is a real Hilbert space with scalar product (-, ) and norm || - ||, and ® : H — RU{+o0} is
a convex lower-semicontinuous and proper function such that argmin ® # @. Our study falls within the general setting
of the Inertial Proximal Algorithm, (IPA), , for short

Yk = T+ ap(Tr — Tp—1)
(IPA)ak’ A
Tpy1 = Proxy, oY)

where (ay) is a sequence of positive extrapolation parameters, and () is a sequence of positive proximal parameters.
On the basis of an appropriate tuning of «y and A\, we will show that for any sequence () generated by (IPA) ok Ak
the convergence of values ®(xx) — mingy ® can be done arbitrarily fast. Recall that, for A > 0, the proximal mapping
Prox,s : H — H is defined by

1
proxsa (o) = argminge { 2(6) + 5o - €17}

Equivalently, prox,g(z) + A0® (prox,g(z)) > z, that is, prox,p = (I 4+ Ad®)~ " is the resolvent of index A of the
maximally monotone operator d®. The proximal mapping enters as a basic block of many splitting methods for
nonsmooth structured optimization. A rich literature has been devoted to proximal-based algorithms. One can
consult [5], [19], [20], [26], [37], [38] for some recent contributions to the subject in the convex optimization setting.

As a guideline of our approach, we consider proximal algorithms corresponding (when @ is smooth) to various time
discretizations of the second-order evolution equation

(AVD), , (1) + %sz:(t) + AV (z(t)) = 0.

The case (t) = 1 corresponds to the dynamic introduced by Su-Boyd-Candes [45] as a continuous version of the
Nesterov accelerated gradient method, see also [5], [11]. The terminology (AVD) refers to Asymptotic Vanishing
Damping, a specific characteristic of this dynamic in which the damping coefficient ¢ vanishes in a controlled manner
(neither too fast nor too slowly), as ¢ goes to infinity. The introduction of the varying parameter ¢ — (B(t) comes
naturally with the time reparametrization of this dynamic, and plays a key role in the acceleration of its asymptotic
convergence properties (the key idea is to take §(t) — +o0o as t — +o00 in a controlled way). Doing so, we obtain a
dynamic interpretation of Giiler’s founding articles [29, 30] on the convergence rate of the proximal methods for convex
optimization. Our work is part of the study of the link between continuous dynamics and algorithms in optimization.
It is a living subject, and particularly delicate in the non-autonomous case, here are some recent references on the
subject [2], [11], [15], [17], [18], [23], [28], [39], [44], [45].

As a model example of our results, consider the algorithm (IPA)ak, A, associated with the following discretization
of (AVD)a”g

a—1 1
3 (karl - xk) + %(xk — xkfl) + 6kV<I>(xk+1) =0.

The parameter 5 is the discrete version of §(t). Along with 8(¢t) — 400 as t — +o00, we will pay special attention
to the case By — +00 as k — +oo. Taking Br = k° (it corresponds to 3(t) = t° in (AVD),, ) gives the parameters

(1) (Tp+1 — 22 + 1) +
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k6+1

ap=1-— Assuming that a > 3, and 0 < § < a— 3, we will show that for any sequence

e R
(zk) generated by the algorithm (IPA)

Ak

. 1
(I)(xk) —min® =o0 <k2+6> .

This result provides with a much simpler algorithm the convergence rate obtained by Giiler in [30]. As a result, by
taking the parameter « large enough, we can take a large parameter ¢, and thus obtain an arbitrarily fast convergence
rate of values (in the scale of powers of %) In doing so, «y is close to one (following Nesterov’s acceleration), and
Ak is large (this is the large step proximal method). In addition, we obtain convergence rates to zero for speed and
acceleration, and we show that the sequence (z) converges weakly to some x., belonging to the solution set argmin .
Our study also opens new perspectives on the acceleration of proximal methods for inclusions governed by maximally
monotone operators. This is an active research subject (link with ADMM algorithm) where proximal methods with
large steps play an important role, see the recent studies [6], [7], [8], [14].

The paper is organized as follows: In section 2, we introduce the accelerated proximal algorithms via an implicit
discretization of the rescaled dynamic (AVD)(L 5- In section 3, we show that a proper tuning of the parameters provides
fast convergent algorithms. In section 4, we show the convergence of the iterates to optimal solutions. In section 5,
we compare our results with those of Giiler. In section 6, we study the stability of the algorithms with respect to
perturbations and errors. Finally, in section 7 we analyze the fast convergence properties of a general class of inertial
proximal algorithms that extend the situation studied in the previous sections. The Appendix contains a brief analysis
of the convergence properties of the associated dynamics, as well as some useful technical lemmas.

2. ACCELERATED PROXIMAL ALGORITHMS VIA TIME RESCALING OF INERTIAL DYNAMICS

In this section, we aim to introduce the algorithms and their fast convergence properties from a dynamic point of
view. To simplify the presentation and consideration of inertial dynamics, just for this section we assume that ® is
convex continuously differentiable.

2.1. Inertial dynamics for convex optimization. We will rely on the recent developments linking Nesterov ac-
celerated method for convex optimization with inertial gradient dynamics. As a main originality of our approach, we
will show that time rescaling of these dynamics leads to proximal algorithms that converge arbitrarily fast.

Precisely, (IPA) bears close connection with the Inertial Gradient System

QR Ak
(2) (IGS)y  &(t) +~(t)a(t) + V(x(t)) =0,
which is a non-autonomous second-order differential equation where (-) is a positive viscous damping parameter.
As pointed out by Su-Boyd-Candes in [45], the (IGS), system with y(t) = 2 can be seen as a continuous version

of the accelerated gradient method of Nesterov (see [35, 36]). This method has been developed to deal with large
scale structured convex minimization problems, such as the FISTA algorithm of Beck-Teboulle [20]. These methods
guarantee (in the worst case) the convergence rate ®(z) — miny ® = O (k%), where £ is the number of iterations.
Convergence of the sequences generated by FISTA, has not been established so far (except in the one dimensional case,
see [12]). This is a puzzling question in the study of numerical optimization methods. By making a slight change in the
coefficient of the damping parameter, one can overcome this difficulty. Recently, Attouch-Chbani-Peypouquet-Redont
[11] and May [34] showed convergence of the trajectories of the (IGS), system with v(t) = ¢ and a >3

(3) (AVD),, (1) + %g'c(t) +VB(x(t)) = 0.

They also obtained the improved convergence rate ®(x(t)) — miny ® = o(35) as ¢ — +oo. Corresponding results for

the algorithmic case have been obtained by Chambolle-Dossal [25], and by Attouch-Peypouquet [13].

2.2. Time rescaling: implicit versus explicit time discretization. Let us show that, by time rescaling, we can
make converge the trajectories of (AVD)  arbitrarily fast to the infimal value of ®. Suppose that a > 3. Given a
trajectory z(-) of (AVD)_, we know that (see [4], [11], [45])

1
4 ®(z(t)) — mind = = .
(W (@(0) ~mjno =0 ()
Let’s make the change of time variable ¢ = 7(s) in (AVD)_ , where 7(-) is an increasing function from R to R, which
satisfies limg_, o 7(s) = +00. We have

(5) #(7(s)) + %a‘:(r(s)) + V& (x(7(s))) = 0.

Set y(s) := x(7(s)). By the derivation chain rule, we have

y(s) = 7()a(7(s)),  G(s) = 7(s)i(r(s)) + 7(5)E(7(s)).
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Reformulating (5) in terms of y(-) and its derivatives, we obtain
o (109 = T30 4 =25 i)+ V() .
Hence, y(-) is solution of the rescaled equation
(s i%s—w i(s) + 7(s)? s)) =
(© 500+ (57060 = 20 ) o) + 6V R(y() = 0.
The inequality (4) becomes
. 1
) B(y(e) -~ mno =0 (1 ).

Hence, by making a fast time reparametrization, we can obtain arbitrarily fast convergence property of the values.
The damping coefficient of (6) is equal to

As a model example, take 7(s) = sP, where p is a positive parameter. Then (s) = %, where o, =1+ (a — 1)p, and
(6) writes

(8) i(5) + "2 (s) + 25"V (y(s)) = 0.
From (7) we have
() ®(y(s) - e =0 ;).

For p > 1, we have o, > «, so the same damping features as for (AVD) . The only major difference is the coefficient
s2(P=1) in front of V®(y(s)) which explodes when s — 4oc0.

As a general rule, implicit discretization preserves the convergence properties of the continuous dynamics. Precisely,
we are going to show that the implicit discretization of (8) provides proximal algorithms whose convergence rate can
be made arbitrarily fast with p large. The physical intuition is clear. Fast convergence just corresponds to fast
parametrization of the trajectories of the (AVD)  system.

The situation is completely different when we consider the gradient algorithms obtained by the explicit dicretization
of (8). Indeed, the fast convergence rate (9) cannot be transposed to the gradient methods: As a general rule, when
passing from continuous dynamics to explicit discretized versions, in order to preserve the optimization properties, a
step size smaller than the inverse of the Lipschitz constant of the gradient of the potential function must be chosen.
Since the Lipschitz constant of s2@~DV f tends to 400 as s — 400, this is not compatible with taking a fixed positive
step size for the time discretization. Indeed, we know that the optimal convergence rate of the values (best possible
in the worst case) for first-order gradient methods is O (%), see [36, Theorem 2.1.7].

2.3. Introducting the scaled proximal inertial algorithm from a dynamic perspective. Motivated by the
fast convergence properties of the trajectories of (8), we consider the second-order differential equation

(10) (AVD), 5 #(t) + %é'v(t) + B8 Ve(2(t) = 0,

where the positive damping parameter « satisfies « > 1, and §(+) is a positive time dependent scaling coefficient. From
our perspective, the most interesting case is when §(t) — 400 as t — +o0o. We will then specialize our result in the
important case 5(t) = tP considered above.

Let us consider the following implicit discretization of (AVD), g where for simplicity, the time step size has been
normalized equal to one: for k > 1,

a—1 1
(11) (Thy1 — 208 + 7p1) + A (Thy1 — 2k) + E(fﬂk —2k-1) + BV (2k41) = 0.
Note the special form of the discretization for the damping term ¢(t), which was used above. This proves to be
practical for our study. In section 7, we will study other types of discretization of the damping term, for which similar
convergence properties hold. But for the moment, for the sake of simplicity, we will study this specific case as a model
example. Equivalently, (11) writes as follows

a—1 1

(1+ B )(@ry1 — xk) + B VO(2p41) = (1 - %)(fﬁk — Tp_1).
Setting oy, = L and A\, = kiﬁk e obtain the inertial proximal algorithm
g k—k+a_1 k—k+a_17W prox g

Y = 2 + o (Tr — Tp—1)

(IPA),, . {

Th+1 = prox,\k¢(yk).
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The algorithm (IPA)ak A, Still makes sense for a general convex lower-semicontinuous proper function ® : H —
R U {+00}. In this case, equality (11) is replaced by the inclusion

a—1 1

A (Tp41 — x) + E(Ik — Tk—1) + BrOP(zk41) 3 0.
Remark 2.1. It is interesting to note that similar proximal inertial algorithms can be obtained by discretizing (AVD)
(i.e., with 8 = 1) with a variable step size hy. Then S = hi, and so taking hy large corresponds to taking [ large.
In [5] Attouch-Cabot consider the case of a general extrapolation coefficient oy, but their study is limited to the case
of a fixed step size, hy = h > 0, which therefore does not cover our situation.

(12) (Tpg1 — 22 + Tp—1) +

3. FAST CONVERGENCE RESULTS

We now return to the general situation where ® : H — RU{+o00} is a convex lower-semicontinuous proper function
such that argmin ® # (. We will analyze the convergence rate of the values for the sequences (1) generated by the
algorithm (IPA)O%)%. Let’s recall the basic result concerning the case ay = 1 — ¢, Ay = p > 0, which is directly
related to the Nesterov accelerated method (see [13], [20], [25], [45]). When « > 3, we have ®(z;) —min® = O (;) .
Indeed, we are going to show that the introduction of the scaling factor £ into the algorithm allows us to improve

the convergence rate, and so obtain, for any sequence (zy) generated by the algorithm (IPA),,

O(zp) —mind® =0 <k21ﬁk> .

3.1. Convergence of the values.

k-1 k
Theorem 3.1. Suppose a > 1. Take oy, = Tra_1 ™ = Ic—kiﬂkl Suppose that the sequence (Bi) satisfies the
a— a—
growth condition: there exists k1 € N such that for all k > ky
k(k+a—1)
H < —— 0.
(Hg) Bry1 < FE Br

Then, for any sequence (xy) generated by the algorithm (IPA)O%M, we have

(i) B(ax) — miny & = O (kjﬁk) ,
(1) > k> K2 BRIIERIIP < 400, with & € 0P(xxyi1),
(@1) D ps1 Tk (2(Th41) — ming ) < +o0

where Ty, := k(k +a — 1)Bx — (k +1)?Bk41 is non-negative by (Hg).

Proof. Let us denote briefly m := miny ®. Fix z € argmin ®, that is ®(z) = miny ® = m, and consider, for k > 1,
the energy function:

Ek = kQBk ((I)({,Ck) - m) + %HU}CH27
with
v = (a— 1)(xg — 2) + (k — 1)(ap — Tp—1)-

Let’s look for conditions on Sj so that the sequence (E})x is non-increasing. To this end, we evaluate the term
Eyxy1 — Eg.

Eip1 — By = (k+1)2B1 (®(zp41) — m) — K28y (®(zk) — m) + lvera [ — 3lokl?
= (k+1)?(Brt1 — Br) (2(rt1) —m) + (k+ 1)? By ((2g41) — m) — k?Bx (2(ax) — m)
(13) +allowrill? = 3llowl?

= [(k+1)2(Brgr — Br) + 2k + 1)Br] (D(zh41) — m) + k2B (D(x11) — P(2))
+3llveall® = llvel?.
On the other hand,
Ukt — vk = (o= 1D)(zp1 — 2k) + k(@r1 — 2x) — (k= 1)(@x — 2p-1)

(o = D) (@py1 — zx) + (@ — 1) + k(2pg1 — 20 + Tp—1)

= —kBi&k,
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with & € 0P(xk+1), where the last equality comes from (12). Combining the above formula with the definition of v,
we obtain

(Vi1 — v, 0p41) = (@ = D)(@p41 — 2) + k(@pt1 — k), —kBrér)
(o = D)kBr (ks 2 — Thg1) + k2 Be(E, ok — To1)
(o = Dk (2(2) — @(wp41)) + k2 Bi (®(zk) — P(241)) 5
where the last inequality follows from « > 1, the convexity of @, and & € 0P(xky1). Using the elementary algebraic
equality

IN

(14) Skl = Slleell? = (oesn — v vern) — 3 loies — vl
we obtain

Sllvksal” = Slluell? < (o= DRk (2(2) — Blagr)) + K266 (Brx) — Blain)) — 5 K5l
Combining the above inequality with (13), and after simplification, we obtain
< [+ 12 (Brega — Br) + 2k + 1)k — (a — DEBR] (D(zr11) — ©(2))
< [(k+1)?Brs1 — kBk(k + o — 1)] (2(zp41) — ©(2)).

A

1
By — By + 5k2BiH£kllz

Hence
1
(15) Eyi1 — B + §k26§||§kll2 + T (1) — @(2)) < 0,
where
Ty i=k(k+a—1)8, — (k+1)*Bry.

By assumption (Hg), for all k > k; we have I'y, > 0, and hence Ejy1 < Ej. The sequence (Ej)g>k, is non-increasing
and minorized by zero. Consequently, it is convergent. By definition of E}, we obtain, for all k > k;

kB, (®(x),) — min ®) < By, < Ey,,

which gives item (1),

. 1
O(zp) —mind® =0 <k25k>.

Moreover, from inequality (15) and T'y, < 0 for k > k;, we obtain, for all i > k;
1.
Eiyn— B + 51251'2“&”2 <O0.
Summing the above inequalities from ¢ = k1 to k > k1, we get %Z?:kl 282 &1? < Ex, — Exy1 < Ej,, and hence
> B < +oo,
E>1

which gives item (i).
For item (7i7), we go back to (15). By summing the corresponding inequalities for k > k1, we obtain

oo
0< ) Tk (P(zx11) — ¥(2)) < Ey, < 400,
k=k,

which gives the claim. (|

3.2. Convergence rate to zero of the velocities and the accelerations. To obtain fast convergence of velocities
to zero, we need to introduce the following slightly strengthened version of (Hg).

Definition 3.2. We say that the sequence (By) satisfies the growth condition (H;) if there exists k1 € N and p > 0

such that for all k > ky

k(k + (o —1)(1 - p))
(k+1)2

Note that (Hg) corresponds to the case p = 0. Let’s give an equivalent form of (Hg) convenient for calculation.

(Hy) Bre < B-

From (Hj ) we immediately get
(k+ 1>2ﬂk+1 — k‘Qﬁk —(a=1)(1 - p)kBy < 0.

Hence
(16) pla— 1))k < —(k+1)*Brgr + k*Br + (@ — 1)kfy = T

We can now establish the following rate of convergence for the velocities, and the acceleration. Note that the quantity
lZg+1 + 22k — zp—1]| = || (Th+1 — zk) — (T — zK—1)]| is a discrete form of the norm of the acceleration.
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Proposition 3.3. Suppose that a > % Under condition (Hg)™ we have

—+oo
> kllzn =z |* < +o0.
k=1
and
o0
Z k2||xk+1 — 2z + a:k_lHQ < +00.
k=1
Moreover

Z kB (@(mk+1) — min @) < 4o00.
k=1 "
Proof. Consider, for k > 1, the global energy function:

Wi 1= B (2(x) —m) + 3 el

with
W - =T — T—1-
Let’s evaluate the term (k + 1)W1 — k*W,.

(k+ 12Wi1 — B2We = (k+ 1281 (®(@rgr) — m) — k2B (D(ax) — m) + FED g |2 — 2 |2
= (k+1)2Brr1 — Br) (P(xr41) —m) + (k +1)? B (®(2g41) — m)
2B (@ (k) —m) + EED g2 — & a2
(17) = [(k+1)%*Br+1 — Br) + (2k + 1)Bi] (P(zp41) — m) + k2 Bi (P(z41) — P(ap))
I (w12 = Hwgl?) + 252 |wg ]2
(o = 1)k (P(zht1) — m) + k2B (P(2h41) — D(a1))

2
+% (w1 1? = ||wk||2) + %THHU%HHQ

IN

where the last inequality comes from assumption (Hpg).
On the other hand,

slweial? = Sllwell> = —3llwkrs — will® + (wrer — wi, wiepa)
= —Yapi — 22k + 2 P+ (kg1 — 22k + T, Tegr — k)
= —3llorer — 2z + zpo1 ||? — (5 (@rgr — k) + F(@k — Tho1) + Brbk, Tha1 — Ti)
with &, € 0® (x4 1), where the last equality comes from (12). After multiplying by k%, we obtain
B w2 = lwel?) = =5 s = 220 + @ 2 = (@ = D@t = 20) + (@ — 2x-1) + kBibe, k(zre — 24)
< —B|wpgr — 20k + 2o ||? = (@ = DE||[@grr — 2% — k (@ — 2, 2 — 25o1) — K28k (B(2g41) — D))

where the last inequality follows from the convexity of ®, and & € 0P (z41)-
Combining the above inequality with (17), and after simplification, we obtain

k2
(k+ I)ZWk_H — kZWk + ?Hz;ﬂ_l — 2z + xk_1||2

2k +1
< (a = D)EBy (P(zh11) —m) — (@ = Vk[lapir — zx|? = k (@p1 =z, 21 — 25-1) + 5 lekss = k.
Equivalently
k2 2k +1
(k+1)*Wyp1 — KWy + 5 lwess = wi || + (o = Dkllwg 1] + & (wr1, wy) — 5 [wp41]?
< (a = 1)kBr (2(zh41) —m).
By elementary algebraic operations
k? 2k +1
5 k41 = wi|? + (o = Dkllwpa|1? + k (wrg1, wy) — 5 [wra[|®
k2 k k k 2k + 1
= 5 w1 = w]|* + (@ = Dk[lwg]|* + §|\wk+1|\2 + §Hwk||2 = g llwksr = wgl|* — ) [[wp 1]

k(k — 1) 3.1

k
= S o =l + (0= 5k 3 ) T P+ Sl
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For a > %, and k sufficiently large, all the above quantities are non-negative. Hence

k k(k—1
(k4 1)*Wii1 — E*W + §||90k — zp1|]® + (T)kaﬂ — 2z 4 2 || < (0 — D)EBk (P(2p41) —m).
By condition (Hg)™", as formulated in (16), we have p(a — 1)k < Ty, for some p > 0, and k sufficiently large. Hence
k k(k—1 1
(18) (k + 1)*Wip1 — KWy + 2l = w1 + %Hxlﬂ-l — 2ap, + apa |” < ;Fk (®(zp41) —m).

Let’s sum the above inequalities for k& > ki. According to the estimation > ;- I'y (®(2441) — miny @) < +oo (see
Theorem 3.1 (7i7)), we obtain

o0
> kllek — akal* < 4o
k=1

and

(o)
Z E?|zgs1 — 23k + mp—1|® < +oo,
k=1
which gives the claim. O

Remark 3.4. In Proposition 3.3 above we proved that, under condition (Hg)*, Y r | kBk (P(2)4+1) — ming P) < +o0.
Let’s show that the following estimates holds too:

(19) i kB (@(mk) — min ¢>) < +00.
k=1

This results from the following elementary majorizations. From (Hp),

(k+1)*Bri1 < k(k+a —1)By < 2k(k +1)Bx
where the last inequality is valid for k > o — 2. After simplification we get (k + 1)Br+1 < 2kS;. Hence

oo

Z(k + 1)Brt1 (‘b(l‘k+1) — m}itn <I>> < QZ kB (q)(aij) — n%_iln <I>) < 400,
k=1 k=1

which gives the result, after reindexation.

3.3. From O to o estimates. We rely on the following result from Attouch-Chbani-Peypouquet-Redont [11] and
May [34]. Suppose that o > 3. Given a trajectory x(-) of (AVD) , the following rate of convergence of the values
holds:

(20) ®(x(t)) — mind = o (1) .

H t2
Hence, for the corresponding time rescaled dynamic (6), we have

. 1
(21) O(x(t)) — H%-ILH(I) =0 (7(8)2) .

Based on the dynamical approach to the algorithm (IPA)(% A, We can expect improving the rates of convergence in
Theorem 3.1, replacing O by o estimates. Precisely, we are going to prove the following result.

k—1 k
Theorem 3.5. Suppose a > % Take oy = Tra_1 ™ = ﬁfk—l' Suppose that the sequence (By) satisfies the
growth condition (Hg) Then, for any sequence (xi) generated by the algorithm (IPA),  , we have

1
D(xy) — rr%_i[n(I) =o0 <k2>

Proof. Let’s consider the sequence of global energies (W}) introduced in the proof of Proposition 3.3
1
Wi = B (®(xx) —m) + §||xk — 1|

By Proposition 3.3, we have 375 k|zy — 251> < +oo and Y52, kBk (®(xy) — mingy ®) < +oo, see Remark 3.4
formula (19). Hence

> kWi < 4oo.
k=1
On the other hand, returning to (18) we have

1
(k+ 1)2Wk+1 — kKW, < ;Fk (®(2p41) —m).
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The nonnegative sequence (ag) with ay = kE2W,, satifies the relation

g1 — ap < Wg

with wy = %Fk (®(xk+1) —m). According to ;< Ty (P(zg41) — minyg @) < +oo (see Theorem 3.1 (iii)), we have
(wg) € I1(N). By a standard argument, we deduce that the limit of the sequence (ay) exists, that is
lim I<:2VV;C exists.
k— 400

Let ¢ = limp_, o0 k°Wy. Hence KWy ~ £. According to Y )7, kW) < +oo, we must have ¢ = 0. Hence,

limy,_ 4 o0 k2W}, = 0, which gives the claim. O
1

3.4. On the condition (H)sz and (H)g According to the formula ®(zj4;) — min® = O (W), we need to

k

take By — +o00 to get an improved convergence rate compared to the classical situation. Let’s calculate the best

convergence rate we can expect on the sequence (), which is supposed to satisfy the growth condition (Hg). For

simplicity of the presentation, we take k; = 1, the extension to a general k; is straightforward. Hence, for j =1,2,....k
G-DU+a—-2)

Bj < TE Bj-1-

By taking the product of the above inequalities when j varies from 2 to k, we obtain

o< [[ U e m2)
=2 J

Equivalently, for any k£ > 2
i 1 a—2
Bk§61H<1> (1+.>-
L J J
J
Taking the logarithm, we obtain the equivalent inequality
, 1 a—2
InB, <Inpy+» <ln (1 - ) +1In <1+ )) .
= j j

According to the inequality In(1 + z) < x for any = > —1, we deduce that

| =

k
ln6k§1n51+(a—3)z -

Jj=2

<

By a classical comparison argument between series and integral, we have Z?:Q % < flk %dt = Ink. Hence
InBry <Inp; + (a—3)Ink,
which gives
Bk < Brk® 2.

Let us show that the above majorization is sharp and that, for 8, = k° with § < a — 3, the condition (H 3) is satisfied.
Indeed, for B, = k° we have

k(k+ao—1)
Hg) < (k+1)0 <2 - _“Jpo
(Hp) (k+1)° < e
= (k+1)" < (k+a-1)
1 —1
(22) — (1+E)5+2§1+0‘k

For k large, % is close to zero. Then, the left member of the above inequality is equivalent to 1 + ‘SJFTQ. So inequality
(22) is satisfied for k sufficiently large if § +2 < a — 1, that is § < a — 3. Thus, if @ > 3, we can take By = k° for any
0 < a — 3. In addition, we have

Tpy=k(k+a—1)Bk—(k+1)?Brp1 =Tk +a—1)— (k+1)°"2 = (a—3 - &K +0 (K1)

Since we argue with strict inequalities, it is immediate to verify that (H;) is also satisfied under the assumption a > 3.
Note that the condition § < o — 3 allows us to take § < 0, which corresponds to the case 8 — 0. But for our purpose
of getting a fast convergent algorithm, the most interesting case is 6 > 0, which corresponds to 8 — +oc.

Let’s summarize the above results in the following statement.
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k6+1
Corollary 3.6. Take v > 3, ay; = 1 — ﬁ, A = pr— with 0 < 6 < o — 3. Then, for any sequence (xzy,)
generated by the algorithm (IPA)%J\IQ, we have

, 1
P(xr) —min® = o (W) ;
A2 K| |[2 < +oo with & € OD(zp11);

Zziol K0T (®(xp 1) — ming @) < 4-00;

;:3 kHiL‘k — .%'k,1||2 < +o00.

3.5. Back to the dynamical interpretation. Let us show that the above results are consistent with the dynamic
interpretation of the algorithm, via temporal rescaling. For the rescaled inertial dynamic

(23) i(t) + “La(t) + p*O IV (1) = 0,
we showed that, for o > 3 and p > 1
. 1
(24) O(z(t)) — n%_llnq) =0 (W) .
By passing to the implicit discretized version, we expect to maintain the same convergence rate and thus obtain
. 1
(25) O(xy) — II%_ILH(I) =0 <k;2p> .

Let’s verify that this is the case. When S(t) = p*t?*=1) | we have 8 = p?k*®P~1. By Theorem 3.1 and Corollary 3.6,
for the corresponding algorithm (IPA)%’M, by taking £ = k° with 6 = 2p — 2, we have 2 + 6 = 2p, so

(26) ®(z;) —min® = O <k21+5> =0 (};p) .

Thus, the continuous approach to the algorithm and its direct independent study by a Lyapunov argument are
consistent, and give the same convergence rates.
4. CONVERGENCE OF THE ITERATES

Let us now fix #* € H, and define the sequence (h;) by hy = 3[lzx — z*||>. The next result will be useful for
establishing the convergence of the iterates of (IPA) . The proof follows the line of [5, Proposition 4.1].

g,

Proposition 4.1. We have

1 1
(27) hitr — by — ag(hg — hig—1) = 5(0% + ap)|ler — xna||? = (yr — proxy e (uk), yx — 2*) + 5 llye = proxy, o (yi) |-
If moreover x* € argmin ®, then

. 1
hier1 = hi = g (b — hi—1) < S(af + ar)|lex — 21 ]|* = Ae(@(zp41) — min @) — o flyx — proxy, o (yi) |-

|~

Proof. Observe that

|1 |k + an(zr — zp—1) — ¥
*H2

||yk -

lzx — 2 Jroz%H:ck fo:k_1||2+2ak<zk—z*,xk—:zzk_1>
= lox — 2*[* + ofllex — zp—a?

+ allee = 2|+ agflek — wpal® - arller- —2?
= lex — 2% + anlllon — 2|® = lzp—1 — 2**) + (af + )z — 21 ]?
= 20 + o (hi — hie—1)] + (0F + ap)lJar — 21 .

Setting briefly Ay = hgi1 — hx — ag(hr — hg—1), we deduce that

“||2

1 1
= gl = 2717 + S (0f + aw) o — 2 |®

1
A, = = —
k 5 |lzksr — 5

1 A1
= (owr = v glonin ) =) + 50+ oo~z

1
2(042 + o) |z — zp—a ]

1
= (Thy1 — Yrs Yk —27) + §||33k+1 —ykll* +
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Using the equality 241 = prox, g (yx), we obtain (27).
Let us now assume that z* € argmin ®. By definition of xx41 = prox,, ¢(yx), we have %(yk — ZTpt1) € OP(Tpy1).

Hence, by convexity of ® g
O(z") > O(wp11) + i(yk = Tpy1, T = Thgr)-
Equivalently
(") = P(zpt1) + Aik@k — Tp41, 2 — Yk) + )\ik”yk — zpa |
Returning to (27), by using the above inequality, we obtain

1 1
hir — hi — o (hy, — hg—1) < i(ai +ap) |z — -1 = M (@(2p41) — P(27)) — 5 191 = proxy, o (ye)| ?

)

which completes the proof of Proposition 4.1. O

Theorem 4.2. Assume (Hg)*. Then, any sequence (zy) generated by algorithm (IPA), ,  converges weakly, and its
limit belongs to argmin ®.

Proof. We apply the Opial lemma, see Lemma 8.3.

1
(7) By Theorem 3.5 we have ®(zj) —miny ® = o (k2> , and hence limy_, y oo ®(z) = miny ®. Assume that there

exist T € H and a sequence (k) such that k, — +o0, and x, — T weakly as n — +o00. Since the convex function ®
is lower semicontinuous, it is lower semicontinuous for the weak topology, hence satisfies
®(7) < liminf ®(z = lim ®(z;) = min .
() < lininf ®(a,) = T () = mi

It ensues that T € argmin ®, which shows the first point.

(#4) Let us now fix 2* € argmin ®, and show that limy_, o ||2x — 2*|| exists. For that purpose, let us set hy =
|l — 2*||2. From Proposition 4.1, the sequence (hy,) satisfies the following inequalities

1
5(0@ + ap) ||k — 2p—1?

llzx — zr_1|> since ay € [0,1].

his1 — by — o (hg — hi—1)

IN

IN

Taking the positive part, we find
(hirr = i)y < ar(br — hi—1) 4 + llzg — 2.

From Proposition 3.3, we have 375 k| — zx_1]?> < 400. By applying Lemma 8.4 (given in the appendix) with
ar = (hx — h—1)+ and wy = ||zx — x,_1]|%, we obtain

—+oo

Z(hk - hk71)+ < +00.

k=1
Since (hg) is nonnegative, this classically implies that limy_, 1, by exists. The second point of the Opial lemma is
shown, which ends the proof. O

5. COMPARAISON WITH GULER’S RESULTS

In a founding work for the study of proximal algorithms, based on the Nesterov accelerated scheme for convex
optimization, Giiler, see [30, Theorem 2.2], introduced algorithms that accelerate the classical proximal point algorithm.
He obtained the convergence rate of values

. 1
f(%)‘ng_llnf:(')(m),

where ();) is the sequence of proximal parameters. Our dynamic approach to accelerating proximal algorithms and
Giiler’s proximal algorithms find their roots in the Nesterov acceleration gradient method. So, they provide comparable
but, as we will see, significantly different results. We will list below some advantages of our approach. Recall first
Giiler’s proximal algorithm, where we slightly modify the notations of his seminal paper [30] to fit our framework.

Giiler’s proximal algorithm:
a) Initialization of vy and Ap.
b) Step k:
e Choose A > 0, and calculate v, > 0 by solving the second-order algebraic equation

(28) Vi 4 Y ArAk — Ay = 0.
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29
30

yr = (L= yr)Tre + Yli;

Tgy1 = Proxy, o (Yx);

1
31 Vkt1 = Ve + — (Thq1 — Yr);
Yk

Apyr = (1 — ) A

Let us show that the above Giiler’s proximal algorithm can be written as an inertial proximal algorithm (IPA)
First prove that, for all £k > 1

(29)
(30)
(31)
(32)

32

Qg Ak

(33) Vp = Tk—1 + (CEk — xkfl) .

Ve—1

For this, we use an induction argument. Suppose (33) is satisfied at step k, and then show that it will be at step k+ 1.
Using successively (31), (33), (29), and (33) again, we obtain

1
Vhy1 = Vi + —(Tug1 — Yn)
Yk
1 1
= Tp_1+ (T — 2p—1) + —(Thr1 — Yx)
VE—1 Tk

1 1
= —Tp41 +Tp—1+ (xp — 1) — —((1 — )Tk + Vi)
Yk Yk

V-1

1-— Yk 1
= —Tpy1+Tk—1+ (2 — Tp—1) — Tp — Tp—1 — (xr — Th—1)
Yk Ve—1 Yk V-1
1 L=
= —Tpy1 — T,
V& Yk

1
= T+ — (Th41 — Tk),
Tk
which shows that (33) is satisfied at step k£ + 1. Then, combining (29) with (33) we obtain

ye = (1 =)ok +

= (1 —=y)zr + (%-1 + (x) — 3%—1))

Ve—1

k
Ty + ( L —’Yk> (T — xp—1).
V-1

Hence, Giiler’s proximal algorithm can be written as the algorithm (IPA) an Ak

(34) { Yo = T + (T — Th_1)

Tr+1 = prox,\ké(yk),

where

(35) ar = (%11 _ 1) .

By construction of the -y, we have 0 < v, < 1, which gives ay > 0. From (28) and (32), we have
Vi = ApAk(1 = 7k) = MeAps1,

which gives the following relation between Ap and ~yg:

= —’yz .
Ao H?:o(l =)

Let’s come to the comparison of the convergence rates obtained by the two methods. If (Ag)x is nondecreasing, we

(36) e

have (Zle VAi)? < k%) In our construction, Ay ~ Bj. As a result, in the setting of Theorem 3.1, our convergence
rates are at least as good as those obtained by Giiler. In the setting of Theorem 3.5 they are better. The comparison
in the general case is a non-trivial question, which requires further studies.

Some advantages of our approach are listed below.

e Based on the dynamic approach of the Nesterov method recently discovered by Su-Boyd-Candes [45], the time
rescaling technique developed in this paper gives much simpler results. It also provides a valuable guide for
the proofs, which result from standard Lyapunov analysis.
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e The convergence of iterates is obtained (see section 4), which is not known by either the Nesterov method or
the Giiler algorithm. We rely on the recent progress of Chambolle-Dossal [25] on this subject. Based on the
related results concerning the o rate of convergence results of Attouch-Peypouquet [13], in Theorem 3.5 we

obtain the convergence rate o < ), which slightly improves the convergence rates, as mentioned above.

1
k2 By,
Note that Giiler result, which is in line with the seminal Nesterov method, is based on taking v equal to the
positive root of the second order equation (28). Indeed, the above mentioned progress simply relies on the

fact that one can argue with an inequality instead of the equality in (28).

e The flexibility of our approach allows us to provide a large family of inertial proximal algorithms with similar
convergence rates (see section 7).

6. STABILITY WITH RESPECT TO PERTURBATIONS, ERRORS

Consider the perturbed version of the evolution equation (AVD),, 4
. a
(37) E(t) + ?w(t) + B8)VO(x(t)) = g(t),

where the second member of (37), denoted by ¢(-), can be interpreted as an external action on the system, a pertur-
bation, or a control term. By following a parallel approach to the time discretization procedure described in section
2.3, we obtain

a—1 1

(38) (Thq1 — 221 + 1) + . (Thtr1 — k) + %(xk = 1) + BrOP(Tp41) D gk

From the algorithmic point of view, the sequence (gi) of elements of H takes into account the presence of perturbations,
k—1 k By, k

approximations, or errors. Setting aj = k gk, we obtain the inertial proximal

k+a—-1’ k:k—i—a—l’e “kta—1

algorithm
Y = T + o (T — Tp—1)

(IPA)ak’/\k;ek {
Tht1 = ProxXy, o (Ye + €x)-
Note that gx and ej are asymptotically equivalent, which makes them play a similar role as perturbation variables.

The following result extends Theorem 3.1 to the perturbed case.
k—1 kB

A V. —
kta—1""" kta-1
the growth condition (Hg). Suppose that the sequence (ey) satisfies the summability property

Z Ellek] < oc.

Theorem 6.1. Suppose a > 1. Take oy, = and assume that the sequence (By) satisfies

E>1
Then, for any sequence (xy) generated by the algorithm (IPA)%AM%, we have
. 1 .
(39) @(rx) ~min® = O ( 1) and 3 or, (q)(ka) — min <I>) < +o0,

k>1
where Ty :=k(k+a—1)Bx — (k+ 1)?Bk41 is non-negative by (Hpg).

Proof. We use the same energy function as in the unperturbed case, namely
1
Ey = kQBk (@(;Ck;) — m) + §||1}k||27

where vy, is defined by
v = (a— 1)(zg — 2) + (k — )(ak — T—1)-
A computation similar to that of the proof of Theorem 3.1 gives
(40) Eop1— By = [(k+1)%Brs1 — Be) + 2k + 1)Bi] (P(z41) — m) + k2 Bi (P(zp41) — P(a1))
+3 okal® = 3 llowl>.
Let’s majorize the last above expression ||vg+1]/? — ||vg||* with the help of the convex inequality

1 1
§||Uk+1H2 - §||Uk\|2 < (Vg1 — Uk, Vk41)-
According to the formulation (38) of the algorithm, we have

Vg1 — k= (=D (zre1 —zx) + (@ — 1) + k(g1 — 20 + Tp—1)
= —kBrék + kg
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Hence
(Vg1 — Vi, Vkg1) = (@ — DEBR(Ek, 2 — Tpg1) + 2B, v — Thg1) + (kgr, Vet1)

(a0 = 1)k (B(2) — ®(wp41)) + K>Br (B(xx) — P(2r11)) + (kg Vrs1),

where the last inequality follows from « > 1, the convexity of @, and & € 0®(xk+1). As a consequence,

IN

1 1
slloksall® = Sllvsll* < (@ = kB (2(2) = (wp41)) + KB (D(zk) — (wh41)) + (ks Vk11)-
Combining the above inequality with (40), and after simplification, we obtain

Erpr = By < [(k+1)%Br1 — kBr(k +a = )] (®(zx41) — D(2)) + (kg vit1)-

Hence
(41) Epp1 = Ep + T (2(zp41) — 2(2)) < |kgellllvrsall-
By assumption (Hg), Iy, is non-negative. Hence

Eyy1 — By < ||kgr||[|vesal]-

Summing up the above inequalities obtained for j = 1,...,k — 1, and after reindexing, we obtain

k
(42) E, < Ei+y llG—Dgillllosl-

j=2
By definition of Ej, we have 1||vg||? < Ej. Therefore, according to (42), we deduce that

k
(43) lorll* < 2B0+2 11— Dgz—1lllv;ll-

=2

Let’s apply the Gronwall Lemma 8.5 with a = ||v|| and by, = (k — 1)||gr—1]|. We obtain

okl < C:==V2E1 + 2 [lig;ll
j=1

From the condition ), kllex|| < 400, and e = gk, we have Y, k|lgx|]| < 400, and hence C is finite.

k+a-—1
Returning to (42), we obtain

By < Er+C_ |ligsll < +oc.
j=1
Hence, (E}) is bounded from above, which gives the claim. Precisely,
Ey+ (V2B + 23552, lldgill) 3252 gl
k2 By '

By arguing as in Theorem 3.1, we complete the proof of (39). O

[} —min® <
(ex) — min _<

7. A GENERAL CLASS OF PROXIMAL ALGORITHMS WITH FAST CONVERGENCE PROPERTIES

One can of course wonder if the fast convergence results obtained in the previous sections are specifically based
on the type of discretization chosen in the section 2.3. We will show that there is some flexibility, and will present
a whole family of proximal algorithms <IPA)ak, A, for which similar results are valid. They can be obtained by time
discretization of (AVD) . implicit with respect to the potential term, and semi-implicit with respect to the damping
term according to a real parameter 6.

Precisely, consider the following discretization of (AVD),, 3 where we take directly a general convex lower semicontin-
uous proper function ®: for k > 1,

a
(44) (Thy1 — 208 + 2p—1) + 2

($k+1 - CCk) + *(xk — Qik,l) + Bkaé(a:kﬂ) > 0.

ol IS

Equivalently,

(1+ aT)(wkH — k) + B0 (zh41) 3 (1 - %)(mk — Th-1),

which gives

kB E—6

Tt + g —g 0P @k 3 @kt g (e — @),
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k
Setting ay = =275 + 9 and A\ = ﬁfk—e’ we end up with the inertial proximal algorithm
Yr = Tx + o (T — TH1)
(IPA)ak,)\k {
Tr+1 = prox/\k¢(yk).
k—1
Note that when § = 1 we recover the previous scheme where the coefficients were taken equal to oy = PE— and
a —
k
A = Ig—kiﬁkl But, for a general 6, we must make an independent study of the algorithm.
o —
7.1. Rate of convergence of the values. We will use the following equivalent formulation of the algorithm:
(45) k(zit1 = 2ap + wp-1) + (o — 0)(@p41 — 2p) + (2 — Te—1) + kB = 0,
with &, € 0P (Tp41).
k—20 k Py ‘
Theorem 7.1. Suppose o > 1. Take oy = ————— and \y = ——————. Suppose that the sequence (Bi) satisfies
k+a—0 k+a—190

the growth condition: there exists k1 € N such that for all k > ky

k(k+a—0)
(Hpo) Brer < T G12-0)

Then, for any sequence (xy) generated by the algorithm (IPA)

(i) ®(xk) — minyg ® = O (k;ﬂk> ;

(1) Dops1 K2BRNIEN? < +oo, with & € 0P(zky1),
(111) 3 j>1 k0 (P(2p41) — ming @) < +oo
where Ty g :=k(k+a—0)8, — (k+1)(k+2 — 0)Bry1 is non-negative by (Hgag).

Bie-

apgr We have

Proof. Let us denote briefly m := miny ®. Fix z € argmin ®, that is ®(z) = miny ® = m, and consider, for k > 1,
the energy function:

1
Eyp :=k(k+1—0)B (®(z) —m) + §||vk||27
with
o = (@ — 1)(xg — 2) + (k — 0)(zk, — xp—1)-
Let’s look for conditions on (fx)r so that the sequence (Ej g)) is non-increasing. To this end, we evaluate the term
Ei11,0 — Ekp. Unambiguously, we write vy, for vy ¢ in the following computation, but note that vy, g is slightly different
from the vi used in Theorem 3.1. By a similar computation as in Theorem 3.1, we have
(46)
Birio—Beo = (k4 10)(k+2—0)Bes1 (®(ars1) —m) — k(k +1— 0) ((ag) — m) + lvesa |2 — Llloell?
= (b 1)k +2— 0)(Bres — Bi) (Dwrer) —m) + (k+ 1)k +2 — )1 (D(wpsr) — m)
—k(k+1—0)8k (®(xx) —m) + g o[l — 3llvel?
= [(k+1)(k+2—=0)(Brt1 — Br) + 2k +2—0)Bk] (D(2k+1) —m)

+h(k +1 = 0)B (P(zx41) — B(ar)) + gllonsal® = 3llvell?

where, to obtain the last relation, we used the relation (k+1)(k+2—60) = k(k+1—0) + (2k+2 — 0). Let’s evaluate
the last term of the equality above 3 |lvg41]/? — ||vk||? using the elementary algebraic equality

Skl = Sl = (oesn — v vera) — 5 loiss — vl
We have
Vg1 — 0k = (a—1)(zpq1 — k) + (B+1—-0)(xp41 — ) — (B —0) (2 — T—1)
= (a—1D(2p41 — zr) + k(@ry1 — 225 + 25—1) + (1 — 0) (241 — zx) + O(x) — 1)
= k(xrr1 — 2z + 2p—1) + (@ — 0)(zr41 — k) + 0(x — 1)
= —kBr&k,

with & € 0P(xk+1), where the last equality comes from (45). Combining the above formula with the definition of v,
we obtain

(k41 = vk, k1) = (KB, (@ — 1) (@41 — 2) + (B + 1 = 0)(Tpq1 — 1))
= (a—=1D)kBk(Ek, 2 — Try1) + k(b + 1 —0)Br(&k, T — Tht1)
< (a—=1D)kB (2(2) — @(x11)) + k(b + 1 = 0)8k (2(2x) — P(¥h11))

N
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where the last inequality follows from the convexity of ®, and & € 9®(zr4+1). As a consequence,

1 1
slonall® = Slloell® - < (o = DEBy (2(2) = @(wp41)) + k(k + 1= 0)Bk (B(w) — B(wps1))-
Combining the above inequality with (46), and after simplification, we obtain

< [(B+1D)(k+2=0)(Brsr — Br) + 2k +2 = 0)B — (o — DEBE] (P(2k41) — 2(2))
< [(k+1)(k+2—0)Brt1 — kBr(k + a—0)] (P(zr41) — 2(2))-

A

Eii10 — Eryp

Hence
(47) Eii10 — Erp + Do (2(z141) — (2)) < 0,
where

Fk’g = k(k +a— 9)5}€ - (k‘ + 1)(k +2— 9)6k+1.

By assumption (Hgg), we have I'y 9 > 0 for all & > ky, and hence Eyy19 < Ejg. The sequence (Eyg)rp>k, 1S
non-increasing and minorized by zero. Consequently, it is convergent. By definition of E}, g, we obtain, for all k > k;
k‘(/{i +1—- G)ﬁk (@(xk) - H’li-llnq)) < Erg < Eg, 6.

Consequently,

. 1
O(xy) — r%nq) =0 <k‘23k> ,

that’s item 7). The end of the proof is similar to Theorem 3.1. 0

7.2. Rate of convergence of the velocities. To obtain fast convergence of velocities to zero, we need to introduce
the following slightly strengthened version of (Hg).

Definition 7.2. We say that the sequence (By) satisfies the growth condition (H/}"e) if there exists k1 € N and p > 0
such that for all k > ky

k(k+a—60—pla—1))
(k+1)(k+2-0)
Note that (Hg,g) corresponds to the case p = 0. Let’s give an equivalent form of (H,;_,a) convenient for calculation:
(48) pla —1))kBy < Tryp.

We can now establish the following rate of convergence for the velocities, and the acceleration.

(Hgg) Brt1 < Br-

Proposition 7.3. Suppose that « > 1+ g. Under condition (Hg )" we have

+oo e
Z kljxy, — xp_1]]* < +00  and Z |21 + 228 — zp_1])* < +oo.
k=1 k=1

Moreover

kB, (®(zps1) —min® ) < +oo.
; k( Th+1 II%_][H) (0.}

Proof. Consider, for k > 1, the global energy function
1
Wi = Br (®(zk) —m) + §||wk\|27

with m = infy ® and wy := 2 — Tp_1.
Let’s evaluate the term (k4 1)(k +2 — 0)Wyy1 — k(k+ 1 — 0)W. A similar computation as in Theorem 7.1 gives
(k’ + 1)(k‘ +2— H)WkJrl —k(k+1- Q)Wk
= (k+DE+2=0)Br1 (P(x41) —m) — k(k + 1= 0)5) (B(2x) —m)

+ G g | — FEG g
49) = [(k+ 1) (k+2—0)(Brsr — Br) + (2k +2 — 0)Bi] (B(xps1) — m) + k(k + 1 — 0) By (P(z441) — D(ar))
+ B0 (g |2 — [Jwg?) + 2220 gy ||
< k(la—=1)Bk (P(zpg1) —m) +E(E+1—0)Bk (P(zp41) — P(21))
k(k+1-0 _
+ D (g |2 — [ |?) + 24220 gy |12

where, to obtain the last relation, we used the hypothesis (Hg ). On the other hand,

slweal? = Sllwel* = —3llwkrs — will® + (wkpr — wi, wipa)

= —Y@wps1 — 205 + T |I* + (@hg1 — 205 + Tp—1, Thg1 — Tp)

= —dllzrsr — 22k + 2o )1? — (52 (Tha1 — k) + E(@% — Tho1) + Bk, The1 — Th)
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with & € 0P(zk+1), where the last equality comes from (45). After multiplying by k(k 4+ 1 — 6), we obtain
B0 (w2 = e )

RO g — 2+ 2| — (@ = ) (i1 — p) + Oz — Tp—1) + kBrér, (k + 1 — 0) (241 — @)
ROy — 2+ g |2 = (= ) (k + 1 — O)[|zpgr — 2|2 — Ok +1 = 0) (xhi1 — Tp, T — Tp—1)
k(k+1—0)Bk (®(zrt1) — B(x1)),

where the last inequality follows from the convexity of ®, and & € 0P(xk41)-

Combining the above inequality with (49), and after simplification, we obtain

k(k+1-0)

2

IN

(b + 1)(k +2 — O)Wips — k(k + 1 — )W +
< (a = 1)kBy (®(7k+1) —m)

[@ps1 — 2@ + zp—1]?

2k+2-40
(= O)(k+1 = O)fons — ol = 60k + 1= 0) (zhs = may op — 1) + 22 s —
Equivalently
(k' + 1)(/€ +2—-0) Wiy — k(k‘ +1-— H)Wk + A < (a— 1)kpBk ((I)(l‘kJrl) — m) ,
where
k(k+1-10 2k+2-10
A= B LD a2 4 (0 0) (1 ) |2 400k 1 ) Q) — 22
By elementary algebraic operations
k(k+1-10
4 = B P 4 (0= 0) k1 - )
1 1 1 2k+2—10
b0k 1= )l + 200k + 1= ) — 200k + 1~ O)funcr — wi* — P2 2

k1-6)(k—0 6 0 i
- (r1o0 )||wk+1—wk||2+<(a—1—2)k+a—9a+2—1) w1+ 360k + 1~ 6) g

For aa > 1+ g, and k sufficiently large, all the above quantities are non-negative. Hence
(k+ 1) (k+2— 0)Wipr — k(k+1— )W + ((a 1= Dk+a—0a+ s - 1) [Tt

A ERZOE0) 14y 1+ 20 — 2 |2 < (@ — DkBr (B(zp4r) — m) -

By condition (Hg)", as formulated in (48), we have p(a — 1)kf; < I'yp for some p > 0, and k sufficiently large.
Hence

E+1)(k+2— Wit — k(k+1— )Wy + ((a —1-Dk+a—fa+ L — 1) Zpsr — 222
(50) ABEEDED gy )+ 225 — 2 |2 < ATk (D(@hsa) — )
Let’s sum the above inequalities for k > k1. According to the estimation » ;- I'k,g (®(zg41) — minyg ®) < +oo (see

Theorem 7.1 (iii)), we obtain

o0
> kllzrgr — apl|* < 4oo.
k=1

and

oo
Z ]{?2||£L'k+1 + 2z — {,C}C,1H2 < 400,
k=1
which gives the claim. O

Remark 7.4. In Proposition 7.3 we proved that, under condition (Hg )", > re; kBk (®(2k4+1) — ming ®) < +o0.
Let’s show that the following estimates holds too:

(51) i kB (@(xk) ~ min @) < to0.
k=1

This results from the following elementary majorizations. From (Hgg),

k+a—16
b+ Dfisr < Ku 33—

where the last inequality is valid for £ > o — 4 4+ 6. Hence

< 2k
+a—g =0

Z(k + 1)Br41 <¢($k+1) — m7_itn <I>) <2 Z kB (@(mkﬂ) — n%_iln @) < 400,
k=1 k=1
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which gives the result, after reindexation.

7.3. From O to o estimates. In a parallel way to Theorem 3.5, we are going to prove the following result.

k-0 and N\, = _ kB
k+a—0 " kta-0
satisfies the growth condition (Hg:e). Then, for any sequence (xy) generated by the algorithm (IPA)%)%, we have

Theorem 7.5. Toke o) = with a > 1 + g, 0 € R. Suppose that the sequence (By)

1
O(z) —min® = o [ — ).
(xk) min 0<k2>

Proof. Let’s consider the sequence of global energies (W)
1
Wi 1= Br (B(wx) = m) + 5 [l — zxa |

By Proposition 7.3, we have >/ k|zy — xx_1?> < +oo and Y252, kBk (®(x) — miny &) < +o0, see Remark 7.4
formula (51). Hence

Z kW), < 4o00.
k=1
On the other hand, returning to (50) we have
1
(k + 1)(]'{1 +2— Q)Wk-&-l - k(k +1-— G)Wk < ;Fkﬂ ((I)(.Tk+1) — m) .

The nonnegative sequence (ay) with ar = k(k + 1 — 0) W), satifies the relation
g1 — ap < Wg
with wy, = %Fkﬁ (®(2g+1) — m). According to Zk21 ko (P(z+1) — ming ®) < 400 (see Theorem 7.1 (i4¢)), we have
(wg) € I1(N). By a standard argument, we deduce that the limit of the sequence (ay) exists, that is
lim k(k+1—0)Wy, = lim k?W; exists.
k——+oo

k——+oco
Let ¢ = limg+00 E2W,. Hence kW) ~ % According to Zzozl kW, < +oo, we must have ¢ = 0. Hence,
limg 400 kE2W;, = 0, which gives the claim. O

7.4. Convergence of iterates. Fix z* € argmin ®, and define the sequence (hy) by hj, = ||z — z*||>. The result
of Proposition 4.1

. 1
(52)  hpgr — hie — ap(he — hi—1) < 5 (0 + ap)|ze — 2e—1]|* = A (@(@p41) — min ) — §||2/k — proxy, ¢ (Yx) 1%,

| —

k—0 k By,
——— and \y = ——
k+a—46 A Ak k+a—146
this result, in parallel to Theorem 4.2, we will deduce the convergence of the iterates.

—0 kB

k
—— and \p = ————
kta—0 """ T kra—0
sequence (xy,) generated by algorithm (IPA)O%)% converges weakly, and its limit belongs to argmin ®.

is valid for any algorithm (IPA),  , and hence it is valid in our setting, ay = . From

Theorem 7.6. Toke o, = with o > 1+ 84,0 € R. Assume (Hgp)t. Then, any

Proof. We apply the Opial lemma, see Lemma 8.3.
1

(¢) By Theorem 7.5 we have ®(x) — ming ® = o <k:2) and hence limg_, o P(z;) = mingy . Assume that there
exist T € H and a sequence (ky,) such that k, — +oo, and x, — T weakly as n — +o00. Since the convex function ®
is lower semicontinuous, it is lower semicontinuous for the weak topology, hence satisfies

&(z) < liminf ®(zg,) = lim @(zx) = min d.
n—+o00 k—+o00

It ensues that T € argmin @, which shows the first point.

(#4) Let us now fix x* € argmin ®, and show that limy_, o ||2x — 2*|| exists. For that purpose, let us set hy =
Llwk — *||?. From (52), the sequence (hy) satisfies the following inequalities

1
hiy1 — hp — ag(hp — hgp—1) < 5(04% + o) |zk — T

llzy — zr_1|*  since ay € [0,1].

IN

Taking the positive part, we find

(hieyr = hi)y < a(hg = hi—1) 4 + [lzg — 2|
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From Proposition 3.3, we have Z;ﬁ‘i kl|lzx — xx_1]|* < +oo. By applying Lemma 8.4 (given in the appendix) with
ar = (hy — hi_1)+ and wi = ||z — 2_1||%, we obtain

+oo

Z(hk — hk_1)+ < +00.

k=1
Since (hg) is nonnegative, this classically implies that limg_, 1 by exists. The second point of the Opial lemma is
shown, which ends the proof. O
7.5. The case B, = uk*. According to the formula ®(z3,1) —min® = O (k;ﬂk>’ we need to take B — 400 to get

an improved convergence rate compared to the classical situation. For simplicity of the presentation, we take k1 = 1,
the extension to a general k; is straightforward. As a model situation, take (), = pk® with > 0. Then,
k(k+ao—6) 5
(k+1)(k+2-0)
= (k+1)°Tk+2-0) <K (k+a—0)
(53) = (1+%)5+1(1+¥)§1+0‘;9.

For k large, % is close to zero. Then, the left member of the above inequality is equivalent to 1+ w. So inequality
(53) is satisfied for k sufficiently large if § +3 — 8 < o — 6, that is 6 < a — 3. As a striking prpoerty, note that the
condition is independent of . It is the same as the one obtained in the case § = 1. Thus, if « > 3, we can take
B = k% for any 0 < § < o — 3. In addition, we have

Tho=k(k+a—0)B,—(k+1)(k+2—0)Bp1 = pk’ T (k+a—0) — u(k+1)° 1 (k+2-0) = p(a—3—0)k" T +o (K°F1).

Once more we can observe that the result is indepent of . Thus, with § < a — 3, the condition (Hpg ) is satisfied, and
we have the following results:

(Hg,g) = (k+1)6§

k6+1
Corollary 7.7. Let 8 € R, and p > 0 arbitrarily chosen. Given a > 3, take aj, = 1 — L, Ay = p——
k+a—6 k+a—06
with 0 < 6 < a— 3. Then, for any sequence (xy) generated by the algorithm (IPA)ak,/\k, we have

1
O(zg) —min® =o (W) :
2 K204 |4 |12 < 400 with & € O (xk41);

2RO (D(2p0 1) — ming ) < +00.;

225 Kllz — w1 |2 < +oo.

7.6. Some examples. Depending on the choice of 6, we obtain a specific algorithm. It is worth noticing that the
corresponding convergence rates do not depend on 6, and therefore of the type of discretization chosen for the damping
term. This is a new result compared to the classical situation (considered below) where the explicit discretization of
the damping term is used. Let’s consider the following cases of particular interest:

a) Case § = a: it corresponds to the classical explicit discretization of the damping term

(54) (Thy1 — 22k + Tp—1) + %(xk —Zp_1) + Br0P(zk41) D0,
which gives the algorithm (IPA)%J% with a, = 1 — % and A\, = B:
yp = wp+(1- %)(Sck — Tk-1)
Th+1 = prOXB,c@(yk),

As a particular case, take 8 = p > 0. This corresponds to § = 0 in the above model example, which fits the condition
0 < < a—3, since « has been supposed strictly greater than 3. Doing so, we recover the classical results concerning

the proximal method based on Nesterov’s accelerated scheme, see [13], [20], [25], [45]. In particular, when o > 3, we
1
have ®(zx) —min® = o (l@) .
b) Case § = 1: it corresponds to the semi-implicit discretization of the damping term
-1
k

1
($k+1 — xk) + 7(.’1,']@ — l'k,l) + Bkvfb(gckﬂ) =0.

k
. . . . . . . (67 k’ﬂk
It provides the algorithm studied in the previous sections with ay =1 — —— and \y = ——.
k+a-1 k+a-—1

«
(55) (Xpt1 — 22k + 2p—1) +
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¢) Case § = 0: it corresponds to the implicit discretization of the damping term

«@
(56) (l‘k+1 — 2z + Ik—l) + E(Ik+l — :Z?k) + ﬂk[)@(o:kﬂ) 50.
This gives the algorithm (IPA) with a, = 1 — Y and Ak = Giils :
koA k4« k+ «

8. AUXILIARY RESULTS

8.1. Continuous dynamics. Recall the continuous evolution system (AVD),, ; defined in (10), that served as a guide

for the introduction of the inertial proximal algorithms (IPA), , :

(AVD), ,  #(1)+ %j:(t) + B(H)Ve(x(t)) = 0.

In the following theorem, we specify the hypotheses on the parameters o and § that guarantee the existence and
uniqueness of global trajectories for the Cauchy problem associated with (AVD)Q) 5- Moreover, we provide a conver-
gence rate of the values which is parallel to the one obtained in Theorem 3.1.

Theorem 8.1. Let & : H — R be a continuously differentiable function such that V® is Lipschitz continuous on the
bounded subsets of H, and such that argmin ® # 0. Take o > 3. Assume that B(t) : [tg, +oo[— RT is a continuously
differentiable function such that, for allt >ty >0
: A(t)
(Hg) B(t) < (a— B)T'
Then, for any xo and vy in H, the (AVD)mB system has a unique twice continuously differentiable global solution

x : [to, +oo[— H werifying the Cauchy data x(tg) = xo, ©(tg) = vo. Moreover, the trajectory is bounded and satisfies
the convergence rate: ast — 400,

. 1
Proof. First write (AVD)Q, 5 asa first-order system, for example

o(t) = y(t)

gt) = —gyt) = BV (x(t)).
Local existence and uniqueness follows classically from the Cauchy-Lipschitz theorem. Then, passing from local to
global existence will result from global estimates on the trajectory. Just like for the algorithm, a key point is to prove

that the trajectory remains bounded. We follow a parallel argument to the algorithmic case. Given z € argmin ®, we
introduce the energy function

(58)

(59) E(t) = B(t) (®(x(t)) — min ) + % Il = 1)(a(t) = 2) + (@),

that will serve as a Lyapunov function. By classical differential calculus, using equation (AVD) 8 and a convex
differential inequality, we obtain

E)+I(t) (P(x(t)) — min®) <0,
where
[(t) := (a — 3)tB(t) — t2B(t).
By assumption (Hg), we have I'(t) > 0, which implies that £(-) is non-increasing on [to, +oo[. Therefore, it is bounded
from above, which gives (57). In addition, ||(ov — 1)(x(t) — 2) + ti(t)||* is bounded above by a constant which, after
development, gives
(a—1)2||lz(t) = z||* 4 2(a — D)t (z(t) — z,@(t)) < C.

Setting h(t) := 5 [|z(t) — z||?, we have

C

(o — 1)h(t) + th(t) < )

= Cl-

Equivalently %(t“‘lh(t)) < C1t*~2. Integration of this inequality immediately gives that h(-), and hence the tra-
jectory xz(-), is bounded. Then the solution does not blow up in any finite time interval. By a standard argument
we deduce that (58), and hence (AVD), 5, has a unique maximal solution on [tg, +-0o[ verifying the Cauchy data
$(t0) = Xy, {t(to) = V0. O
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Remark 8.2. Recall the growth condition on the sequence (3;) that has been used in Theorem 3.1

k(k+a—1)
H < ——— 6.
(Hg) Brt1 < CEE B
It can be equivalently written as
(¢ —3)k—1
Br+1 — Br < Wﬁka

which can be viewed as a discretized version of the condition used in the continuous evolution system

(Hy) A1) < (@~

This justifies the use of the same terminology (Hpg) for continuous and discrete cases.
8.2. Discrete case. Let us state the discrete version of Opial’s lemma.

Lemma 8.3. Let S be a non empty subset of H, and (xy) a sequence of elements of H. Assume that
(i) every weak sequential cluster point of (xr), as k — oo, belongs to S.
(1) for every z € S, limp_ 1o ||xg — 2| exists.

Then xj converges weakly as k — oo to a point in S.

The following result allows us to establish the summability of a nonnegative sequence (ay) satisfying some suitable

. . . . k—1
inequality. Let’s recall that in our setting ap = ————.
k+a-1
k—
Lemma 8.4. Suppose ayj, = P— with o > 1, 0 € R. Let (a) and (wy) be two sequences of nonnegative numbers
o —

such that, for all k >0,
(60) ak+1 < apap + wy.
If 0028 kwy < +oo, then 3320 ag < +oo.

Proof. Inequality (60) writes

a < —a Wk
LS pra g Tk

Equivalently
(k+a—0)agt1 < (k—0)ag + (k+ a — 0wy,
which gives
(k+a—0ar1+(a—1ap < (k+a—0—1ap + (k+a— 0)wg.
By summing from k£ = 0 to n, we deduce that

(n+a—0)an+1+(a—l)2ak < (a—@—l)ao—FZ(k—Fa—G)wk

k=0 k=0
+oo
< (a—60—1)ap+ Z(k +a— 0w, < oo by assumption.
k=0
The conclusion follows by letting n tend to +oc. O
Lemma 8.5 ([11, Lemma 5.14]). Let (ay) be a sequence of nonnegative numbers such that a3 < c® + 2521 bja; for
“+oo
all k € N, where (b;) is a summable sequence of nonnegative numbers, and ¢ > 0. Then, ar < ¢+ Z bj for all k € N.
j=1
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