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RÉSUMÉ. Les techniques d’intelligence artificielle sont trés performantes pour l’identification et l’ex-
traction d’informations pertinentes à partir de données biomédicales. Cependant, pour les maladies
du coeur, il existe toujours des difficultés à trouver des solutions basées sur l’apprentissage automa-
tique efficaces pour l’aide à la prise de décision lors de diagnostic d’arythmies. Dans ce papier, nous
proposons un système automatisé de classification et de prédiction basé sur un réseau neuronal
artificiel pour l’arythmie cardiaque à l’aide d’électrocardiogrammes (ECG). Une analyse adaptative
basée sur la décomposition modale empirique (EMD) est d’abord effectuée pour le débruitage du
signal et la détection des principaux attributs d’un Ecg. Ces attributs sont ensuite utilisés en entrée
du réseau neuronal afin de classer l’arythmie. les résultats de la classification sont combinés avec
le rythme cardiaque pour effectuer une prédiction d’arrythmies bas’ee sur la régression non linéaire.
Les modèles sont testés avec la base de données MIT BIH Arrhythmia et les résultats comparés à
d’autres études. Une amélioration de 5.56% et 6.67% a été noté respectivement pour la classification
et la prédiction.

ABSTRACT. Artificial intelligence techniques have been proven useful for the identification and the
extraction of relevant information from biomedical data. However for hearth diseases, there still have
difficulties in delivering efficient machine learning based on methods to be applied in arrhythmia di-
agnostic decision supports. In this paper we propose an automatic artificial neural network (ANN)
based on classification and prediction system for cardiac arrhythmia using heartbeat recordings. An
adaptive analysis based on an Empirical Mode Decomposition (EMD) is first carried out to perform
signal denoising and the detection of main Ecg patterns. The ECG pattern are then used as input for
an ANN to classify arrhythmia. The classification results are combined with hearth rhythms to perform
non-linear regression based prediction of arrhythmia. The models are prepared and tested with the
MIT-BIH database. An improvement of 5.56% and 6.67% was noted respectively for classification and
prediction.

MOTS-CLÉS : Électrocardiogramme, Décomposition modole empirique, Réseau de neurones, Clas-
sification, Modèle prédictif, Fréquence cardiaque, Arythmie

KEYWORDS : Electrocardiogram, Empirical Mode Decomposition, Neural Network, Classification,
Predictive model, Hearth rate, Arrhythmia
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1. Introduction
Hearth disease is one of the leading cause of death around the world. Therefore, the un-

derstanding of hearth anomalies have become a main research topics in the field of cardiac
care. An anomaly is an abnormality that occurs when the behavior of the system is unusual
and significantly different from previous normal behavior [1]. Today with the advances of
computer sciences for signal interpretation, electrocardiogram (ecg) analysis one of the
most promising cardiac diagnostic approach that can provides valuable information about
heart condition. The main steps involved in ecg analysis are abnormalities detection, clas-
sification and prediction. Anomalies detection methods are based on adaptive sampling
[2] and ECG feature extraction using adaptive methods such as wavelet transform [3]
or empirical mode decomposition [4]. Classification is usually performed with K nea-
rest neighbor [5], super vector machine [6] and Neural Network models [4, 7, 8]. Unlike
detection and classification methods approaches, predictive models gives indicators for
possible abnormalities before the symptoms occur from historical data and an intelligent
system. Few studies aimed arrhythmia prediction and most of them are based on linear
model[9, 10]. In this paper, artificial neural network and empirical mode decomposition
are first used for hearth anomalies detection and classification. Then the ANN outputs is
used as input of non linear regression model as input for arrhythmia arrhythmia scheme.
The main contributions are the ECGs morphological and frequency properties taken as
input during the classification, and the predictive model based on non linear hearth rate
frequency analysis. The proposed approach is illustrated using MIT-BIH database, com-
pared to other studies and discussed.
The body of the paper is organized as follows. Section 2 presents the architecture of our
methodology, the basics of the empirical mode decomposition and the neural network
classifier. Section 3 describes the filter parameter extraction. Section 4 presents the classi-
fication method. Section 5 describes the predictive model. Section 6 shows and discusses
about the results obtained with our methodology. Section 7 draws conclusions and pers-
pectives of work.

2. Model Presentation
The step processing for the proposed approach is presented in the Figure 1. The inputs

of the system are ECGs. For the MIT-BIH database, each ECG includes three compo-
nents : time of samples, MLII signal and V5 one. For the classification, we first extract
the V5 signal, then denoise the signal through filtering and compute input parameters
(Negative form, maximum amplitude, minimum amplitude, maximum width maximum,
minimum width, hearth rate and hearthbeat) for the neural network classifier. The outputs
of the anomalies detector are then used during the arrhythmia classification and prediction
steps. For this purpose, we first compute the 10 previous hearth rate, then we estimate the
hearth rate at t (prediction horizon) and we predict the existence or not of arrhythmia.
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Figure 1. Chart Flow of the proposed classification and predictive approach.
2.1. Preprocessing

2.1.1. Empirical mode decomposition
In this study, the ecgs denoising process is done using empirical mode decomposition

(EMD). EMD decomposes iteratively a complex signal s(n) into elementary components
AM-FM Types, called Intrinsic Mode Functions (IMFs) [11].

s (n) = rk (n) +
K∑

k=1

imfk (n) [1]

Where imfk is the kth mode or IMF of the signal and rk is the residual trend. The sifting
procedure generates a finite number of IMFs. The underlying principle of the EMD is to
identify locally in the signal, the fastest oscillations defined as the waveform interpolating
the local maxima and minima. To do this, these last points are interpolated with a cubic
spline to produce the upper and lower envelopes. The average envelope is subtracted from
the initial signal and the same interpolation scheme is reiterated.

2.1.2. Filtering
Usually a real ECG signal faces muscular noise, motion artifacts, and baseline drifts

changes. Butterworth filter is often used for noise smoothing[12]. Removing the first
IMFs, after EMD decomposition, filter out ecg noise while preserving QRS content [13,
14]. In this work, we have combined the advantages of EMD filtering (one run approach
for low and high frequency noise) and 6th order band-pass Butterworth filter (noise smoo-
thing). We subtract the first IMF (IMF1) to remove the high frequency and apply the
Butterworth filter to smooth the signal.

2.2. Neural Network
A neural network is a mathematical function, see the picture 2[4].In this paper, we

propose a neural network (figure 3) composed of sixteen nodes. To set up a neural net-
work, there must be defined the input data, the activation function and the thresholds of
the nodes. Each data is associated with a weight.
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Figure 2. Representation of an artificial neuron [4]. Inputs are multiplied by their weight.
The products are added to give the weighted sum. The threshold of the node is subtracted
from the weighted sum to determine the output of the node.
3. ECG patterns detection

Intrinsic parameters are used for ECG patterns detection that can lead the classifi-
cation and prediction that will be further performed. Indeed, statistical properties(mean,
variance, standard deviation, energy and power) are often used as input parameters for
classification [4]. However these parameters are global descriptors of data. Unlike statis-
tical properties, morphological and frequency attributes allow local analysis. Thus, in this
work, we used a set of morphological and frequency properties (negative form, maximum
amplitude, minimum amplitude, maximum width, minimum width, hearth rate, and hearth
rhythm ) of the ECG and the Heaviside activation function for classifying and predicting
the arrhythmia.

3.1. Parameters Vector
The parameters vector is used as the neural network entry. It is composed of an elec-

trocardiogram’s properties.The parameters processing are performing as follows :
1) Input : ECG
2) detect the negative form
3) compute QRS complex width and amplitude
4) apply min and max function on width and amplitude

Figure 3. Architecture of the neural network. The variables X1 ... X7 represent the mor-
phological and frequency properties, respectively the negative form, the maximum ampli-
tude, the minimum amplitude, the maximum width, the minimum width, the hearth rate and
the hearthbeat. The variables N1 .. Nvi represent the intermediate nodes. The Node Ns

determines the arrhythmia type.
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5) compute hearth rate and hearth rhythm
6) Output : return a parameters vector

Detailed description of the QRS complex detection, width and amplitude computations
were presented in [4]. The hearth rhythm regularity detection requires a certain number
of steps :

1) identify the R-waves
2) count the R-R intervals
3) compute the R-R regularity rate

4. Arrhythmia Classification
The classification involves two functions : the network function and the classifier func-

tion. The implemented neural network uses H(x),the step activation function with a thre-
shold (s) for each parameter : H(x) = 0 if x < s and H(x) = 1 if x ≥ s. The
parameters are negative form, minimum width, maximum width, minimum amplitude,
maximum amplitude, hearth rate and hearth rhythm which are respectively associated to
the following thresholds 0, 0.06, 0.10, 0.5, 2.5, 50, 110 and 10 [10]. The network function
is composed of sixteen neurons. It takes as input a parameter vector and returns one of
these six classes : Class 0 : normal,Class 1 : sino-auricular node dysfunction,Class 2 :
supra-ventricular tachycardia,Class 3 : ventricular tachycardia,Class 4 : auricular flutter
and Class 5 : Auricular Fibrillation.

5. Arrythmias Prediction
From our knowledge, the few works that have been done for hearth rhythm prediction

are based on linear model. However real world phenomena are not linear. This work is
one of the first step for the development of an efficient model for ECG predictive analysis.
The proposed approach is based on the exponential non-linear regression model. This
estimation is done through the following equation

y = b1 + b2 ∗ xb3 [2]

where, y is the estimated frequency, x the prediction horizon and b1,2,3 are the model
coefficients. The frequency prediction is done such as :

1) computation of the 10 previous hearth rates,
2) estimation of the hearth rate,
3) classification of the estimated cardiac frequency,
4) prediction of an arrhythmia.

The prediction base is constructed by extracting the samples from last 10 minutes and
computing the corresponding hearth rates. The cardiac frequency is estimated using the
algorithm 1.
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Tableau 1. ECG classified
CLASS ECG
Sino-auricular node dysfonction 103, 105,107, 108, 114,115,119,121,123,201,202

208,210,213,220,222,223,228,231,233,234
Supra-ventricular tachycardia 102,111,215
Ventricular tachycardia 101
Auricular fluter 204,209
Auricular fibrillation 113, 118, 217

Algorithm 1 Prediction Method
1: function predire(f,t,th)
2: modelfun← @(b, x)b(1) + b(2) ∗ x(:, 1).b(3)
3: beta0← [111]
4: mdl← Estimate(t, f,modelfun, beta0)
5: fp← predict(mdl, th)
6: return fp

The function (algorithm 1) takes ten previous frequencies(f), time samples (t) and th
(horizon prediction). It estimates the hearth rate at th (prediction horizon).

6. Results and discussion
To illustrate the classification and prediction of arrhythmias, we have used the MIT-

BIH ECG database [4, 15]. MIT-BIH Arrhythmia is a waveform and a class completed
references databases of physionet.org composed of 48 signals recorded on a half-hour that
can be downloaded from physionet.org.

6.1. Classification
We first use dual filtering based on the EMD and the Butterworth filter during the pre-

processing step. Then, we compute the parameters for anomalies detection and arrhythmia
classification, and estimate the hearth rate for the arrhythmia prediction. We have the fol-
lowing results : 8 Abnormal ECG was detected as abnormal and 1 abnormal ECG was
detected as normal(detection error) ; 4 normal ECG were detected as abnormal (detection
error) and 2 ECG normal ECG were detected as normal.The detection method achieved a
performance rate of 88.89% with an error rate of 11.11%. The performance indices are :
Accuracy (66.67%), Sensitivity (66.67%), Specificity (88.89 %) and Positive predictive
(33.34%). The performance of anomalies detection is represented by the specificity. Af-
ter the anomalies detection, if an anomaly is detected then the system continues with the
arrhythmia classification else it continues with arrhythmia prediction. The classification
result is presented in the table 1.

Compared to the results presented in [4], there is an improvement in performance of
5.56% (83.33 % to 88.89%). The same trend is noted for the back propagation method
(83.40%) proposed in [16] and ANN based classification (87.50%) proposed in [17]. The
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noted improvement is due to the use of the morphological and frequency parameters.
Besides, these parameters allow local analysis with defined thresholds.

6.2. Prediction
If an anomaly isn’t detected then the system continues with the proposed non linear

regression based arrhythmia prediction (algorithm 1). An estimated hearth rate at predic-
tion horizon t = 11 is used to predict an arrhythmia. To validate our model, the data were
tested with the linear model and compared with the proposed non linear model. The image
4 shows the results of the prediction with the two models in relation to the calculated heart
rates.
The linear prediction predicts correctly twelve EGC and the non-linear prediction pre-
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Figure 4. Hearth Rate estimation

dicts correctly thirteen ECG. The performance rate of the linear and non-linear model are
respectively 80.00% and 86.67%. Thus there is an improvement in the prediction accuracy
using the proposed model.

7. Conclusion
In this work, we proposed an approach based on empirical mode decomposition(EMD),

the neural network, and non-linear regression for classification and prediction of arrhyth-
mia. The main contributions are the ECGs morphological and frequency properties taken
as input during the classification and the predictive model based on hearth rate analysis.
The output of our approach gives promising results for the classification and prediction
of arrhythmia. Future works will focus on modeling the neural network with a filter bank
and the implementation of a secure online system for classification and prediction that
can be used by practitioners as help for decision support.
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