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ABSTRACT

The relation between weekly Arctic sea ice concentrations (SICs) from December to April and sea level

pressure (SLP) during 1979–2007 is investigated using maximum covariance analysis (MCA). In the North

Atlantic sector, the interaction between the North Atlantic Oscillation (NAO) and a SIC seesaw between the

Labrador Sea and the Greenland–Barents Sea dominates. The NAO drives the seesaw and in return the

seesaw precedes a midwinter/spring NAO-like signal of the opposite polarity but with a strengthened

northern lobe, thus acting as a negative feedback, with maximum squared covariance at a lag of 6 weeks.

Statistical significance decreases when SLP is considered in the whole Northern Hemisphere but it increases

when North Pacific SIC is included in the analysis. The maximum squared covariance then occurs after 8

weeks, resembling a combination of theNAOresponse to theAtlantic SIC seesaw and theAleutian–Icelandic

low seesaw-like response to in-phase SIC changes in the Bering and Okhotsk Seas, which is found to lag the

North Pacific SIC. Adding SST anomalies to the SIC anomalies in the MCA leads to a loss of significance

when the MCA is limited to the North Atlantic sector and a slight degradation in the Pacific and hemispheric

cases, suggesting that SIC is the driver of the midwinter/spring atmospheric signal. However, North Pacific

cold season SST anomalies also precede a NAO/Arctic Oscillation (AO)-like SLP signal after a shorter delay

of 3–4 weeks.

1. Introduction

There is increasing evidence that the seasonal to de-

cadal sea ice changes superimposed on the observed

decline in Arctic sea ice cover affect the atmospheric

circulation. Model studies have suggested that North

Atlantic sea ice anomalies influence the North Atlantic

Oscillation (NAO)/Arctic Oscillation (AO) and the

North Atlantic storm track (Magnusdottir et al. 2004;

Alexander et al. 2004; Kvamstø et al. 2004), while North

Pacific sea ice primarily influences the atmospheric cir-

culation through the generation of stationary Rossby

wave trains (Honda et al. 1999; Alexander et al. 2004;

Yamamoto et al. 2006). Deser et al. (2007) showed that

the initial adjustment to prescribed North Atlantic sea

ice anomalies was a baroclinic response to anomalous

surface heat fluxes and changes in low-level baroclinicity

in the vicinity of the sea ice changes but that the re-

sponse became progressively more barotropic and in-

creased in both spatial extend and magnitude owing to

transient eddy feedbacks, reaching an equilibrium stage

in about 2months. The transient eddy feedbackwas linked

to Rossby wave breaking by Strong and Magnusdottir

(2010). Using monthly observations, Yamamoto et al.

(2006) suggested that the dominant interannual mode of

midwinter Northern Hemisphere sea ice variability, a

seesaw pattern in bothAtlantic and Pacific sectors, tends

to affect the NAO in late winter via Rossby wave trains

triggered by the Pacific sea ice anomalies. Francis et al.

(2009) found an association between observedArctic ice

extent in September and the atmospheric circulation in

the following autumn and early winter, which seemed to

be driven by changes in lower atmosphere stability and

cloudiness. Honda et al. (2009) found a link between

September ice extent along the Siberian coast and win-

ter climate over Eurasia. Using monthly hemispheric

data, Wu and Zhang (2010) found that a reduction of

Arctic sea ice concentrations (SICs) in the North At-

lantic and the North Pacific sides of the Arctic shelf seas

during summer was followed by a negative phase of the

NAO/AO during winter.

Since the interannual variability of Arctic SIC, which

is mostly associated with the advance or retreat of the ice

edge, is primarily driven by main modes of atmospheric

variability, feedbacks should be at play. In the North

Atlantic the NAO drives the main mode of wintertime
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SIC variability, a seesaw between the Labrador Sea and

the Greenland–Barents Seas, via wind forcing, oceanic

heat transport, and surface heat exchanges (Fang and

Wallace 1994; Deser et al. 2000). Using Granger cau-

sality and weekly time series of the SIC seesaw and the

NAO, Strong et al. (2009) showed that the seesaw in the

cold season drives a NAO with the opposite phase, thus

acting as a negative feedback, in agreement with mod-

eling studies (Magnusdottir et al. 2004; Kvamstø et al.

2004; Deser et al. 2007). However,Wu andZhang (2010)

found that the negative feedback was primarily due to

ice in the Greenland–Barents Seas. On the other hand,

Yamamoto et al. (2006) suggested that the NAO signal

was, in part, damped in response to concomitant ice

anomalies in the North Pacific. In the North Pacific the

dominant mode of winter sea ice variability exhibits out-

of-phase fluctuations between the Bering Sea and the

Sea of Okhotsk, which are related to the occurrence of

blocking in the Gulf of Alaska and an atmospheric

pattern having some similarity with the North Pacific

Oscillation (NPO) (Walsh and Johnson 1979; Fang and

Wallace 1994). It is significantly correlated with the

North Atlantic seesaw (Yamamoto et al. 2006). How-

ever, SIC in the twoNorth Pacific areas varies as often in

phase (Liu et al. 2007), and the second empirical or-

thogonal function of wintertime SIC describes the ad-

vance or retreat of sea ice in both seas, with greater

amplitude in the Bering Sea (Matthewman and

Magnusdottir 2011). Linkin and Nigam (2008) found

that a positive NPO increases sea ice extent in the Sea of

Okhotsk and the western Bering Sea, but Matthewman

and Magnusdottir (2011) found that the NPO only in-

fluences SIC in the Bering Sea. Using Granger causality

between an observed weekly Bering Sea ice index

and the NPO, they found that the NPO responds to the

Bering SIC changes, acting as a positive feedback. This

positive feedback is seen in Wu and Zhang (2010).

In this paper, we further investigate the relation be-

tween the Northern Hemisphere atmospheric circula-

tion and SIC changes during the cold season from

December to April. The emphasis is on distinguishing

the potential influence of North Atlantic and North

Pacific SIC variability during the cold season and on

assessing whether the concomitant sea surface temper-

ature (SST) anomalies play an active role in the atmo-

spheric changes.

2. Data and method

We use Arctic SIC from the National Snow and Ice

Data Center (NSIDC) derived fromNimbus-7 Scanning

Multichannel Microwave Radiometer and Defense Me-

teorological Satellite Program Special SensorMicrowave

Imager radiances (Cavalieri et al. 1996) from 1979 to

2007. The data are available on a 25-km grid every two

days for 1978–86 and daily for 1987–2007. As in Strong

et al. (2009), we consider weekly means in the 21-week

periods starting 5 December and ending about 30 April

when the ice extent is large. There is a data gap from

3 December 1987 to 13 January 1988, so the 1987/88

season was omitted. SIC anomalies were obtained by

subtracting the 27-yr mean of each week, and grid points

with little variations in concentration were excluded:

namely, discarding grid points where SIC was larger

than 95% or smaller than 5% in at least half of the 27

cold seasons (thus excluding the Kara Sea). It was ver-

ified that the results were not sensitive to this precise

criteria. Weekly sea level pressure (SLP) anomalies on

a Gaussian T62 grid were obtained from the National

Centers for Environmental Prediction Climate Forecast

System Reanalysis (CFSR) (Saha et al. 2010). For con-

venience, we also use weekly SST anomaly data from the

CFSR since they were strongly damped to the NOAA

optimal interpolation 1/48 daily SST version 2 [Advanced

Very High Resolution Radiometer (AVHRR)-only

product] (Reynolds et al. 2007). It was verified that the

large-scale SST anomaly patterns were nearly indistin-

guishable between the two products. The SST was con-

sidered in ice-free regions on the atmospheric grid, but the

results were similar with the original 0.58 resolution. To
reduce the influence of trends and low frequency changes,

a third-order polynomial was removed by least squares

fit from all data. This removes 13% of the SIC anomaly

variance and satisfactorily represents the cold season

SIC decline of the last decades. Similar results are ob-

tained if a quadratic trend is removed instead.

Lagmaximumcovariance analysis (MCA) (Bretherton

et al. 1992; von Storch and Zwiers 1999) was used to

infer cause and effect relationships. The MCA isolates

pairs of spatial patterns and their associated time series

by performing a singular value decomposition of the

covariance matrix between two fields. Each field is ex-

panded into orthogonal patterns that maximize their

area-weighted covariance. To establish whether theMCA

modes are meaningful, each MCA was repeated at least

100 times, linking the original oceanic anomalies with

randomly scrambled atmospheric ones based on blocks of

two successive years, as in Czaja and Frankignoul (2002).

Note that solely scrambling the field with a short time

scale avoids altering the large persistence of the SIC and

SST anomalies, which could only be achieved in paired

scrambling by using blocks of much longer length. The

quoted significance levels indicate the percentage of ran-

domized squared covariance (SC), SC fraction (SCVF),

and correlation (R) for the corresponding mode that ex-

ceeds the value being tested. These estimates are robust,
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changing by a few percent at most between different

ensembles of 100 permutations. A smaller significance

level indicates stronger evidence against the null hy-

pothesis that there is no relation between atmospheric

and oceanic anomalies. Here we primarily discuss the

first MCA mode, as it is the only one that suggests a sig-

nificant SIC impact on the atmosphere.

The atmospheric response to oceanic anomalies can

be estimated by MCA for the ocean leading the atmo-

sphere by more than the atmospheric persistence, which

should not exceed 10 days (Feldstein 2000), or 2–3 weeks

when using weekly data. However, the ElNi~no–Southern

Oscillation (ENSO) introduces a persistent component

that could mask the oceanic influence on the atmosphere.

Much of the ENSO contamination of the estimated at-

mospheric response can be removed by linear regression

on both oceanic forcing and atmospheric response fields

(Frankignoul and Kestenare 2002). When using weekly

averages, the ENSO teleconnections cannot be consid-

ered instantaneous since they need about a month to af-

fect the extratropical atmosphere (Liu and Alexander

2007). As discussed in the appendix, the teleconnection

delay was estimated as 3 weeks, and the removal of the

ENSO signal from SIC or SSTmust be a function of time

lag to get an unbiased response. The amount of removed

variance may thus depend on the lag. It is small for SLP

(2%) and SIC (about 3%), suggesting a weak ENSO

impact at the weekly time scale but larger one for SST

(17% at lag 0).

TheMCA is based on (A6) in the appendix when SLP

lags the oceanic variables. Significant modes for the lag

exceeding atmospheric persistence are interpreted as an

atmospheric response to the oceanic variables. How-

ever, it is not excluded that they reflect other concomi-

tant processes that induce low-frequency changes in the

atmosphere, such as snow cover variability (e.g., Cohen

and Jones 2011) or stratospheric anomalies (e.g.,

Baldwin and Dunkerton 1999).

3. The influence of sea ice concentration
on the atmosphere

a. North Atlantic

The North Atlantic sector is defined between 908W
and 458E for SLP to represent well the main modes of

atmospheric variability and between 908W and 908E for

SIC, although the domain with substantial SIC vari-

ability during the cold season (see criterion in section 2)

only covers a smaller area. In this sector, the ice–

atmosphere coupling is strongly dominated by a single

mode describing the interaction between a SIC seesaw

and the NAO.As shown in Fig. 1 (thin line), the squared

covariance of the first MCA mode is maximum when

SLP leads SIC by 1–3 weeks. This reflects the fast SIC

seesaw response to the NAO variability, with sea ice

expansion in the Labrador Sea and retreat in the

Greenland–Barents Seas and the northern Baltic fol-

lowing a positive NAO and vice versa for the negative

NAO (Figs. 2a,b). This relationship is discussed in Fang

and Wallace (1994) and Deser et al. (2000). Consistent

with the NAO persistence, the SC decreases but the

patterns remain similar when SLP is simultaneous with

SIC or follows by 1 week. A transition occurs and sig-

nificance is lost when SLP lags by 2 weeks, and by 3

weeks SC and significance start increasing slowly with

lag. The SC and SCVF are maximum and most signifi-

cant after 6 weeks and then slowly decrease, losing sig-

nificance after lag 8. The MCA patterns vary very little

with lag, suggesting that the sea ice seesaw drives a

positive NAO, albeit with an intensified amplitude at

high latitude (Figs. 2c,d). The statistical significance ofR

is low, however, decreasing with increasing lag (10% at

lag 4, 29% at lag 5). We have been unable to explain this

behavior. The reversal of SLP polarity suggests that the

SIC dipole acts as a negative feedback on the NAO, as

found in earlier studies. Since SLP is considered be-

tween mid-January and early June when the lag is 6

weeks, the mode is interpreted as a midwinter/spring

NAO response to cold season North Atlantic SIC anom-

alies. Our analysis is in agreement with themodeling study

of Magnusdottir et al. (2004). They found that the NAO

response was primarily due to SIC in the Greenland–

Barents Seas.

FIG. 1. Squared covariance of the first MCA mode between

SIC and SLP as a function of time lag (positive when SIC leads) for

the Northern Hemisphere (thick line) and the North Atlantic

sector (thin line). Open circles (asterisks) indicate 5% (10%)

significance.
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An attempt was made to explore the time dependency

of the relation betweenNAOand SIC by performing the

MCA for three overlapping 14-yr periods (years 1–14, 8–

21, and 14–27), although the sample is more limited.

When SIC lags the atmosphere, the MCA mode shows

little change, stressing its robustness. On the other hand,

when SIC leads, statistical significance was only found

for years 1–14, with patterns as in Figs. 2c,d, although

similar MCA patterns were seen for years 8–21 (but not

for years 14–27). The bulk of the signal may thus come

from the first half of the 1979–2007 period. However, the

mode is slightly more significant when the whole period

is considered, suggesting that it may also exist during the

second half, albeit with a weaker amplitude.

As statistical significance is decreased (14% for SC at

lag 5 and 6) when the SLP is extended to the Northern

Hemisphere while SIC remains limited to the Atlantic

sector, the SIC seesaw impact seems primarily limited to

the Atlantic sector. However, another weak SC maxi-

mum occurs at a lag of 8 weeks, showing that the seesaw

precedes a pronounced high in the North Pacific, a

weaker one in the Atlantic, and a low over the polar cap

(Figs. 3a,b). This mode appears to reflect the stronger

relation found at lag 8 when Pacific SIC is included in the

FIG. 2. Covariance map for (left) SIC (%) and (right) SLP (hPa) in the North Atlantic sector when SLP (top) leads

SIC by 1 week and (bottom) lags SIC by 6 weeks. The time series were normalized so that the maps show typical

amplitudes. The SC, correlation R, and SCVF are indicated, with the estimated significance level.
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analysis (see below), hence is unlikely to be primarily

driven by the Atlantic SIC changes.

b. North Pacific

In the Pacific sector with SLP taken from 908E to

908W, the SC also peaks when SLP leads by 1 or 2 weeks,

reflecting the atmospheric forcing of SIC variability.

However, the first two MCA modes are poorly sepa-

rated when SLP leads SIC, and their order change

between lag 22 and 21 (mode 1 at lag 21 is essentially

mode 2 at lag 22). One mode (mode 1 at lag 22) sug-

gests a pattern somewhat resembling a negative phase of

the NPO that decreases the sea ice concentration in the

Sea of Okhotsk and western Bering Sea and increases

it in the eastern Bering Sea (Figs. 4a,b), not unlike the

monthly signals in Linkin and Nigam (2008). The other

mode (mode 1 at lag21) suggests that an east–west SLP

dipole drives a slightly different SIC seesaw in the North

Pacific (Figs. 4c,d), as in Fang and Wallace (1994). On

the other hand, when SLP lags SIC, the first MCAmode

is better separated, and it is 5% significant in SC and R

between lag 5 and 10 when SLP is taken in the whole

Northern Hemisphere, with little change in pattern and

maximum SC at the slightly longer lag of 8 weeks, thus

for SLP taken from late January to end of spring (Fig. 5,

thick line). It shows that a SIC increase in the Sea of

Okhotsk and the Bering Sea (Fig. 4e) precedes a SLP

pattern resembling a weakening of the Aleutian–

Icelandic low seesaw (Fig. 4f), which is particularly ap-

parent in late February and March (Honda et al. 2005).

Honda et al. showed that the seesaw is triggered by

upper-level Rossby wave trains propagating into the

North Atlantic from the Aleutian low in midwinter;

hence, the Pacific SICmay indeed influence theNAOby

driving a Rossby wave train, as in the response studies

(section 1), which could also explain the longer SLP

response time. Interestingly, the mode is much less ro-

bust when SLP is only taken in the Pacific half of the

Northern Hemisphere (from 908E to 908W)—it is only

5% significant at lag 8—stressing the hemispheric nature

of the SLP signal. Since the modes describing the Pacific

SIC response to the atmosphere are not well separated

and the SLP patterns differ, feedback is difficult to

assess.

The time dependency of the relation with Pacific SIC

was explored by performing the MCA in three over-

lapping 14-yr periods, as in the Atlantic sector. When

hemispheric SLP leads SIC, there was little stability in

the patterns, as expected from the poormode separation

discussed above. When SIC leads SLP, the covariability

was highly significant during years 1–14, with patterns as

in Fig. 6. The mode was less significant during years 8–

21, with a slightly different pattern in the North Pacific,

and it was not found during years 14–27. It is interesting

that the SIC influence is largest in both basins during the

first half of the period.

c. Hemispheric case

The MCA was then performed with SIC and SLP

in the whole Northern Hemisphere (Fig. 1, thick line).

FIG. 3. Covariancemap for NorthAtlantic (left) SIC (%) and (right) hemispheric SLP (hPa) when SLP lags SIC by

8weeks. The time series were normalized so that themaps show typical amplitudes. The SC, correlationR, and SCVF

are indicated, with the estimated significance level.
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FIG. 4. As in Fig. 2, but in the North Pacific sector when SLP (top) leads SIC by 2 weeks, (middle) leads SIC

by 1 week, and (bottom) lags SIC by 8 weeks.
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When SLP leads SIC by 2 weeks (lag22), the first MCA

mode (which is poorly separated at lag 21) resembles

that in Wu and Zhang (2010), showing that a SLP pat-

tern broadly resembling the AO in a negative phase, but

for a North Pacific center of action displaced north-

westward, drives the SIC seesaw in the Atlantic sector,

as in Figs. 2a,b, and an ice retreat in the Bering Sea, with

little signal in the Sea of Okhotsk (not shown). When

SIC leads SLP, the first MCA mode is better separated

and 5% significant in SC, R, and SCVF between lag 4

and 9, suggesting a robust atmospheric response. The

mode resembles a superposition of the North Atlantic

mode in Figs. 2c,d and the Pacific mode in Figs. 4e,f. As

in the case where SIC is limited to the Pacific sector, the

maximum SC occurs at the lag of 8 weeks, thus for SLP

from midwinter to end of spring. The mode (Figs. 6c,d)

then resembles the Pacific mode in Figs. 4e,f but for

a stronger Pacific high, as in Fig. 3, showing that a SIC

increase in the Sea of Okhotsk, the Bering Sea, and the

Greenland–Barents Sea precedes anAleutian–Icelandic

low seesaw with an intensified polar lobe. It explains a

smaller SCVF (0.43) than when SIC is limited to the

Pacific sector (0.5), which suggests that the atmosphere

responds to coordinated Pacific andAtlantic SIC forcing

but with a predominant Pacific influence. At shorter lag,

the SLP pattern has a weaker Pacific high but stronger

Atlantic lobes (Figs. 6a,b) so that the Atlantic SIC see-

saw may play a more significant role earlier in the sea-

son, consistent with the different response time suggested

by Figs. 2 and 4. However, the SIC pattern remains

similar, so the Atlantic and Pacific influences cannot be

disentangled in our short sample. Note that Wu and

Zhang (2010) did not detect this late winter/spring

mode.

4. Role of the concomitant SST anomalies

Changes in SIC or shifts in the ice edge are accom-

panied by concomitant SST changes, as the SST is colder

where SIC increases and warmer where it retracts. Since

the sea ice changes are largely driven by large-scale at-

mospheric patterns such as the NAO, the SST anomalies

also have a large scale. The SST patterns can be obtained

by regression onto the SIC time series. However, they do

not indicate whether the atmospheric response that

we attribute to SIC changes does not simply reflect, or

is influenced by, the atmospheric response to the con-

comitant SST anomalies. To single out the SST influ-

ence, we 1) performed corresponding MCAs between

weekly SST north of 108N (similar results were obtained

with SST north of 208N) and SLP anomalies; 2) to assess

their role in the lagged relation to SIC, performed

MCAs using jointly SST anomalies and SIC anomalies

(with SST given equal weight to SIC) as predictor for

SLP; and 3) compared statistical significance withMCAs

based on SIC alone.

In the North Atlantic sector, no significant MCA

mode was found when SST leads SLP, consistent with

Czaja and Frankignoul (2002) who only detected a sig-

nificant North Atlantic SST anomaly influence on the

atmospheric circulation in early winter. Correspond-

ingly, adding the SST anomalies to the SIC anomalies in

the North Atlantic sector degraded the MCA results

obtained with SIC alone, the first mode only reaching a

12% significant SC at lag 6, with a rather noisy SST

pattern resembling that obtained by regression on the

SIC changes (not shown). This indicates that the North

Atlantic SST does not play an active role in the response

of the NAO in midwinter/spring to cold season SIC

changes. Note that an impact of North Atlantic SST

anomalies on the winter NAO has been found in several

climate models (Mosedale et al. 2006; Gastineau and

Frankignoul 2012), but it occurred later in the season

than in the observations (Gastineau et al. 2013).

The results are different in the Pacific sector, as a sig-

nificant hemispheric SLP signal lags the North Pacific

SST in the MCA between SST and SLP. Although the

SC and SCVF remain 5% significant until lag 8, the

maximum SC is at lag 3 and 4 and the correlation sig-

nificance strongly decreases at lag $5. As shown in

Fig. 7, the SST anomaly resembles the Pacific decadal

oscillation (PDO), the first North Pacific EOF, and the

hemispheric SLP signal broadly resembles the NAO/AO

or the warm SST–ridge response with a downstream

NAO signal, discussed by Wen et al. (2010), except for

FIG. 5. The SC of the first MCA mode as a function of time lag

(positive when SIC leads) between hemispheric SLP and Pacific

SIC (thick line) and hemispheric SIC and SST (thin line). Open

circles (asterisks) indicate 5% (10%) significance.
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the smaller polar signal in their analysis. Puzzlingly,

significance is lost if SLP is limited to the Pacific sector

or if Pacific SIC is added in the MCA.

Finally, the hemispheric SST and SIC anomalies were

considered jointly in the MCA. Although the SC re-

mains 5% significant when SLP lags by up to 9 weeks

(Fig. 5, thin line), significance is lower than with SIC

alone, as the first mode is only 5% significant in R at

lag 8 (there is a secondary peak inR significance at lag 4).

The mode is not well separated (SCVF # 0.38), so the

patterns should be interpreted with caution. Nonethe-

less, the mode (Fig. 8) seems to represent a mix of the

AO response to North Pacific SST in Fig. 7 and the

Aleutian–Icelandic low seesaw response to Northern

Hemisphere SIC in Fig. 6. The somewhat different SLP

patterns and the slightly stronger SIC anomalies at large

lag suggest that SST dominates at lag 3–4 (Figs. 8a–c),

while SIC dominates at larger lag (Figs. 8d–f). This

would be consistent with the differences in SCVF. In-

deed, when hemispheric SLP lags by 4 weeks, the SCVF

decreases from 0.53 for North Pacific SST to 0.44 for

hemispheric SST, 0.38 for hemispheric SST and SIC, and

0.34 for hemispheric SIC alone. On the other hand,

when hemispheric SLP lags by 8 weeks, the SCVF in-

creases from 0.34 for hemispheric SST to 0.38 for

hemispheric SST and SIC, 0.43 for hemispheric SIC, and

0.5 for Pacific SIC alone. Similar results are suggested by

comparing the SC (after adjustment to have the same

oceanic variance): when hemispheric SST is added to

hemispheric SIC, the SC increases from 5.9 3 104 to

FIG. 6. As in Fig. 2, but for hemispheric (left) SIC (%) leading (right) SLP (hPa) by 8 weeks.
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6.93 104 at lag 4 but decreases from 7.33 104 to 6.13 104

at lag 8. Note that the North Pacific SST amplitude varies

little with lag, presumably because of the larger SST

anomaly persistence. In the North Atlantic, the SST

pattern is noisy.

5. Discussion and conclusions

The atmosphere–sea ice coupling is strongly domi-

nated in the North Atlantic sector by the interaction

between the NAO and a sea ice concentration seesaw

between the Labrador Sea and the Greenland–Barents

Sea. The NAO drives the seesaw in the cold season and

in return the seesaw precedes a weaker, opposite phase

of the NAO, albeit with an intensified Icelandic lobe,

thus acting as a negative feedback as in the modeling

study of Alexander et al. (2004) and the statistical

analysis of Strong et al. (2009). However, the latter did

not detect the strengthening of the northern lobe of the

NAO. Unlike in early winter (Wu and Zhang (2010),

both SIC poles seem to contribute to the negative

feedback. The signal is most significant at a 6-week lag,

broadly consistent with the response time in Deser et al.

(2007). The mode seems to describe a midwinter/spring

atmospheric response to cold season SIC anomalies.

Because of the limited sample, we did not attempt to

estimate more precisely the season of maximum signal.

Using SLP in the whole hemisphere strongly decreased

the statistical significance, while adding the concomitant

North Atlantic SST anomalies to the SIC anomalies led

to a loss of significance, consistent with the lack of late

winter response to NorthAtlantic SST anomalies (Czaja

and Frankignoul 2002). Hence, the SIC seesaw seems to

be the driver of the NAO response.

In the North Pacific sector, the first two MCA modes

between SIC and SLP are poorly separated when the

atmosphere leads. One mode has similarities with the

SIC response to theNPOdescribed in Linkin andNigam

(2008), while the other resembles the mode discussed by

Fang and Wallace (1994). Hence, the North Pacific SIC

response to the atmosphere is not dominated in winter

by a single mode, which may explain the inconsistencies

in previous North Pacific analyses discussed by Linkin

and Nigam (2008). The North Pacific SIC also seems to

influence the atmospheric circulation, most significantly

when SLP is considered in the whole Northern Hemi-

sphere. An extension of the SIC in the Bering and

Okhotsk Seas precedes a SLP pattern resembling the

Aleutian–Icelandic low seesaw with maximum covariance

and significance at a lag of 8 weeks, thus corresponding

to SLP in the late winter/spring period. The signal pre-

sumably involves a Rossby wave train propagating in the

North Atlantic from the Aleutian low, as in the experi-

ments of Honda et al. (1999), Alexander et al. (2004),

and Yamamoto et al. (2006). Although feedback could

not be assessed from the MCA in the Pacific case, the

patterns are not inconsistent with the positive feedback

in the western Bering Sea found by Matthewman and

Magnusdottir (2011) and Alexander et al. (2004). When

the concomitant Pacific SST anomalies are added to

FIG. 7. Covariance map of North Pacific (left) SST (K) and (right) SLP (hPa) when SST leads SLP by 3 weeks. The

time series were normalized so that the maps show typical amplitudes. The SC, correlation R, and SCVF are in-

dicated, with the estimated significance level.
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the Pacific SIC anomalies in the Pacific sector MCA,

significance is lost, while significance is poor at lag 8 with

Pacific SST alone. Hence, we conclude that theAleutian–

Icelandic low seesaw response in late winter/spring is

primarily driven by SIC. However, PDO-like North Pa-

cific SST anomalies affect the hemispheric circulation at

a shorter lag of 3–4 weeks, albeit with a somewhat dif-

ferent response pattern broadly resembling the AO or

thewarmSST–ridge responsewith a downstreampositive

NAO to the first North Pacific SST EOF discussed by

Wen et al. (2010). It is noteworthy that Pacific variability

seems to be driving SLP on the hemispheric scale while

the North Atlantic SIC seems to primarily affect SLP in

the North Atlantic sector.

When both SIC and SLP are taken in the whole

Northern Hemisphere, the atmospheric signal lagging

SIC is quite robust, seemingly combining the atmo-

spheric patterns driven by SIC in the North Atlantic and

the North Pacific. Hence, a positive phase of the NAO

with an enhanced Icelandic low and a weakening of

the Aleutian low—or an Aleutian–Icelandic low seesaw

with an intensified polar lobe—follows a sea ice exten-

sion in the Greenland–Barents Sea, the Okhotsk Seas,

and much of the Bering Sea and a sea ice retreat in the

Labrador Sea. Slight changes in the SLP pattern suggest

that the Pacific influence is dominant when SIC leads by

about 8 weeks and the SC is maximum but that the in-

fluence of the Atlantic SIC seesaw increases at shorter

lag. Wu and Zhang (2010) found that SIC changes from

summer to early winter were influencing the NAO/AO

in winter, but they did not detect this late winter/spring

response to Northern Hemisphere SIC changes. A lon-

ger sample is needed to establish if the hemispheric SLP

pattern reflects coordinated SIC forcing in the North

Atlantic and theNorth Pacific, as suggested byYamamoto

et al. (2006), or insufficient separation between Atlantic

and Pacific forcing. Since statistical significance, SCVF,

and SC are lowered at large lag when the concomitant

SST anomalies are added to the SIC anomalies as pre-

dictors, SIC seems to be the main driver of the atmo-

spheric response in late winter/spring. However, a more

AO-like atmospheric signal was found at shorter lag of 3

FIG. 8. Covariance map for (left) SIC (%), (center) SST (K), and (right) SLP (hPa) for the first MCAmode between SIC/SST and SLP

when SLP lags by (top) 4 and (bottom) 8 weeks. The time series were normalized so that the maps show typical amplitudes. The SC,

correlation R, and SCVF are indicated, with the estimated significance level.
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and 4 weeks in the MCA using combined SIC and SST

anomalies, seemingly reflecting the North Pacific PDO-

like SST forcing discussed above, with weaker con-

comitant SIC anomalies in the North Atlantic. In view

of the large SST persistence, the various influences are

difficult to disentangle in our short sample.

The time dependency of the relation between cold

season SIC and SLP was explored by performing the

MCA in three overlapping shorter 14-yr segments.

There was no time dependency when the NAO lead the

SIC seesaw, but its back interaction on the NAO was

only detected during the first half of the 1978–2007 pe-

riod. Similarly, the Aleutian–Icelandic low seesaw re-

sponse to Pacific SIC was most clearly identified in the

first half of the period and was not identified in the

second half. Although in both cases the statistical

significance was largest when the full period was con-

sidered, there may be some nonstationarity in the SIC–

atmospheric coupling.

This study was focused on establishing the statistical

links between cold-season sea ice and SST anomalies and

the atmosphere in midwinter/spring. They were inter-

preted as reflecting the atmospheric response to oceanic

forcing. Themechanisms controlling the response need to

be investigated, and the links with SIC anomalies in the

previous summer or early autumn should be clarified, as

they impact the atmospheric circulation in winter

(Francis et al. 2009; Jaiser et al. 2011) and may provide

more extended predictability. In addition, the links with

other concomitant processes that may influence the at-

mosphere, such as snow cover variability (e.g., Cohen and

Jones 2011) or stratospheric anomalies (e.g., Baldwin and

Dunkerton 1999), should be considered.
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APPENDIX

Removing Delayed ENSO Teleconnections

Some care is required to estimate the observed at-

mospheric response to extratropical boundary forcing

from observations in the presence of delayed ENSO

teleconnections. Consider for simplicity the scalar case

and assume that the atmospheric response to the oceanic

forcing T(t) takes time d to establish and the ENSO

teleconnections time c. Then, the atmospheric signal

X(t) can be written in a first approximation

X(t)5FT(t2 d)1 bE(t2 c)1N(t) , (A1)

whereE(t) is the ENSO time series andN(t) the intrinsic

atmospheric variability, which is uncorrelated with

previous values of T and N at lag larger than its per-

sistence (a week or two at most). As discussed in

Frankignoul et al. (2011), the delay d is linked to the

(poorly known) time needed for the atmospheric re-

sponse to reach maximum amplitude. To get unbiased

estimates of F, we define a modified atmospheric field

X̂(t)5X(t)2AE(t2 c) , (A2)

whereA5CXE(c)/CEE(0) is obtained by regressingX(t)

on E(t 2 c) and Cxy(t) denotes the covariance between

x and y at lag ~tWealso define amodified oceanic variable

T̂(t)5T(t)2BE(t1 d2 c) , (A3)

where B5CTE(c2 d)/CEE(0) is obtained by regressing

T(t 2 d) on E(t 2 c). Replacing in (A1) yields

X̂(t)5FT̂(t2 d)1

�
b1F

CTE(c2 d)

CEE(0)

2
CXE(c)

CEE(0)

�
E(t2 c)1N(t) . (A4)

Since N and E are uncorrelated, one has by multiplying

(A1) by E(t 2 c),

CXE(c)5FCTE(c2 d)1 bCEE(0) . (A5)

Replacing in (A4) yields

X̂(t)5FT̂(t2 d)1N(t) , (A6)

whichmay be used to estimate the atmospheric response

when d is larger than the atmospheric persistence. Note

that, for each value of the lag d, the ENSO signal must

be removed fromT(t) by using a regression onE(t1 d2
c). Hence, for d5 0, one usesE(t2 c) as in (A2), but for

increasing value of d one should use a smaller lag and, for

d. c, even posterior values ofE for the regression onT(t).

Themethod is easily generalized to several ENSO indices.

Here ENSO is defined by the first two principal

components (PCs) of weekly SST anomalies in the trop-

ical Pacific between 138N and 138S. The teleconnection

delay c was defined by the maximum area-weighted

variance of the lagged regression of SLP north of 208N
on the ENSO indices in the 25-week period starting

2 January, yielding c 5 3 weeks. However, the results

are not sensitive to the precise value of the delay,
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presumably because of the large ENSO persistence. The

phase asymmetry of the ENSO teleconnections was

taken into account by performing the regression sepa-

rately for the positive and negative values of the PCs.

Note that ENSO removal by linear regression may not

fully represent the complex behavior of ENSO tele-

connections, but it allows their seasonality and phase

asymmetry to be easily represented.
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