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The fundamental gap of an interacting many-electron system is given by the sum of the single-
particle Kohn-Sham gap and the derivative discontinuity. The latter can be generated by advanced
approximations to the exchange-correlation (XC) energy and is the key quantity to capture strong
correlation with density functional theory (DFT). In this work we derive an expression for the
derivative discontinuity in terms of the XC kernel of time-dependent density functional theory and
demonstrate the crucial role of a discontinuity in the XC kernel itself. By relating approximate
XC kernels to approximate local vertex corrections we then generate beyond-GW self-energies that
include a discontinuity in the local vertex function. The quantitative importance of this result is
illustrated with a numerical study of the local exchange vertex on model systems.

I. INTRODUCTION

Kohn-Sham (KS) density functional theory (DFT) is
the most widely used many-electron approach for nu-
merical simulations in physics, chemistry and materials
science.1,2 In both its static and time-dependent (TD)
version, the interacting many-electron problem is refor-
mulated into the simpler problem of non-interacting elec-
trons moving in a self-consistent, single-particle KS po-
tential. This construction is formally exact, but is ex-
pected to become more constrained when the electrons
are strongly correlated. On the other hand, exact stud-
ies on simple systems have shown that the KS potential
captures effects of strong correlation by exhibiting rather
intuitive peak and step features.3–8 Standard local and
semi-local approximations to the exchange-correlation
(XC) energy, such as LDA and GGA functionals, miss
these features and, as a consequence, tend to spread out
or delocalize the electrons in the system.

In a seminal work of Perdew et al.9 it was shown that
a key feature of the exact XC energy functional is a
derivative discontinuity (DD) at integer particle num-
bers. The DD corrects the largely underestimated single-
particle KS gap, and prevents delocalization through the
formation of discontinuous XC steps in the KS poten-
tial. To capture strong correlation with (TD)DFT it
is thus necessary to construct functionals with the DD.
It should be noted that the concept of strong corre-
lation can be ambiguous since it sometimes refers to
effects beyond semi-local approximations in DFT and
sometimes to multi-reference effects beyond Hartree-Fock
(HF). In the first case the DD can often be captured by
local exact-exchange,10,11 hybrid12 or corrective DFT+U
functionals.13 In the latter, truly correlated case, the DD
constitute the entire gap, and it still remains a challenge
to find approximate functionals.

Approximations based on many-body perturbation
theory (MBPT) have shown to successfully capture many
effects of correlation such as screening, van der Waals
forces and derivative discontinuities derived from non-
local exchange. One example is the random phase ap-

proximation (RPA), derived from the GW self-energy
within MBPT. The RPA and the GW approximation
(GWA) share many virtues but both fail in describing
localized states in strongly correlated systems such as
Mott insulators.14–17 The GWA can be improved by in-
cluding so-called vertex corrections. So far a HF-like ver-
tex has been employed to construct various total energy
expressions based on partial re-summations of particle-
hole diagrams.18–22 Similarly, approximations based on
the local exact-exchange vertex was studied in Refs. 23–
26. Local vertex corrections have also been studied at
the simpler level of LDA.27 Improved local vertex correc-
tions can be derived from improved XC kernels within
TDDFT.28,29 The XC kernel is defined as the functional
derivative of the XC potential with respect to the density
and is the crucial quantity to calculate excitation ener-
gies within linear response TDDFT.30 Recently, it was
shown that also the XC kernel exhibits discontinuities
at integer particle number, important for charge-transfer
excitations11,31 and chemical reactivity indices.32

In this work we will investigate the effects of the dis-
continuity of the XC kernel for constructing local ver-
tex corrections to the many-body self-energy. It has,
e.g., previously been shown that affinities need a three-
point vertex to be accurately described.33 Here we show
that this problem can reformulated into the problem of
a missing dynamical discontinuity of the two-point XC
kernel. From the ACFD (adiabatic connection fluctua-
tion dissipation) expression to the total energy we fur-
ther derive an exact expression to the fundamental gap
in terms of the XC kernel and its corresponding disconti-
nuity. Finally, we calculate the discontinuity of the exact-
exchange kernel and use it to determine correlated gaps
beyond the GWA.

II. DERIVATIVE DISCONTINUITY IN
(TD)DFT

In this section we review some of the mathematical
formulas underlying the concept of the DD in static and
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time-dependent DFT.
The DD refers to a discontinuous change in the deriva-

tive of the XC energy, Exc, as the density passes integer
particle numbers. As a consequence, the corresponding
XC potential, vxc, jumps with a space-independent con-
stant. The DD has been proven to be a feature of the
exact theory,9,34–36 and to play a key role when applying
(TD)DFT to different physical problems such as, e.g.,
charge-transfer processes, Kondo or Coulomb blockade
phenomena.7,31,37–41 The most direct effect of the dis-
continuity is, however, seen when trying to extract the
fundamental gap from DFT. The ionization energy I and
the affinity A of a system with N0 particles can be calcu-
lated as the left and right derivatives of the total energy
with respect to particle number N , i.e,

−I =
∂E

∂N

∣∣∣∣
−
, −A =

∂E

∂N

∣∣∣∣
+

(1)

where the subscript ± refers to the value of the quan-
tity at N±0 = N0 + 0±. The ionization energy of the
KS system is equal to the ionization energy of the true
interacting system42 but the KS affinity As has to be
corrected with the discontinuity ∆xc of the XC poten-
tial. The gap of the interacting system is thus equal to
the KS gap plus the discontinuity, i.e.,

I −A = I −As + ∆xc. (2)

It has been demonstrated that the DD is comparable in
size to the KS gap for both solids43,44 and molecules.45,46

Moreover, in strongly correlated Mott insulators the dis-
continuity accounts for the entire gap.47,48

Following Ref. 31 we will now derive a formal expres-
sion for the quantity ∆xc which is useful for extracting
the discontinuity of approximate functionals. Using the
chain rule we can write the partial derivative of Exc with
respect to N as

∂Exc

∂N
=

∫
dr vxc(r)

∂n(r)

∂N
. (3)

In the limit N−0 = N0 +0− this expression can be rewrit-
ten as

0 =
∂Exc

∂N

∣∣∣∣
−
−
∫
dr v−xc(r)f−(r), (4)

where f(r) = ∂n(r)/∂N is the so-called Fukui
function.49,50 Let us now look at the right derivative of
Exc, which will be different from the left derivative if
a DD is present. From Eq. (3) we see that this dif-
ference can appear either in the XC potential v+

xc(r) =
v−xc(r) + ∆xc or in the Fukui function. In fact, it is easy
to see that in the case of local or semilocal functionals
such as LDA and PBE the discontinuous behaviour is re-
stricted to the Fukui function, i.e., ∆xc = 0. Meta-GGAs
have shown to exhibit a discontinuity in the XC potential,
albeit very small.51 On the other hand, orbital function-
als based on MBPT are known to accurately capture the
discontinuity of the XC potential.

Let us now write vxc(r) = v−xc(r)+∆xc(r) and cast Eq.
(3) into∫

dr∆xc(r)f(r) =
∂Exc

∂N
−
∫
dr v−xc(r)f(r). (5)

In the limit N → N+
0 , ∆xc(r) → ∆xc and we find an

expression for the discontinuity of vxc

∆xc =
∂Exc

∂N

∣∣∣∣
+

−
∫
dr v−xc(r)f+(r). (6)

A systematic scheme for generating orbital functionals
based on MBPT was presented in Ref. 52. The idea is to
start from variational energy expressions of the Green’s
function G and then restrict the variational freedom to
Green’s functions Gs coming from a local KS potential.
One can, for example, start from the Klein functional53

E[G] = −iΦ[G] + EH + iTr [GG−1
s − 1 + ln(−G−1)],(7)

which contains another functional Φ having the property
that the self-energy Σ is generated as Σ = δΦ/δG. When
restricting to KS Green’s functions it is easy to see that
the XC energy corresponds to Exc = −iΦ[Gs]. Further-
more, the equation for the XC potential is nothing but
the linearized Sham-Schlüter (LSS) equation54–58∫

d2χs(1, 2)vxc(2) =

∫
d2d3 Σxc(2, 3)Λ(3, 2; 1). (8)

Here we have simplified the notation by introducing
1 = r1, t1. Even with the exact self-energy this scheme
will never be exact but it has shown to produce useful
approximations such as the exact-exchange (EXX) ap-
proximation (based on the HF self-energy) and the ran-
dom phase approximation (RPA) (based on the GW self-
energy). To determine the discontinuities of the Klein
XC potentials, Eq. (7) and Eq. (8) must be generalized
to ensemble Green’s functions. This was done in Refs.
14 and 31 showing that the discontinuities of the Klein
functional are given by

∆xc =

∫
drdr′ ϕ∗L(r)Σ+

xc(r, r′, ε+
L )ϕL(r′)

−
∫
dr v−xc(r)|ϕL(r)|2. (9)

where L signifies the LUMO (lowest unoccupied molec-
ular orbital). The superscript on the self-energy can be
dropped as it is, in general, invariant with respect to a
constant shift of the potential. Combining Eq. (9) with
Eq. (2) leads to

−A = ε−L + ∆xc = ε−L + 〈ϕL|Σxc(εL)− v−xc|ϕL〉 (10)

where the KS LUMO is calculated from v−xc. This equa-
tion is very similar to the first order quasi-particle equa-
tion within MBPT.

The above mathematical analysis was restricted to
the static case but also the time-dependent vxc exhibits
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jumps. In the linear response regime this leads to a fre-
quency and space-dependent discontinuity in the XC ker-
nel given by

f+
xc(r, r′, ω) = f−xc(r, r′, ω) + gxc(r, ω) + gxc(r′, ω). (11)

In order to determine the discontinuity gxc(r, ω) of the
XC kernel, given an approximation to vxc, we use a simi-
lar procedure as in the static case but with a generalized
ensemble that allow densities to change particle number
in time. In Ref. 31 it was shown that such an ensemble
was necessary for functional derivatives to be uniquely
defined.

Assuming that vxc is defined on such a generalised do-
main of densities we can evaluate the functional deriva-
tive of vxc with respect to the time-dependent number of
particles, i.e.,

δvxc(rt)

δN(t′)

∣∣∣∣
n+
0

=

∫
dr′ f−xc(r, r′, t− t′)f+(r′)

+

∫
dr′ gxc(r′, t− t′)f+(r′) + gxc(r, t− t′).(12)

Let us now specialize to functionals derived from the
Klein action functional of MBPT. The TD XC poten-
tial vxc is then obtained from the LSS equation (Eq. (8)
above). Combined with Eq. (12), we find the following
equation to determine gxc∫

d2χs(1, 2)gxc(2, t) =∫
d2d3 Σxc(2, 3)

δΛ(3, 2; 1)

δN(t)

∣∣∣∣
n+
0

+

∫
d(2345)

δΣxc(2, 3)

δGs(4, 5)

δGs(4, 5)

δN(t)

∣∣∣∣
n+
0

Λ(3, 2; 1)

−
∫
d2d3χs(1, 2)f−xc(2, 3)

δn(3)

δN(t)

∣∣∣∣
n+
0

−
∫
d2 v+

xc(2)
δχs(1, 2)

δN(t)

∣∣∣∣
n+
0

. (13)

The discontinuity of the XC kernel was in Ref. 31
shown to be finite and carry a strong frequency depen-
dence. Already the static discontinuity turned out to give
a significant contribution when calculating reactivity in-
dices such as the Fukui function.32 In the next sections
we will show that the dynamical discontinuity give a sig-
nificant contribution when calculating beyond-GW gaps
from local vertex corrections within MBPT.

III. LOCAL VERTEX CORRECTIONS FROM fxc

The most popular approximation to the self-energy
is the GWA, in which the bare Coulomb interaction v
of the HF approximation is replaced by a dynamically
screened Coulomb interaction, W .59–61 Any effect beyond

the GWA is usually referred to as a vertex correction, de-
noted by Γ, and the exact self-energy can be written as

Σ = iGWΓ (14)

where

W = v + vPW, P = −iGGΓ (15)

and P is the so-called irreducible polarisability. The ver-
tex function Γ is defined as

Γ = −δG
−1

δV
= 1 +

δΣ

δV
(16)

where V = vext + vH is the sum of the external and
Hartree potential. If the vertex is set to 1 we obviously
obtain the GWA. From the definition of the vertex we see
that the next level of approximation can be generated it-
eratively from the derivative of the GW self-energy. This
self-energy is expected to be very accurate but too com-
plex to be applied to a real systems.

With the idea of approximating the numerically cum-
bersome three-point vertex function it has been suggested
to replace the self-energy in Eq. (16) by local XC po-
tentials derived from TDDFT. This generates local ver-
tex functions depending only on two space and time
variables.27,29 The LDA potential was used in Ref. 27
but produced only a very small change to the GW gaps.
Moreover, in Ref. 33 it was found that whereas ioniza-
tion energy were well captured by local vertex corrections
affinities were not. In order to overcome these limitations
we will now look at more advanced XC potentials derived
from the Klein MBPT scheme in the previous section, a
scheme which can also be used to derive local vertex func-
tions. These approximations are, e.g., guaranteed to be
conserving due to the Φ-derivability of the allowed self-
energies,62,63 a potentially important feature.

In general, we can write any local vertex function as

Γxc = 1 +
δvxc

δV
=

1

1− Γ1
xc

(17)

where

Γ1
xc =

δvxc

δVs
, Vs = vext + vHxc. (18)

Using the chain rule, the local vertex function is easily
related to the XC kernel of TDDFT

Γ1
xc =

δvxc

δn

δn

δVs
= fxcχs. (19)

We can now insert the local vertex of Eq. (17) into Eq.
(14) in order to generate an approximate beyond-GW
self-energy

Σ = iGWΓxc. (20)

There are now two important issues to consider. Firstly,
when calculating the affinity the self-energy should be
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evaluated at N+
0 . This is similar to the case of approxi-

mating the nonlocal self energy with a local XC potential,
where the latter is discontinuous at N0. Since the ensem-
ble XC kernel also has discontinuities, from Eq. (19) we
see that the local ensemble vertex function must have
discontinuities

Γ+
xc = Γ−xc +Gxc. (21)

For example, looking at the first order term in the ex-
pansion of the vertex correction (Eq. (19)) we see imme-
diately that

G1
xc = gxcχs (22)

with gxc as defined in Eq. (13) above.
Secondly, we notice that the self-energies used in Eq.

(9) should be Φ-derivable whereas self-energies from Eq.
(20) are, in general, not. We can, however, derive a very
similar expression to Eq. (9) starting from the exact
ACFD-formula to the total energy

E = Es +
i

2

∫
dω

2π

∫
dλTr{v[χλ(ω)− δn]}. (23)

Here, Es is the total energy in the Hartree approximation
and χλ is the scaled density correlation function. We
also define Tr {AB} =

∫
drdr′A(r, r′)B(r′, r) and δn =

δ(r, r′)n(r). With the definition of the exact local vertex
function in Eq. (17) it is easy to rewrite Eq. (23) in
terms of Eq. (20).64 We find

E = Es −
i

2

∫
dω

2π

∫
dλ

λ
Tr{ΣGWΓxc

λ Gs}. (24)

We see that for the total energy the discontinuity of the
local vertex function will always vanish. Let us now take
the derivative of the XC part with respect to particle
number. We find

∂Exc

∂N

∣∣∣∣
+

= −i
∫ 1

0

dλ

λ
Tr

{
Σ̃
GWΓ+

xc

λ

∂Gs
∂N

∣∣∣∣
+

− λ

2
χλvχλ

∂fλxc

∂N

∣∣∣∣
+

}
.(25)

This expression together with Eq. (6) yields an exact
expression for the discontinuity of the XC potential and
hence the fundamental gap. We see that the first term
is very similar to Eq. (9) but with the exact nonlocal
self-energy replaced by a symmetrized self-energy with a
local vertex function

Σ̃GWΓ+
xc = iGsΓ

+
xcWv−1WΓ+

xc. (26)

Within the RPA (Γxc = 1) the λ-integral can be carried
out analytically and this term becomes exactly Eq. (9)
with the GW self-energy. It is clear that if Γxc is discon-
tinuous the self-energy in Eq. (26) will be discontinuous,
with important consequences for calculating fundamental
gaps. In the next section we will quantify its contribu-
tion.

IV. CORRELATED GAPS FROM THE EXX
VERTEX

In this section we will study the EXX approximation
to the XC kernel, which can be considered the most sim-
ple, yet consistent, vertex correction for going beyond
the GWA. The EXX approximation has been shown to
support a discontinuity in both the EXX potential65 and
the EXX kernel,31 necessary for EXX density to equal
the HF density to first order, at equilibrium and in lin-
ear response, respectively.

The fully nonlocal HF vertex is defined as

ΓHF = 1 +
δΣHF

δV
, (27)

a three point function in time and space. The EXX local
vertex function can instead be written as

Γx = 1 +
δvx

δV
=

1

1− Γ1
x

, (28)

where vx is the local time-dependent EXX potential given
by the LSS equation (Eq. (8)) within the HF approxi-
mation to the self-energy. The first order term in the
expansion of the EXX vertex is given by

Γ1
x =

δvx

δVs
, Vs = vext + vHx. (29)

Using the chain rule we can write the EXX kernel (fx)
as

fx =
δvx

δn
= Γ1

xχ
−1
s . (30)

This kernel has been studied in several previous works. It
is known to produce excellent total energies when used
in the ACFD total energy expression of Eq. (23).23,24

It captures excitonic effects66 and charge-transfer excita-
tions within the single-pole approximation.31

In this work we have calculated the EXX kernel and
the corresponding EXX vertex of one-dimensional soft-
Coulomb systems using a precise and efficient spline-basis
set.11,67,68 Below we will study the effect the exchange
vertex when calculating the fundamental gap of molecu-
lar systems. We will also compare the fully nonlocal ap-
proximation (Eq. (27)) to the local approximation (Eq.
(28)).

A. MP2

In order to test the theory we start by looking at the
most simple approximation to the self-energy that can be
written in terms of the exchange vertex. Expanding the
self-energy to second order in the Coulomb interaction
we obtain what is known as the the second order Born or
MP (Møller-Plesset) approximation,69 in which the sum
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of first and second order exchange can be written in terms
of the first order HF vertex function (Γ1

HF), i.e.,

ΣMP2 = iΓ1
HFvGs + ivχsvGs. (31)

The last term is a second order term related to the
screened interaction. In the appendix we evaluate these
terms explicitly (Eq. (38) and Eq. (39)), and we see that
they are smooth as functions of particle number N . They
are also invariant with respect to a constant shift of the
external potential.

We will now approximate this self-energy with the local
EXX vertex defined above. We thus write

ΣMP2
L = iΓ1

xvGs + ivχsvGs. (32)

Since the EXX vertex is discontinuous due to a discon-
tinuity of the EXX kernel we have to evaluate the first
term (ΣΓ1

x
) differently depending on if we are calculating

affinities or ionization energies. In the limit N = N−0 ,
relevant for ionization energies, we write

Σ−Γ1
x

= if−x χsvGs, (33)

and, in the limit N = N+
0 , relevant for affinities, we write

Σ+
Γ1
x

= if−x χsvGs + igxχsvGs. (34)

The discontinuity gx gives rise to a second non-vanishing
term. Furthermore, if we take the Fourier transform of
Eq. (34) we see that the frequency dependence in gx has
to be taken into account

Σ+
Γ1
x
(r, r′, ω) = i

∫
dω′

2π
Gs(r, r

′, ω − ω′)

×
[∫

dr1dr2 v(r, r2)χs(r2, r1, ω
′)f−x (r1, r

′, ω′)

+

∫
dr1dr2 v(r, r2)χs(r2, r1, ω

′)gx(r1, ω
′)

]
. (35)

Let us now specialize to a two-electron system. The
EXX kernel at N = N−0 is then simply given by

f−x (r1, r
′, ω′) = −1

2
v(r1, r

′). (36)

If we insert this kernel into the first term of Eq. (35)
we see that it is equal to minus one half of the second
term of Eq. (31). The second term of Eq. (35), the
term containing the discontinuity, can be evaluated with
the help of Eq. (13), adapted to EXX. In the appendix
we have explicitly evaluated this term for a two-electron
system (see Eq. (40)).

In Fig. 1 we present the results for a soft-Coulomb
atomic system containing two electrons. The black dot
signifies the location of the atom. In the lower panel we
plot the EXX KS potential (full black line) obtained by
imposing Eq. (4), which ensures the correct asymptotic
limit of the potential. The dashed black line is the same
potential but shifted by the EXX discontinuity ∆x (Eq.

-0.11

-0.10

-0.09

2 4 6 8 10
x [a.u.]

-1.5

-1.0

-0.5

0.0

v KS
 [a

.u
.]

∆

G

x

x

HOMO =  - Ι

LUMO =  - Αs

- Α 

-A(MP2)

Exact-exchange (EXX)

Second-order correlation (MP2)
-A(EXX)

FIG. 1. Lower panel: KS potential of a soft-Coulomb two-
electron atom in the EXX approximation (black full and
dashed curves). Horizontal lines indicates the KS HOMO
and LUMO energy levels (red full) and the corrected affin-
ity (red dashed). Upper panel: MP2 corrected affinity (blue
dashed and full lines are without and with discontinuity, re-
spectively). Black full line is the nonlocal MP2 result.
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FIG. 2. Lower panel: KS potential of a soft-Coulomb
stretched H2 molecule in the RPA approximation (black full
and dashed curves). Horizontal lines indicates the KS HOMO
and LUMO energy levels (green full) and the corrected affin-
ity (green dashed). EXX approximation in the background
(grey curves). Upper panel: RPAx corrected affinity (pur-
ple dashed and full lines are without and with discontinuity,
respectively).

(9)). This is the result one would get by evaluating the
potential at N = N+

0 , as indicated to left with the ar-
rows pointing upwards. The location of the KS HOMO
(highest occupied molecular orbital) (−I) and the KS
LUMO (lowest unoccupied molecular orbital) (−As) are
indicated with full horizontal red lines. The red dashed
horizontal line indicates the true affinity (−A) after cor-
rection with the discontinuity (Eq. (10)), also indicated
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by an arrow pointing upwards to the left.

The upper panel shows the correction to the affinity
due to MP2 correlation. The red dashed A(EXX) line
is the EXX affinity (a duplicate of the −A line in the
lower panel) and the blue dashed line is the correction
due to the first term of Eq. (34). Keeping only this term
corresponds to using Eq. (33) to calculate affinities. In-
cluding the discontinuity term (second term in Eq. (34),
here called Gx) further shifts the affinity (blue full hor-
izontal line). Actually, we find that Gx corresponds to
75% of the total correction. The black full line in the
same panel denoted A(MP2), is obtained by using the
fully nonlocal vertex, i.e., by evaluating Eq. (31). We
see that the black and blue full lines almost coincide. We
can thus conclude that in order to reproduce the nonlocal
MP2 approximation the discontinuity (i.e. the Gx term)
of the EXX kernel is crucial.

B. RPAx

We will now construct a more advanced self-energy
that takes into account both screening and vertex cor-
rections to all orders in the Coulomb interaction. In this
way, we will consistently incorporate the EXX vertex in
both the screened interaction (Eq. (15)) and in the self-
energy (Eq. (14)). We call this self-energy RPAx

ΣRPAx = iGsWxΓx. (37)

This is the self-energy (although symmetrized) one ob-
tains from the ACFD-formula including the EXX kernel
(i.e. the RPAx energy) but by ignoring variations of fx

with respect to the density.23 It can also be seen as the lo-
cal approximation to the self-energy that includes vertex
corrections at the time-dependent HF level.21

We applied this approximation to the stretched hydro-
gen molecule, for which we expect screening to be more
important. In the lower panel of Fig. 2 we plot the KS po-
tential at the RPA level (black full line). We also show
the EXX potential in the background (grey thin line).
The KS HOMO-LUMO gap is vanishing small but if we
add the RPA discontinuity ∆xc (obtained from Eq. (9)
with the GW self-energy) the affinity shifts substantially.
We also note that it is larger than the corresponding
EXX correction, in agreement with the analysis in Ref.
16. Neither the HF nor the GWA is able to correctly
describe the gap of stretched H2 since it is a strongly
correlated Mott-like system.15 Including exchange effects
in the vertex is not expected to qualitatively improve
upon the GWA. Indeed, in the upper panel we present
the results from the RPAx self-energy and we see that the
correction is of the wrong sign. However, in this case, we
see that the discontinuity is even more important to re-
produce the nonlocality of the self-energy, accounting for
almost the entire correction.

V. CONCLUSIONS

In this work we have derived approximate self-energies
based on local vertex corrections derived from XC kernels
within the Klein MBPT formulation of TDDFT. These
vertex corrections capture a dynamical discontinuity of
the XC kernel, needed to accurately describe electron
affinities. A numerical study on model molecular sys-
tems shows that the discontinuity of the local vertex cor-
responds to the largest correction to the GW affinity.

From the ACFD formula to the total energy we further
show that an exact expression for the discontinuity of the
XC potential can be written in terms of the XC kernel
and its derivative. Although this work focused on the DD
as a correction to the gap, a very important consequence
of the discontinuity is to localise electrons in strongly cor-
related systems. The ability of an XC potential derived
from the ACFD expression to do so will strongly rely on
the discontinuous nature of the XC kernel.

VI. APPENDIX

Here we give explicit expressions for the formulas in
Sec. 4. The MP2 self-energy is composed of two terms.
The second term in Eq. (31) is a first order screening
correction so we denote it with a subscript W1. In terms
of orbitals and eigenvalues it is given by

ΣW1
(r, r′, ω) = 2

∑
kq

ϕk(r)

∫
dr1v(r, r1)f∗q (r1)

×ϕ∗k(r′)

∫
dr1v(r′, r1)fq(r1)

×
[

nk
ω − εk + Zq − iη

+
1− nk

ω − εk − Zq + iη

]
,(38)

where q is the particle-hole index, fq is the ’bare’ excita-
tion function given by a product of occupied and unoccu-
pied KS orbitals, and Zq is the corresponding eigenvalue
difference. The first ’vertex’ term is instead given by

ΣΓ1
HF

(r, r′, ω) =
∑
ksp

ϕ∗k(r)

∫
dr1v(r, r1)ϕs(r1)ϕp(r1)

× ϕs(r
′)

∫
dr1v(r′, r1)ϕk(r1)ϕ∗p(r1)× (−1)

×
[

nkns(1− np)
ω − εs + εp − εk − iη

+
(1− nk)np(1− ns)
ω − εs + εp − εk + iη

]
.(39)

The sum of the terms (Eq. (38) and Eq. (39)) consti-
tute the MP2 self-energy. The local MP2 self-energy also
contains the term in Eq. (38) and in addition two local
terms, one containing fx and one its discontinuity gx. For
a two-electron system the fx-term is just minus one half
of Eq. (38). The second term is generated from Eq. (13)
yielding

igxχsvGs =
∑
k,p 6=L

ϕk(r′)

∫
dr1 vx(r1)ϕp(r1)ϕ∗L(r1)
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×ϕ∗k(r)

∫
dr1 v(r, r1)ϕL(r1)ϕ∗p(r1)

×
[

nk
ω + εL − εp − εk − iη

+
1− nk

ω − εL + εp − εk + iη

]
+

∑
s,k,p 6=L

ϕk(r′)ns

∫
dr1dr2ϕs(r1)ϕ∗s(r2) v(r1, r2)ϕp(r1)ϕ∗L(r2)

×ϕ∗k(r)

∫
dr1 v(r, r1)ϕL(r1)ϕ∗p(r1)

×
[

nk
ω + εL − εp − εk − iη

+
1− nk

ω − εL + εp − εk + iη

]
+
∑
kq

ϕk(r)

∫
dr1v(r, r1)f∗q (r1)

×ϕ∗k(r′)

∫
dr1dr2|ϕL(r2)|2v(r2, r1)fq(r1)

×
[

nk
ω − εk + Zq − iη

+
1− nk

ω − εk − Zq + iη

]
+
∑
kq

ϕk(r)

∫
dr1v(r, r1)ϕs(r1)ϕ∗p(r1)

×ϕ∗k(r′)

∫
dr1dr2ϕ

∗
L(r1)ϕL(r2)v(r2, r1)ϕ∗s(r1)ϕp(r2)

×
[

nkns(1− np)
ω − εk + εp − εs − iη

+
(1− nk)ns(1− np)
ω − εk − εp − εs + iη

]
(40)
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