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Abstract:
The advances made in recent years in the field of structural biology significantly increased the throughput and
complexity of data that scientists have to deal with. Combining and analyzing such heterogeneous amounts of
data became a crucial time consumer in the daily tasks of scientists. However, only few efforts have been made
to offer scientists an alternative to the standard compartmentalized tools they use to explore their data and that
involve a regular back and forth between them. We propose here an integrated pipeline especially designed for
immersive environments, promoting direct interactions on semantically linked 2D and 3D heterogeneous data,
displayed in a common working space. The creation of a semantic definition describing the content and the
context of a molecular scene leads to the creation of an intelligent system where data are (1) combined through
pre-existing or inferred links present in our hierarchical definition of the concepts, (2) enriched with suitable
and adaptive analyses proposed to the user with respect to the current task and (3) interactively presented in a
unique working environment to be explored.
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1 Introduction

Recent years have seen a profound change in the way structural biologists interact with their data. New tech-
niques that try to capture the structure and dynamics of bio-molecules have reached an extraordinary high
throughput of structural data [1], [2]. Scientists must try to combine and analyze data flows from different
sources to draw their hypotheses and conclusions. However, despite this increasing complexity, they tend to
rely mainly on compartmentalized tools to only visualize or analyze limited portions of their data. This situation
leads to a constant back and forth between the different tools and their associated environments. Consequently,
a significant amount of time is dedicated to the transformation of data to account for the heterogeneous input
data types each tool is allowing.

The need for platforms capable of handling the intricate data flow is then strong. In structural biology,
the numerical simulation process is now able to deal with very large and heterogeneous molecular structures.
These molecular assemblies may be composed of several million particles and consist of many different types of
molecules, including a biologically realistic environment. This overall complexity raises the need to go beyond
common visualization solutions and move towards integrated exploration systems where visualization and
analysis can be merged.

Immersive environments play an important role in this context, providing both a better comprehension of
the 3-dimensional structure of molecules, and offering new interaction techniques to reduce the number of data
manipulations executed by the experts (see Figure 1). A few studies took advantage of recent developments in
virtual reality to enhance some structural biology tasks. Visualization is the first and most obvious task that
was improved through new adaptive stereoscopic screens and immersive environments plunging experts into
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the very center of their molecules [3], [4], [5], [6], [7]. Structure manipulations during specific docking experi-
ments have been improved thanks to the use of haptic devices and audio feedbacks to drive a simulation [8].
However, if 3D objects can rather easily be represented and manipulated in such environments, the integration
of analytical values (energies, distance to reference, etc.) – 2D by nature – leads to a certain complexity and is
not a solved problem yet. As a consequence, no specific development has been made to setup an immersive
platform where the expert could manipulate data coming from different sources to accelerate and improve the
development of new hypotheses.

Figure 1: Immersive, augmented reality, and screen wall environments used for molecular visualization: (A) EVE plat-
form, a multi-user CAVE-system composed of 4 screens (LIMSI-CNRS/VENISE team, Orsay), (B) Microsoft Hololens
and (C) screen wall of 8.3 m2 composed of 12 screens at full HD resolution with 120 Hz refresh rate in stereoscopy (IBPC-
CNRS/LBT, Paris).

This lack of development can also be partly explained by the significant differences between the data han-
dled by the 3D visualization software packages and the analytical tools. On one side, 3D visualization solutions
such as PyMol [9], VMD [10] and UnityMol [11] explore and manipulate 3D structure coordinates composing
the molecular complex that will be displayed. The scene seen by the user is composed of 3D objects reporting
the overall shape of a particular molecule and its environment at a particular state. This scene is static if we
are interested in only one state of a given molecule, but is often dynamic when a whole simulated trajectory of
conformational changes over time is considered. Analysis tools, on the other side, handle raw numbers, vec-
tors and matrices in various formats and dimensions, from various input sources depending on the analysis
pipeline used to generate them. Their outputs are graphical representations of trends or comparisons between
parameters or properties in 1 to N dimensions formatted in a way that experts can quickly understand and use
such information to guide their hypotheses.

Some of the aforementioned software do provide tools to gather analyses as static plots aside the 3D visu-
alization space. Interactivity is limited and flexibility mainly depends on the user capability to create and tune
scripts to improve the information displayed. We believe that a major improvement of tools available today
would bring into play a scenario where the 3D visualization of a molecular event is coupled to monitoring the
evolution of analytical properties, e.g. sub-elements such as distance variations and progression of simulation
parameters, into a single working environment. The expert would be able to see any action performed in one
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space (either 3D visualization or analysis) with a coherent graphical impact on the second space to filter or
highlight the parameter or sub-ensemble of objects targeted by the expert.

We have developed a pipeline that aims to bring within the same immersive environment the visualization
and analysis of heterogeneous data coming from molecular simulations. This pipeline addresses the lack of
integrated tools efficiently combining the stereoscopic visualization of 3D objects and the representation/inter-
action with their associated physicochemical and geometric properties (both 2D and 3D) generated by standard
analysis tools and that are either combined to the 3D objects (shape, colour, etc.) or displayed on a dedicated
space integrated in the working environment (second mobile screen, 2D integration in the virtual scene, etc.).

In this pipeline, we systematically combine structural and analytical data by using a semantic definition of
the content (scientific data) and the context (immersive environments and interfaces). Such a high-level defini-
tion can be translated into an ontology from which instances or individuals of ontological concepts can then be
created from real data to build a database of linked data for a defined phenomenon. On top of the data collec-
tion, an extensive list of possible interactions and actions defined in the ontology and based on the provided
data can be computed and presented to the user.

The creation of a semantic definition describing the content and the context of a molecular scene in immer-
sion leads to the creation of an intelligent system where data and 3D molecular representations are (1) combined
through pre-existing or inferred links present in our hierarchical definition of the concepts, (2) enriched with
suitable and adaptive analyses proposed to the user with respect to the current task and (3) manipulated by
direct interaction allowing to both perform 3D visualization and exploration as well as analysis in a unique
immersive environment.

Our method narrows the need for complex interactions by considering what actions the user can perform
with the data he is currently manipulating and the means of interaction his immersive environment provides.

We will highlight our developments and the first outcomes of our work through three main sections: the first
section attempts to provide a complete background of the usage of semantics in the fields of VR/AR systems
and structural biology. In the second section we will describe and justify our implementation choices and how
we linked the different technologies highlighted in the previous section. Finally, in a third section, we will show
several applications of our platform and its capabilities to address the issues raised previously.

2 Related Works

We present here the state of the art in the two fields related to this paper: the semantic formalism chosen to
represent the data and how semantic representations are applied in bioinformatics.

2.1 Semantic Modeling Formalism and Semantic Web

From classical logic to description logic, from which was derived the Conceptual Graph representation intro-
duced by Sowa [12], a lot of semantic formalisms were used to embed knowledge into applications in order to
query and perform reasoning about them.

The Conceptual Graph formalism represents concepts and properties such as connected graphs and allows
complex operations on them. However, it quickly reaches some limitations in terms of performances and im-
plementation flexibility. Classical logic is another well-known formalism but is not broadly used in biology
and suffers a lack of implementation tools and libraries. Semantic networks limits itself to the representation of
concepts and their relations through directed or undirected graphs. It is lacking the possibility to reason over
the concepts and their links, reasoning that our intended platform needs. The different requirements of our
platform, coupled with our aim to make it as generic as possible, made us choose to use the Description logic
as formalism for knowledge representation and more precisely the Semantic Web as underlying standard for
the creation of our ontology and the associated knowledge base.

The semantic web has been created by the World Wide Web Consortium under the lead of Tim Berners-Lee,
with the aim to share semantic data on the web [13]. It is broadly used by the biggest web companies to uni-
formly store and share data. It belongs to the family of the Description logics that use the notions of concepts,
roles and individuals. The concepts are represented by the sub-ensemble of elements in a specific universe, the
roles are the links between the elements and the individuals are the elements of the universe. Each layer of the
Semantic Webs (ontology, experimental data, querying process, etc.) have been associated to a language or a
format.

The following four standards create the core of the semantic web and act as the layers evoked previously:
the Resource Description Framework (RDF) [14], the Resource Description Framework Schema (RDFS) [15],
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the Web Ontology Language (OWL) [16] and SPARQL [17]. Whereas the first three standards enable semantic
descriptions of data in the form of ontologies and knowledge bases, the last standard enables queries to ontologies
and knowledge bases (see Figure 2).

Figure 2: Web semantics and its different layers.
This figure describes the main format classically used for each layer: RDF, RDFS, OWL, SPARQL, etc.
Source : http://www.w3.org/2001/sw/. Enter Figure Credit Details

RDF is a data model, which allows the creation of statements to describe resources. Each statement is a triple
comprised of: a subject (resource described by the statement), a predicate (property of the subject) and an object
(literal value or resource identified by an URI, which describes the subject). An example of a triple is:

<#Molecule, #has-charge, -1>.
RDFS and OWL are semantic web standards that extend the expressiveness of RDF by providing additional

concepts. RDFS provides hierarchies of classes and properties as well as property domains and ranges. OWL,
built upon RDF and RDFS, provides symmetry, transitivity, equivalence and restrictions of properties as well
as operations on sets of resources. In turn, SPARQL is a query language for ontologies and knowledge bases
built using RDF, RDFS and OWL. Conceptually, in terms of possible operations on data, SPARQL is similar to
SQL, as it enables data selection, insertion, update and removal.

In the semantic web, two types of statements are distinguished. Terminological statements (T-Box) specify
conceptualization, classes and properties of resources [18], without describing any particular resources. As-
sertion statements (A-Box) specify utilization, particular resources (also called individuals or objects), which
are instances of classes described by properties with particular values assigned. For example, a T-Box speci-
fies different classes of molecules (different chemical compounds) and properties that can be used to describe
them (e.g., charge and the number of neutrons), while an A-Box specifies particular molecules (instances of
the classes) with given charges. In this paper, an ontology is a T-Box, while a knowledge base is the union of a
T-Box and an A-Box. Ontologies and knowledge bases constitute the foundation of the semantic web across di-
verse domains and applications. In particular, ontologies can specify schemes of molecular descriptions, while
knowledge bases – particular descriptions (instances of such schemes) with individual objects, are used for
analysis and visualization. Due to the use of the standards encoded in XML or equivalent formats, ontologies
and knowledge bases are interpretable to software making them intelligible to users. Moreover, since RDFS
and OWL are built upon description logics, which are formal knowledge representation techniques, ontolo-
gies and knowledge bases can be subject to reasoning, which is a process of inferring implicit (tacit) properties
of resources (which have not been explicitly specified by the author) on the basis of their explicitly specified
properties.

For instance, from the following triples explicitly specified by the content author:
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the following statement can be inferred by software:

Here, thanks to the definition of property “is-composed-of” as transitive, we can infer that atoms, that com-
pose amino-acids, compose as well a protein since amino-acids compose proteins. The second statement does
not need to be added to the ontology since automatically inferred. This reduces significantly the number of
statements to store in the database and potentially allows for more complex inferences.

2.2 Ontologies in Bioinformatics

On the application side, the use of ontologies in order to standardize knowledge in scientific fields has under-
gone an important and spontaneous growth at the end of the 90s [19]. Bioinformatics, tightly anchored in struc-
tural biology, has used ontologies for a long time. The most significant example is the fast-growing genomic
field, in which it became impossible to handle data flow without a proper and standardized organization of the
data [20]. Gene Ontology [21] regroups genomic data into a uniform format and a knowledge base. Currently, it
is one of the most referred to ontologies in the literature. In [22], an approach to spatio-temporal reasoning on
semantic descriptions of evolving human embryo has been proposed. Several biological databases or organiza-
tions such as UniProtKB1 or the Open Biomedical Ontologies [23], provide ways to access data or ontologies under
RDF or OWL format to allow their use in expert tools or specific pipelines. One can also note the open-source
project Bio2RDF [24] that aims to build and provide the largest network of Linked Data for the Life Sciences
using Semantic Web approaches.

Only few expert software packages based on ontologies have been developed for structural biology. Avo-
gadro [25] and DIVE [26] appear as exceptions, implementing, in different ways, a semantic description of data
that can be manipulated in these environments. Avogadro uses the Chemical Markup Language (CML) [27] as
the format for describing data semantics, and adds a semantic description layer on top of the data being de-
scribed. However, the tool leverages neither ontologies nor other knowledge representation formalisms, thus
it does not permit reasoning on the described data.

DIVE partially creates ontologies and datasets derived from the input data upon loading. Pre-formatted
input in a row/column representation are converted into SQL-like structure where rows are individuals and
columns properties. This data representation conforms to a common data model that the software libraries use.
Therefore, creation of links between data values and concepts are possible, and different DIVE components for
data presentation (analyses, 3D visualization, etc.) as well as links and relationships between dataset elements
can be queried. In addition, DIVE includes a powerful and generic ontology creator directly depending on the
type of the input data. However, reasoning on ontologies in DIVE is limited to inheritance between classes.
Consequently, only a few ontological relationships are available: is-a, contains, is-part-of and bound-by. There is
no notion of cardinality or logical operators to define the concept classes. Then, it is not possible, for instance,
to force the presence of a property, or to impose that only a fixed number of values are associated to a specific
property (A molecule must have at least one atom, an Alanine side-chain has a minimum of 3 atoms and a
maximum of 4 atoms, etc.). These limitations render the DIVE environment insufficient to solve the problem
stated in this paper.

3 Using a Semantic Representation to Efficiently Store, Query, and Link
Heterogeneous Structural Biology Data

Several important choices have been made to integrate the different technologies required for the establishment
of a platform that would allow a proper 3D immersion of users together with an accurate and intelligent way
to interact with their data. Our platform heavily relies on the ontology/knowledge base couple. The way to
represent and access the data present in the databases is of a crucial importance and this point led us to ask
ourselves the question of the most appropriate formalism for the data representation.
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3.1 Knowledge Formalism Choice

The formalism of knowledge representation used in our approach must address the following three rules to
properly fit our platform needs:

1. Hierarchical data representation via concepts and properties

2. Advanced reasoning possibility in order to extend the ontology or the dataset ruled by the ontology

3. Efficient query time on the data to stay within interaction time

We have mentionned previously that several formalisms exist to create ontologies and define databases. A quick
comparison of these formalisms, complementary to their introduction in the previous section, can be found in
the Table 1.

Table 1: Comparison of different knowledge representation formalisms with respect to key criteria.

Formalism Domain
description

Reasoning on
knowledge

Big data
management

Efficient Implementation
flexibility

Conceptual graphs X X – X –
Semantic networks X – X X –
Classical logics X X X X –
Description logics X X X X –

Our first implementation of a semantic representation of knowledge in molecular biology was applied
through conceptual graphs (CG) within Cogitant’s software [30]. The use of CGs through the Cogitant API
quickly proved to be incompatible with the constraints of the interactive context. This limitation had already
been highlighted by the work of Yannick Dennemont [28] with the Prolog CG API, limitations confirmed by our
own experience with the Cogitant library in C++. The need for high performance imposed by the interactive
context has led us to the path of description logic and semantic web for the representation of knowledge and
the efficient extraction of information within a massive fact base to support Visual Analytics functionalities in
molecular biology.

3.2 Ontology for Modeling of Structural Biology Concepts

An OWL-based ontology was implemented as the core of the platform, thereby creating a broad description
of concepts an expert has to interact with during his/her visualization and analysis activities. We previously
mentioned that several bio-ontologies already exist. We extended one of them, a bio-ontology describing amino-
acids and their biophysical and geometrical properties2 to define the molecular objects and principles manip-
ulated in structural biology. Each component structuring molecular complexes and each associated property
coming from various common bio-informatics tools have been systematically defined and added to this ontol-
ogy. However, since needs may vary, we have designed this ontology such that it could easily be updated and
enriched with new concepts. A tiny subpart of our ontology is illustrated in Figure 3. Our ontology has been
designed around five categories, addressing five different parts of our platform:

• Biomolecular knowledge – Field-related concepts and objects in structural biology

• 3D structure representation – Concepts related to the representation and visualization of 3D molecular
complexes

• 2D data representation – Concepts related to the representation of numerical analyses and their results

• 3D interactions – Concepts related to the interactions in 3D environments

• 2D interactions – Concepts related to the interactions in 2D environments
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Figure 3: A part of our structural biology ontology used in our application.

The separation of the categories does not induce the absence of relationships between them. For instance,
the “Atom” concept belongs to the Biomolecular knowledge category but is directly linked to the “Sphere”
concept from 3D structure representation. The whole network of connections will then permit reasoning on the
ontology in order to support the advanced interactivity level required in our platform.

Concepts and properties among the 3D structure representation and 2D data representation categories
gather the graphical elements that allow for the representation of the Biomolecular knowledge category. Shape,
colors but also graph types are notions defined in these two categories. It is worth noting that analytical concepts
are defined by graphical or abstract elements that play a role in the creation and visualization of an analytical
result. However, we voluntarily chose not to define the different calculations and analyses related to molecular
simulation data because of their high complexity and their heterogeneous nature varying significantly between
the range of available specialized tools. This choice does not imply that the results of such analyses will not be
used among the platform, merely that it is not relevant to include their definition in the ontology. The values
of their results are nevertheless defined in the ontology under the form of properties of the individuals they
bring to play.

In addition to the biomolecular concepts and representations previously cited, we also defined every con-
cept around the interaction between the user and the data he will directly or indirectly manipulate. These in-
teractions include commands proposed by most of the common visualization software packages and analysis
tools.

Our full ontology is publicly available online.3

3.3 Storing Molecular Data Linked by a Structural Biology Ontology

Once we set up our ontology, it was possible to feed the database by adding biological information gathered by
the expert. The new information has to fit the vocabulary and classification defined by the rules present in the
ontology in order to be adequately stored in the database. This combination of ontology and knowledge base
will form the RDF database as illustrated in 6.

The description of a molecular system is constructed from the analysis of any biological information that
can be described by a character chain or a value and that corresponds to a concept or property identified in the
ontology. Each information will be exhaustively gathered in the RDF database as triples. Within the scope of our
study, we focused on numerical molecular simulations. These simulations output time series of static snapshots
of the molecular system at a regular time step. The Hamiltonian of the simulated model will drive the system
towards specific states that experts try to decipher in order to understand underlying molecular mechanisms.
The whole simulation creates a trajectory where each state, at a precise time, is associated to a snapshot. Our
ontology defines a snapshot by the Model concept. A Model gathers all the atom coordinates of the molecular
system at a defined time step. In order to distinguish the different components of a system, these components
are identified by Chain, another concept of our ontology. Each Chain in the system is composed of a sequence of
Residues (also known as Amino-acids in proteins). The different inference rules present in the ontology save us
to specify all the links between the different hierarchical components of a specific Model explicitly. As a result,
a Residue that belongs to a specific Chain will be automatically associated to the corresponding Model where the
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Chain appears. Similarly, group of Atoms, the smallest entities of a molecular structure at our scale, constitute
Residues and are then directly linked to Chains and Models.

Every geometrical property (position, angle, distance, etc.), physicochemical property (solvent accessibility,
partial charge, bond, etc.) or analytical property (interaction energy, RMSD, temperature, etc.) is then integrated
in the database and associated to individuals created from 3D structures (Model/Chain/Residue/Atom) for
each step of the simulation. As a reminder, any individual is an instance of concepts defined in the ontology.
Individuals and their properties form the population of the molecular database.

4 Using Semantic Queries to Support Direct Interactions for a New Generation of
Molecular Visualization Applications

Once all data has been integrated in the RDF database, it is necessary to setup an interrogation system able
to retrieve the data for visualization and processing following interaction events in the working space. Our
implementation of the query system mainly relies on the usage of SPARQL, as introduced before, and provides
several ways to address the different needs of our platform.

4.1 From Vocal Keywords to Application Command

The richness and flexibility of SPARQL queries allowed us to design a keyword to command interpretation
engine that aims to transform a list of keywords into a comprehensive application command triggering an
action in the working space.

One of the most-widely used interactive techniques in immersive environments is the vocal command.
Based on a vocal recognition process, it consists in translating a sentence or a group of words said by the user
into an application command. Vocal commands have the strong advantage that they can be associated with
gestures to express complex multimodal commands.

Most of the actions identified in our platform involve a structural group designated by the expert. These
structural groups can be characterized by: identifiers having a biological meaning (for example residue ids are,
by convention, numbered from one extremity of the chain to the other), unique identifiers in the RDF database,
or via their properties. The interpretation of commands vocalized by the expert with natural language using a
specific field-related vocabulary requires a representation carrying the complexity of the knowledge and linking
the objects targeted by the user to the virtual objects involved in the interaction.

For this purpose, we set up a process that takes as input a vocal command of the user and translates it into
an application command for the operating system. This procedure can be divided in three main parts:

1. Recognition of keywords from a vocal command

2. Keyword classification into a decomposed command structure

3. Creation of the final and operational command

Our conceptualization effort and the use of the ontology mainly focused on the second part. Parts one and three
are more implementation oriented and will not be deeply described.

4.1.1 Keyword Recognition

We are using the keyword spotting capability of Sphinx [29]4, a vocal recognition toolkit, to recognize keywords.
Based on a dictionary created from the ontology list of concepts, it aims to detect any word said by the user that
would match a word present in the dictionary.

4.1.2 Keyword Classification

Each keyword recognized in the previous step is assigned to a category. This classification is based on our
ontology splitting which identifies five categories of words that can be found in a vocal command, semantically
modeled as:

8
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• Action

• Component

• Identifier

• Property

• Representation

This classification is achieved through successive SPARQL queries to the ontology. Action, Component, Property
and Representation categories have their own concepts and can be identified by a unique word (“Hide”, “Chain”,
“Charged”, “Sphere”, etc.). At the opposite, the Identifier category is linked to a concept instance from the Com-
ponent category. A biological identifier is very likely to be redundant because of the repetition of the molecular
system at each time step. Therefore it is mandatory to pair an identifier with a component in the keywords in
order to validate its presence. Without component, any identifier is withdrawn from the list. If the identifier
and the associated component exist in the database, the couple is validated.

SPARQL commands use the ASK operator to define whether a keyword belongs to a category or not. This
operator takes one or several triples and returns a boolean that reflects whether the ensemble of triples is true
or not with respect to the database. Some examples of queries can be found below:

Reasoning and inference rules are automatically used in SPARQL queries. For instance, the following query:

will output true despite the absence of an explicit direct link between the two concepts (Alanine and Biolog-
ical_component) since AminoAcid, Residue and Molecule are located between the two concepts (see Figure 4).

Figure 4: Extract from our OWL ontology for the Alanine concept.

4.1.3 Command Creation

Once each keyword is validated and associated to a category, e.g. identified as a concept of the database (or as
an individual for identifiers) and eventually grouped with another keyword, it forms a syntactic group. Each
syntactic group carries an information corresponding to a specific part of the application command.

In our platform, a vocal command is composed by a succession of syntactic groups linked between them
to create an action query to the immersive platform. It is possible to describe the type of command that was
defined in the following manner:

𝑎𝑐𝑡𝑖𝑜𝑛 [𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟]+, ( 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑎𝑙_𝑔𝑟𝑜𝑢𝑝 [𝑖𝑑𝑒𝑛𝑡𝑖𝑓 𝑖𝑒𝑟]+ )+

Syntactic groups between [] are optional, whereas others are mandatory. The + indicates the possibility to have
0, 1 or several occurrences of the syntactic group. Finally, () indicates a bloc of syntactic groups. This com-
mand architecture is present in our ontology under the form of pre-required concepts associated to the Action
concepts. For instance, the action concept Color requires a property of Colors type and a structural component
to work with. These elements of information are then stored in the ontology, rendering them automatically
checkable by the engine to detect whether all requirements are fulfilled for a specific action. This feature sim-
plifies the definition of other actions in the ontology as the changes that have to be applied to the engine are
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minimal, typically either no or minor changes. The checking process will stay the same as long as the action is
well-defined within the ontology.

At the same level as for an action, a structural group is always mandatory to trigger a command. The different
ways to obtain a structural sub-ensemble are:

1. Component only: every individual that belongs to the concept will be taken into account

2. Combination of a component and an ensemble of identifiers: coherency checking between component and
identifiers

3. Property only: every individual that possesses the property will be taken into account

4. Combination of a component and a property: coherency checking between component and property

The structural group always refers to a group of individuals in order to disambiguate the results between the
commands. This disambiguation implies that final commands are more complex. The hierarchical classifica-
tion between structural components (Model/Chain/Residue/Atom) has a significant impact on the results of
a given command. Indeed, the nature of structural components targeted by an action will be compared to the
nature of the structural components currently studied. Depending on whether the command individual will
be of a higher or lower hierarchical order, the command might trigger an action either on a subpart of the
displayed scene (for lower classified individuals) or as a scene composition changer (for higher or equal classi-
fied individuals). For instance, if only two models are studied when a vocal command is transmitted, putative
amino-acids individually targeted by an action will be the ones that belong to the two displayed models. If the
individuals targeted by the command action would have been models, different from the displayed ones, an
update of the displayed molecular complexes would have occurred first.

Once the different checks for the command coherency and validity have been carried out, the command is
sent to both spaces (visualization and analysis) in order to synchronize the visual results.

4.1.4 Performances

The performance of our interpretation engine has been tested on several simple and complex voice commands,
and execution times have been calculated (see Table 2). In order to clarify the results table, we performed the
tests on an RDF database containing information from a molecular simulation of a 19 amino acids peptide
whose primary sequence is KETAAAKFERQHMDSSTSA. This structure was artificially created with PyMol
[9] and a short MD using GROMACS [30] was used to simulate the newly created system and get a short tra-
jectory. The ontology used here is the one created for our platform. We place ourselves in a context where the
hierarchic structural level of the environment is amino acid, mainly to take advantage of the many properties
associated with this hierarchical level in the ontology and thus be able to avoid complex commands. The syn-
tax of the commands is adapted to be interpreted by the PyMol software. Finally, these tests were carried out
independently of the Sphinx software in order to be able to compare them among themselves without any side-
effects of the vocal interpreter’s performance. The set of input keywords was then provided manually for each
test.

Table 2: Example of commands used to evaluate performance of the inference engine for voice recognition.

Keywords Expected command Generated command Completion time

Hide, Lines, Model, 128 Hide lines, residue
1+2+3+4+5+6+7+8+9+10+
11+ 12+13+14+15+16+17+
18+19 and model 128

Hide lines, residue
1+2+3+4+5+6+7+8+
9+10+11+12+13+14+
15+16+17+18+19 and
model 128

Approx. 54 milliseconds

Color, Alanine, Blue Color blue, residue
4+5+6+19

Color blue, residue
4+5+6+19

Approx. 72 milliseconds

Show,
Secondary_structure,
Residue, [2,5], Cartoon

Show cartoon, residue
2+3+4+5

Show secondary_structure,
residue 2+3+4+5

Approx. 56 milliseconds

Show, Positive, Residue,
Polar, Sphere, Chain, A

Show sphere, residue
1+7+10 and chain A

Show sphere, residue
1+2+7+9+10+11+12+14
and chain A

Approx. 550 milliseconds
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As we can see in Table 2, the overall precision of the interpretation engine is rather good and only the
last generated command significantly differs from the expected command reported in the table (5th line, 2nd
column).

One could argue that the 3rd command shows only a partial match between the expected and generated
commands. However, we can observe that the engine successfully identified the concepts of “Secondary struc-
ture” and “Cartoon” as equivalent (as illustrated in 3) but chose to keep only the former, only based on its
position in the keyword list, to create the query. In this case, “Cartoon” refers directly to a particular visual
representation whereas “Secondary structure” is more related to a biological concept, the spatial arrangement
of consecutive residues within a protein. The addition of a filter to define what representation keywords are
allowed at the software level would be necessary to remove any command ambiguity.

The 4th and last command was supposed to show, as spheres, all residues that were both polar and positive.
The difference in the list of residue IDs present there is due to a lack of a logical connector between the two
properties. The engine interpreted this lack of connector as a logical “OR” instead of the expected “AND” and
then output all residues that were either positive or polar (or both). This error points to the problem of inter-
pretation by keyword when logical connectors must be used. It is then necessary to take these two possibilities
into account and add their interpretation within the reference engine.

4.1.5 Limits and Perspectives

Our interpretation engine is able to convert a wide range of keyword lists, ordered and unordered, into a func-
tional and understandable software command for a specific molecular viewer. It does, however, have some
limitations that provide interesting opportunities for future work. We have seen that the integration of the con-
cept of logical connectors is essential in order to be able to handle multiple filter situations on individuals. These
logical connectors can hardly fit in with our actual ontology, not really belonging to any of the 5 definition sets
around which it was built. But logical operations are possible in SPARQL, that implements logical operators
such as AND, OR, UNION, etc. Then the missing part lies at the interpretation engine that needs to incorporate
those keywords and properly handle them to form the SPARQL command that will query the database.

It is important to note that the efficiency of the inference engine also depends on the quality of keywords
collected by the speech recognition step. In this example this relates to our implementation but, more generally,
to the generative step of these keywords. An absence of one or more keywords or the recognition of an erroneous
keyword are errors that can be considered as common. In order to allow for a more pedagogical and intelligent
way to provide a command than a simple error feedback and invitation to repeat the command, it is possible
to use the knowledge accumulated in the ontology to provide the user with a controlled subset of relevant
keywords to complete the command. This feature participates in the effort to provide an informed interaction
mode between the expert and his visualization space, thus facilitating user experience. In the same spirit, the
ability to provide the expert with a finite number of identifiers to perform his selection could anticipate certain
user errors. It would therefore be possible to disambiguate a keyword identified as non-compliant with what
would be expected or complete a partial command for which one or more keywords would be missing.

4.2 Synchronizing Interactive Selections Between 2D and 3D Workspaces

We have seen in the previous section that our interpretation engine is able to translate a list of vocalized key-
words into an application command but it provides further possibilities through its semantic-based architec-
ture. Each interaction of the user with a structural group, a property or an analytical value is ultimately trans-
lated into a list of individuals and their associated representations. This capability allows to not only execute
commands within the dedicated software but also to synchronize the visual and analytical spaces between each
other. As a consequence, each command that involved a selection is not only interpreted by the software but
also by the platform that passes on the selection information to all spaces and their components (e.g. plots,
graphs, etc.).

Any selection made by the user triggers an event transmitted to a management module, resulting in an
adaptation of the visualization to highlight the individual(s) selected.
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Figure 5: 3D structure visualization and analytical plot of residue distance to the center of mass for the KETAAAKFER-
QHMDSSTSA peptide in two different spaces of the same environment.
The highlighted selection is the result of the 2nd command from Table 2.

Beyond its highlighting impact, a selection also reduces the user focus to a subset of individuals, both in
the analysis space and the visualization one. It is possible to adapt this focus according to the user’s needs by
modifying the context level at which they want their selection to appear. Three levels of contextualization are
possible:

• No context – The selection of individual(s) leads to the unique visualization of these individuals in the
visualization and analysis space and therefore hides any unselected individuals.

• Weak context – The selection of individual(s) highlights these individuals in the workspaces and reduces the
perception of other individuals of the dataset (grey color, transparency, simplified visual rendering, etc.).

• Strong context – The selection of individual(s) is only perceived through a simple emphasis on these in-
dividuals in the work spaces. Any other individual will also appear with visual parameters close to the
selected individuals.

These different levels make it possible either to highlight the differences between the selection and the rest of
the data set, or to set up a streamlined working environment on a selection of interest to the user. These levels
apply to both the visual and analytic parts through visual rendering systems specific to each space.

4.3 Semi-automated Analyses Triggered by Direct Interactions

Although the majority of the data is present in the database created by the user, a regular work session often
requires additional data, for example resulting from post-simulation calculations and therefore missing from
the original database. These calculations are usually managed within scripts, sometimes linked to simulation
tools, and executed outside the visualization loop as a result of the observation of a particular phenomenon
during the exploration or following other analyses already performed beforehand. In order not to overload the
database and leave the user in control of the analyses he wants to perform, we have set up the possibility of
launching some semi-automated analyses during the working session.

SPARQL query language allows, in addition to querying a database, to modify, delete or add data to the
database. This possibility allows to feed the database with the results of analyses launched during the working
session of a user. A list of analyses has been compiled and an ontological definition has been defined for each
of them. This definition provides the type of data used as input and the type of data output. Thus, with respect
to the desired analysis, our platform will propose a filtered choice of individuals to be selected whose type
match the data type expected. In the same way, the values generated as output of the analysis are automatically
entered into the database with respect to their ontological definition.

A Distance tool requires, for example, two individuals of the same hierarchical level, or a selection of indi-
viduals of higher hierarchical level, between which these distances will be calculated. It is possible to classify
these analyses into two categories:

• Simple analyses group together analyses that generate a value that can be added directly to the properties
of the individuals concerned. These include solvent accessibility, hydrophobicity, energy and so on.

• Complex analyses are the result of a property describing a relationship between two individuals and thus
requiring knowledge of these individuals to be perceptible. Complex analyses linking two individuals: the
distance between two atoms, the RMSD between two sets of individuals, the angle between two chains, etc.,
are just some of the complex analyses that link two individuals.
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While simple analyses simply add a property and the associated value to an individual, complex analyses must
create a particular instance of one of the Analysis concepts of the ontology. This concept will bring together the
information/definition needed to understand it. For example, the ontology’s Distance (Analysis type) concept
will store any calculated distance between two individuals for a selection of defined parent structures. The value
of the distance, the URI of the two individuals involved and all the structures within which the calculation was
carried out will be properties of a Distance instance and will be accessible only through that instance. The
difference between a SPARQL query accessing values from a simple analysis and the SPARQL query accessing
values from a complex analysis is illustrated in Listing 1.

4.4 Platform Architecture

The different components highlighted in the previous sections must efficiently communicate with each other
to provide a realistic feedback to the users. Our platform architecture, both from a hardware and a software
perspective, had to be thought carefully to ensure that all tasks performed by the users are treated within an
interactive time-frame (on the order of magnitude of a second for the analyses). Our platform design is based
on a complex software architecture. In the diagram shown in Figure 6, we deliberately placed it in the middle of
a double-sided communication loop connecting the visualization space to the analysis space. Our database is
hosted on a local server accessible from the network to guarantee privileged and optimized access to our data.
All communications are optimized to reduce the latency between a request triggered by the front-end sensors,
its translation into a query in the database together with the treatment and transformation of the query results
in the back-end and finally the response presented to the user, once again at the front-end level.

Figure 6: Software and hardware architecture of our platform as UML deployment diagram.
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5 Scenario and Evaluation

5.1 Scenario

To illustrate the full-capacity of our platform architecture, we chose a typical example of a molecular system
study. This example sets up a local visualization solution coupled to a distant web server where interactive
graphs can be created. Both spaces can be rendered in an immersive environment, either in the same screen
space or split on one 3D screen for the visualization and a tablet providing analysis results through a web server.
We assume, as it is the case in real studies, that the expert knows the molecular system well and can therefore
interact vocally or by selecting elements in one of the spaces.

Our scenario studies the results of a Molecular Dynamics [31], [32] experiment applied to a protein. We are
voluntarily skipping the MD parametrization details since this was setup as a proof-of-concept and follows a
very standard protocol.

In the first step of our scenario, the analytical space (web server) triggers a SPARQL query to retrieve every
numerical value from our database. A list containing all the value will then be created and presented to the
user for each structural component level (Model/Chain/Residue/Atom) as illustrated in Figure 7. Once the
data values are gathered, the expert will choose which structural component hierarchy he is interested in and
which combination of properties he wants to plot in its analytical space.

Figure 7: Query results showing all present numerical values from the database for each representation level available
(Model/Chain/Residue/Atom).

Several queries will retrieve the property values that will be plotted thanks to the graphs library D3.js5. Here
the RMSD of each model with respect to the starting conformation has been plotted. On the X-axis we see the
time step corresponding to each model of the MD trajectory and on the Y-axis their associated RMSD value.

Several models of interest can be selected, either via a vocal command or by direct selection with the 2D
interactive plots, as shown in the first step of Figure 8. We selected here the three lowest RMSD models (in-
cluding the reference). The selection is synchronized over all previously created scatter plots and will trigger a
synchronous visualization of the individuals in the visual space (see 2nd step of Figure 8).
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Figure 8: On the right, analytical space where interactive plotting are added upon user actions in the visualization space
or through the available menus. On the left, visualization space, each object is displayed synchronously with the selected
individuals of the analytical space.

The expert may then switch to the visualization space and select some elements of the displayed structures
he would like to focus on. We selected here 3 residues from the 3 different models. These sub-elements of the
current models will be sent to the analytical space that will ask the expert for the properties to be plotted. As
in the previous step, a list of available numerical values associated to the residues will be provided. Once the
choice is made, the selection will be highlighted in the analytical space as shown in step 3 of the Figure 8. We
chose here to display the solvent exposed area with respect to the residue IDs. In blue, the three residues we
have selected in the visualization space are displayed as mentioned in the 4th step of Figure 8.

New graphs can be added at runtime and will be synchronized with the current ones. However, it is im-
portant to note that a full synchronization between the visualization and analytical spaces requires the same
hierarchy of structural elements to be selected in both spaces. If a new selection is made at a Model level, any
graphs of lower hierarchy will be reset with the new selected models and the visualization will be reset with
the new models at the same time.

5.2 Evaluation of High Level Task Completion Based on Hierarchical Task Analysis

The evaluation process started from the observation that the systematic evaluation of field-related tasks is rather
complicated to set up for four reasons. (1) Usage and nature of the evaluated tools, in particular in molecular
visualization, differ between experts. (2) Implementation and adaptation of our developments over a represen-
tative sample of the tools is complex and very time-consuming. (3) Our approach is biased since it is based on
the execution of expert tasks. (4) In order to apply standard statistic methods for evaluation, it is necessary to
gather enough participants, yet the number of experts in our application field is rather limited.
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Figure 9: Platform illustration in a hybrid environment made of a 3D immersive CAVE2 system (EVL/UIC, Chicago) to-
gether with a graphical tablet for 2D analytical representation.

We therefore propose an evaluation method that is more theoretically oriented than empirical: the HTA
method (for “Hierarchical Task Analysis”) [34]. The HTA method consists in a division of a primary task into
several sub-tasks. Each sub-task can be subdivided again until the sub-tasks reach a degree of precision suffi-
cient to have their execution time evaluated accurately. This method is particularly useful to compare similar
tasks performed under different conditions. It allows to evaluate both the task methodology with respect to
specific conditions and the performance of the conditions for a specific task. HTA requires only one expert to
compare the different sub-task execution times (see Figure 10).

Figure 10: Subdivision by HTA of an expert task performed (A) in normal conditions and (B) within our platform setup.

We evaluate here a typical task that a structural biologist would perform on a daily basis. Here we asked
experts to measure the diameter of the main pore of a transmembrane protein in two different setups. One is
a typical setup where a visualization software and some analysis files are available with an atomic model of
the transmembrane protein. The second setup involves our platform where the visualization software is now
connected to a web page where interactive graphs can be displayed. The expert can interact with both spaces
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through two different devices connecting locally and where network latency is negligible. Tests have been made
with a laptop where an instance of PyMol was running and a tablet where 2D plots were displayed within a
web browser.

The task can be divided into three distinct steps. It requires a first step in the processing of analytical data
where the lowest energy model will be sought among models more than 10 Å of RMSD distant from the ref-
erence model, this distance reflecting significant conformational changes. When the model concerned is iden-
tified, it should be visualized in order to see the pore and be able to select its ends. The third and final step
consists in calculating the distance between two atoms on either side of the pore.

There is a significantly shorter runtime when using our platform (19 s) compared to a standard use of the
analysis and visualization tools (29 s). The first step of analysis is the stage where the difference is most impor-
tant and is highlighted by the orange sub-tags in the HTA graph in Figure 10. This difference can be explained
by the use of interactive graphs to visualize RMSD and energy values for all models. The interactive graph and
the selection tools associated (vocal recognition or manual selection) allow to quickly query all models more
than 10 Å away from the reference. Identifying the model with the lowest energy is then a really quick visual
analysis of the energy graph. On the opposite, use of standard tools in command-line is more complicated
because it requires a more complex visual analysis. It is indeed more tedious to find a minimum value while
going over a text file than by looking at a cloud of dots.

Then, the synchronization of the plot selections within the analytical space allows us to shorten even more
the time required to find the lowest energy model in the second plot among the ones selected in the first.

Loading the model into the visualization software is also made easier in the platform since our application
makes it possible to automatically pass on the selection of the model from a plot directly into the visualization
space. The similar steps, shown in green in Figure 10, involve execution times and are therefore independent
of the working conditions in which the sub-tasks are performed.

6 Conclusion

Immersive virtual reality is yet used only sparsely to explore biomolecules, which may be due to limitations
imposed by several important constraints.

On the one hand, applications usable in virtual reality do not offer enough interaction modalities adapted
to the immersive context to access the essential and usual features of molecular visualization software. In such
a context, paradigms of direct interaction are lacking, both to make selections directly on the 3D representation
of the molecule, and through complex criteria, to interactively change the different modes of molecular rep-
resentations used to represent these selections. Until now, these selection tasks have to be made by the usual
means like mouse and keyboard.

On the other hand, the impossibility of performing other analysis, pre- and post-processing tasks or visual-
izing these analysis results, closer to the field of information visualization rather than 3D visualization, forces
the user to come back systematically to an office context.

To address these issues, we have set up a semantic layer over an immersive environment dedicated to the
interactive visualization and analysis of molecular simulation data. This setup was achieved through the im-
plementation of an ontology describing both structural biology and interaction concepts manipulated by the
experts during a study process. As a result, we believe that our pipeline might be a solid base for Immersive
Analytics studies applied to structural biology. In the same vein than projects listed in [35], [36], we successfully
combine several immersive views over a particular phenomenon.

Our architecture, built around heterogeneous components, achieves to bring together visualization and an-
alytical spaces thanks to a common ontology-driven module that maintains a perfect synchronization between
the different representations of the same elements in the two spaces. One strength of the platform is its inde-
pendence regarding the visualization technology used for both spaces. Combinations are numerous, from a
CAVE system coupled to a tablet to a VR headset showcasing a room where each wall would display either a
3D structure or some analysis. Our semantic layer lies beneath the visualization technology used and only pro-
vides bridges between heterogeneous tools aiming at exploring molecular structures on one side and complex
analyses on the other.

The knowledge provided by the ontology can also significantly improve the interactive capability of the plat-
form by proposing contextualized analysis choices to the user, adapted to the types of elements in his current
focus. All along the study process, a set of specific analyses, non redundant with the ones already performed,
can be interactively chosen to populate the database. A simple definition of analyses in the ontology, adding
input and output types, is sufficient to decide whether an analysis is pertinent or not for a precise selection,
and whether the resulting values are already present in the database or not.
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The reasoning capability of the ontology allowed us to develop an efficient interpretation engine that can
transform a vocal command composed of keywords into an application command. This framework paves the
way for a multimodal supervision tool that would use the high-level description of the manipulated elements,
as well as the heterogeneous interaction natures, to merge inputs and create intelligent and complex commands
in line with the work of M.E. Latoschik [37], [38]. The RDF/RDFS/OWL model coupled to the SPARQL lan-
guage allows to enunciate rules of inference, which is particularly important for the decision taking process in
collaborative contexts. In these contexts, two users may trigger a multimodal command, in a conjoint way, that
can be difficult to interpret without proper rules. An effort would then have to be made to integrate these rules
in a future supervisor of the input modality, based on the semantic model, considering users as elements of
modality in a multimodal interaction.

Our approach is a proof of concept application and is available as a github repository6, but it opens the way
to a new generation of scientific tools. We illustrated our developments through the field of structural biology
but it is worth to note that the generic nature of the semantic web allows to extend our developments to most
scientific fields where a tight coupling between visualization and analyses is important. We especially target
to integrate all the concepts described in this paper in new molecular visualization tools such as UnityMol [39]
that allows a more comfortable code integration compared to classical molecular visualization application.
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2 http://bioportal.bioontology.org/ontologies/AMINO-ACID
3 https://raw.githubusercontent.com/mtrellet/PyMol_Interactive_Plotting/master/data/visual_analytics_owl.ttl
4 https://cmusphinx.github.io/
5 https://d3js.org/
6 https://github.com/mtrellet/PyMol_Interactive_Plotting
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