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ENTROPY AND DRIFT FOR WORD METRICS ON

RELATIVELY HYPERBOLIC GROUPS

MATTHIEU DUSSAULE AND ILYA GEKHTMAN

Abstract. We are interested in the Guivarc’h inequality for admissible ran-
dom walks on finitely generated relatively hyperbolic groups, endowed with a
word metric. We show that for random walks with finite super-exponential
moment, if this inequality is an equality, then the Green distance is roughly
similar to the word distance, generalizing results of Blachère, Haïssinsky and
Mathieu for hyperbolic groups [4]. Our main application is for relatively hy-
perbolic groups with respect to virtually abelian subgroups of rank at least 2.
We show that for such groups, the Guivarc’h inequality with respect to a word
distance and a finitely supported random walk is always strict.

1. Introduction

1.1. Asymptotic properties of random walks. Consider a finitely generated
group Γ together with a probability measure µ on Γ. The µ-random walk starting
at the neutral element e of Γ is defined as ωn = g1 · · · gn, where gk are independent
random variables distributed as µ. The law of ωn is given by the n-th convolution
power µ∗n of µ. We say that such a random walk is admissible if the support of µ
generates Γ as a semi-group. Equivalently,

⋃

n suppµ
∗n = Γ. In other words, the

random walk can go everywhere in the group with positive probability.
We will use at some point the following framework for studying random walks.

We consider the map (g1, ..., gn, ...) ∈ ΓN 7→ (g1, g1g2, ..., g1g2...gn, ...) ∈ ΓN and
define the measure P as the push-forward of the product measure µ⊗N under this
map. We refer to (ΓN, P ) as the path-space and to an element ω ∈ ΓN as a sample
path for the random walk. When referring to the random walk, the terminology
almost surely will be used to mean for P -almost every sample path.

We say that the probability measure µ is finitely supported if µ(g) = 0 except
for finitely many g. We also say that µ has finite exponential (respectively super-
exponential) moment with respect to a left invariant metric d on Γ if

∑

g∈Γ

µ(g)cd(g,e) <∞

for some (respectively all) c > 1. We say it has finite first moment if
∑

g∈Γ

µ(g)d(g, e) <∞.

We will be mainly interested in probability measures with finite super-exponential
moment.

In the following, the groups we will consider are non-amenable. In particular,
any admissible random walk on such a group Γ is transient, meaning that it almost
surely goes back to e only a finite number of time. Equivalently, it almost surely
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visits every element in the group a finite number of time. In this setting, the
random walk almost surely goes to infinity. It has been a fruitful line of research
to understand the behaviour at infinity of ωn in terms of geometric large scale
properties of the group, see [32], [34], [51], [54]. One particular question one can
ask is whether the law of ωn can be compared with the uniform law on large balls
for a word distance on Γ. Let us give a precise formulation of this question.

We first recall the definitions of some asymptotic quantities associated with the
random walk and the group. We fix a finite generating set S for Γ and denote by
dw,S the associated word distance. When the generating set S is implicit, we will
denote it by dw. For simplicity, we will also use the notations ‖g‖S = dw,S(e, g) for
g ∈ Γ and ‖g‖ = dw(e, g) when S is implicit. Define the entropy of µ as

H(µ) = −
∑

g∈Γ

log(µ(g))µ(g)

and the drift of µ as

L(µ) =
∑

g∈Γ

µ(g)‖g‖S.

Those two quantities can be finite or infinite. Note that finiteness ofH(µ) is implied
by finiteness of L(µ), see for example [12]. Both quantities are sub-additive with
respect to the convolution power, that is,

H(µ ∗ ν) ≤ H(µ) +H(ν), L(µ ∗ ν) ≤ L(µ) + L(ν).

In particular, the sequences H(µ∗n)
n and L(µ∗n)

n have respective limits hµ and lµ,S .
We call hµ the asymptotic entropy and lµ,S the asymptotic drift of the random
walk with respect to S and simply denote them by h and l when not ambiguous.
Moreover, according to Kingman’s ergodic theorem [53, Theorem 10.1] when H(µ)
is finite, almost surely, one has

h = lim
− logµ∗n(ωn)

n
.

Similarly, when L(µ) is finite, then, almost surely, one has

l = lim
‖ωn‖

n
.

We also define another quantity as follows. Denote by bn the cardinality of the
ball of center e and radius n for the word metric dw. Then, the sequence bn is
sub-multiplicative, so that log bn

n converges to some limit vS . We call vS the volume
growth of Γ with respect to S and simply denote it by v when not ambiguous. This
quantity only depends on the group and not on the random walk.

The fundamental inequality of Guivarc’h (see [29]) states that

(1) h ≤ lv.

One can interpret this inequality as follows. On the one hand, the random walk
at time n essentially lies in a set of cardinality ehn (see for example [30, Propo-
sition 1.13] for a precise formulation). On the other hand, it is asymptotically
contained in the ball of radius ln, which has cardinality elvn. Thus, ehn ≤ elvn for
large n, hence h ≤ lv.

Thus, comparing the law of ωn with a uniform law on large balls is in some weak
sense similar to asking whether h = lv or h < lv. As we will see below, in the
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context of relatively hyperbolic groups, there is a strong connection between the
two questions.

1.2. Probabilistic and geometric boundaries. Another way of comparing the
asymptotic properties of ωn with large scale geometric properties of Γ is to compare
probabilistic boundaries with geometric boundaries. Let us give some details. We
define the Green function of the random walk as

G(g, g′) =
∑

n≥0

µ∗n(g−1g′).

It is left Γ-invariant, that is G(g, g′) = G(g′′g, g′′g′) for every g, g′, g′′. This function
encodes a lot of properties of µ∗n.

It satisfies that

G(g, g′) = P (g → g′)G(e, e),

where P (g → g′) is the probability that the random walk ever reaches g′, starting
at g (see [54, Lemma 1.13.(b)]). We define the Green distance as

dG(g, g
′) = − logG(g, g′) + logG(e, e).

Thus, dG(g, g
′) = − logP (g → g′). This distance was introduced by Blachère and

Brofferio in [2]. When the measure µ is symmetric and the random walk is transient,
it is truely a distance. We will still call it the Green distance in general, even when
µ is not symmetric.

The Martin compactification of the random walk is the horofunction compactifi-
cation of Γ for the Green distance. It is thus the smallest compact set M such that
the Martin kernel K(·, ·) defined as

K(g, g′) =
G(g, g′)

G(e, g′)

extends continuously as a function on Γ ×M . The Martin boundary ∂µΓ is the
complement of Γ in this compactification. It always abstractly exists (see [48]),
and since Γ preserves the Green distance it acts by homeomorphisms on the Martin
boundary. However, its identification in terms of the geometry of Γ is often a
difficult problem.

The random walk almost surely converges to some point ξ in the Martin bound-
ary. One can thus define a measure on ∂µΓ, which is the law of the exit point ξ, see
[48, Section 3] for more details. This is the harmonic measure, that we will denote
by ν. More generally, if the random walk starts at some point g in Γ (that is Xn is
replaced with gXn), one can still define the exit point in ∂µΓ and the corresponding
harmonic measure νg. The Martin boundary endowed with the harmonic measure
is a model for the so-called Poisson boundary. We refer to [33] and [34] for many
more details and other equivalent definitions, as well as [32] for more details on the
relations between the Martin and the Poisson boundaries.

One can also define the horofunction boundary for the word distance. How-
ever, this boundary is typically too large for geometric applications and there is
not always a direct relation between probabilistic boundaries and the horofunction
boundary. In some groups, one can define other boundaries which better capture
the geometry of the group. This is in particular the case for hyperbolic groups,
where one can define the Gromov boundary. The relation between the Poisson
boundary and the Gromov boundary was explored by Kaimanovich among others,
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see in particular [34]. Kaimanovich showed that for random walks with finite first
moment the Gromov boundary endowed with the unique stationary measure is a
realization of the Poisson boundary (see [34] for a stronger statement).

Ancona [1] also proved that for finitely supported µ, the Martin boundary is
homeomorphic to the Gromov boundary. This is a stronger statement than identi-
fying the Gromov boundary with the Poisson boundary. Indeed, the identification
with the Poisson boundary gives an isomorphism of measured spaces (in particular,
up to some set of measure 0), whereas the identification with the Martin boundary
gives a homeomorphism. The proof of Ancona relies on the following crucial esti-
mates, the Ancona inequalities, a generalization of which we will use in this paper.
These inequalities state that there exists C ≥ 1 such that the following holds. If
x, y, z are three points in Γ along a word-geodesic (in this order), then

1

C
G(x, y)G(y, z) ≤ G(x, z) ≤ CG(x, y)G(y, z).

One can interpret these inequalities saying that the random walk has to go through
y to go from x to z with probability bounded from below. In general, if there exists
C > 0 such that two quantities f and g satisfy that 1

C f ≤ g ≤ Cf , we will use the
notation f ≍ g. If the notation is ambiguous, for example if the constant C depends
on some parameters, we will avoid using this notation, except if the dependence is
clear from the context. Also, whenever f ≤ Cg for some constant C, we will use
the notation f . g. We can thus restate Ancona inequalities as

(2) G(x, z) ≍ G(x, y)G(y, z)

whenever y is on some word-geodesic from x to z.

In the context of non-elementary hyperbolic groups, one can interpret the Guiv-
arc’h inequality (1) as follows. One can endow the Gromov boundary with a visual
distance, which depends on some parameter ǫ. Then, the Hausdorff dimension of
the Gromov boundary with the visual distance is equal to v

ǫ , whereas the Hausdorff

dimension of the harmonic measure ν is given by h
ǫl , see [37] for the case of the

free group and [3] and [4] for more details in the general case. We thus recover
that h

l ≤ v. Moreover, h = lv if and only if the harmonic measure ν has maximal
dimension in the Gromov boundary.

Blachère, Haïssinsky and Mathieu proved in [4] that this is a very rigid condi-
tion. They study Patterson-Sullivan measures, which are quasi-conformal measures
defined on the Gromov boundary and having maximal Hausdorff dimension (for the
visual distance). They compare those measures to the harmonic measure ν. They
prove the following. Let Γ be a non-elementary hyperbolic group. Let µ be a
symmetric admissible finitely supported probability measure on Γ. Let dw be a
word metric on Γ. Then, h = lv if and only if the Patterson-Sullivan and harmonic
measures are equivalent, if and only if the Green distance is roughly similar to the
word metric (precisely, |dG − vdw| ≤ C for some constant C), see [4, Theorem 1.5].
As we will see, the symmetry assumption on µ is not needed. Gouëzel, Mathéus
and Maucourant then used this result to prove in [27] that in this context, h = lv
can only occur if the group is virtually free.

1.3. Random walks in relatively hyperbolic groups. In this paper, we are
interested in relatively hyperbolic groups. Following Bowditch [7], a finitely gen-
erated group is called hyperbolic relative to a collection of subgroups Ω if it acts
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properly discontinuously and by isometries on a proper geodesic hyperbolic metric
space X such that every limit point is either conical or bounded parabolic. More-
over, the stabilizers of the parabolic limit points are exactly the elements of Ω. We
will give more details in Section 2.

A relatively hyperbolic group is equipped with a boundary, called the Bowditch
boundary, which is the limit set of Γ in the Gromov boundary of a spaceX on which
Γ acts as in the definition. Once Ω is fixed, the Bowditch boundary does not depend
on X up to homeomorphism. We will denote by ∂BΓ the Bowditch boundary of a
relatively hyperbolic group Γ. Note that it coincides with the Gromov boundary
for hyperbolic groups.

There are many examples of relatively hyperbolic groups. The combinatorial
archetype is given by a free product of finitely many finitely generated groups,
which is hyperbolic relative to its free factors. Another example is given by ge-
ometrically finite Kleinian groups, which are hyperbolic relative to the stabilizers
of the cusps of the corresponding geometrically finite hyperbolic manifold. In this
case, the parabolic subgroups are virtually abelian and the hyperbolic space X
in Bowditch’s definition can be taken to be the real hyperbolic space Hn. More
generally, the fundamental group of a geometrically finite manifold with pinched
negative curvature (see [5]) is hyperbolic relative to the stabilizers of the cusps. In
this situation, parabolic subgroups are virtually nilpotent.

Random walks on relatively hyperbolic groups have been studied by many people.
The Poisson boundary can be identified with the Bowditch boundary endowed with
the unique stationary measure ν, as soon as µ has finite first moment (again, see
[34] for a stronger statement). This is in particular true for measures µ with finite
super-exponential moment, which are the measures we consider in this paper. This
stationary measure ν is non-atomic and thus gives full measure to conical limit
points. This was proved by Kaimanovich for Kleinian groups [34, Section 9]. In

general, one can define the coned-off graph Γ̂ (see [16]), which is a (non-proper)
hyperbolic graph on which Γ acts acylindrically by isometries (see [43] for more

details) and whose Gromov boundary ∂Γ̂ is the set of conical limit points, with
parabolic points lying in its interior. This action on the coned-off graph allows us

to identify the Poisson boundary with ∂Γ̂ and we recover the fact that the set of
conical limit points with the stationary measure is the Poisson boundary (see [38,
Section 6] for a more general result). Note also that according to results of Karlsson
[35], the Poisson boundary can be identified with the support of a measure on the
Floyd boundary, which is a geometric boundary that we will define below. The
Floyd boundary always covers the Bowditch boundary and the pre-image of conical
limit points is a single point according to results of Gerasimov [23].

The precise identification of the Martin boundary up to homeomorphism is much
more difficult. In general, we do not know the Martin boundary of a finitely sup-
ported admissible measure µ on a relatively hyperbolic group. However, Gekhtman-
Gerasimov-Potyagailo-Yang proved in [19] that the Martin boundary always covers
the Bowditch boundary (it actually covers the Floyd boundary). Moreover, the
pre-image of a conical limit point consists of one point. We thus get an identifi-
cation of the set of conical limit points as a subset of the Martin boundary. The
results of [19] in fact hold for measures with super-exponential first moment.

When the parabolic subgroups are virtually abelian and the measure is finitely
supported, the whole Martin boundary is described up to homeomorphism in [15].



6 MATTHIEU DUSSAULE AND ILYA GEKHTMAN

The parabolic limit points in the Bowditch boundary have to be blown-up into
spheres of the appropriate dimension. For Kleinian groups, the Martin boundary
coincides with the CAT(0) boundary of the group. We will use this identification
below and we will give a precise statement then (see Theorem 5.2).

Our first theorem is an extension to relatively hyperbolic groups of the results
of Blachère, Haïssinsky and Mathieu [4] described above. We thus have to consider
Patterson-Sullivan measures on the Bowditch boundary constructed with the word
distance. Those were defined in this context by Yang [56] and were also studied in
[46]. We will give a precise definition below (see Section 4.1).

Theorem 1.1. Let Γ be a non-elementary relatively hyperbolic group. Let µ be
an admissible probability measure on Γ with finite super-exponential moment with
respect to a word metric dw on Γ. Let dG be the Green metric associated with µ.
Denote by ν the harmonic measure on the Bowditch boundary ∂BΓ with respect to
µ. Denote by κ the Patterson-Sullivan measure based at e on ∂BΓ with respect to
dw. Finally, denote respectively by h, l, v the asymptotic entropy, drift and volume
growth associated with µ and dw. The following conditions are equivalent.

(1) The equality h = lv holds.
(2) The measure ν is equivalent to the measure κ.
(3) The measure ν is equivalent to the measure κ with Radon-Nikodym deriva-

tives bounded from above and below.
(4) There exists C ≥ 0 such that for every g ∈ Γ, |dG(e, g)− vdw(e, g)| ≤ C.

Remark 1.2. An analogue of Theorem 1.1 can be also be proved where instead of
the word metric we take a metric on Γ coming from its action on the hyperbolic
space X . The arguments in this "geometric metric" case are considerably simpler
because one has to deal with the geometry of the hyperbolic space X instead of the
Cayley graph and the relevant results about Patterson-Sullivan measures have been
proved by Coornaert [9]. For symmetric measures, the equivalence of the analogues
of items (2), (3), (4) above were proved in Section 11 of [19]. A complete proof will
be a special case of a result concerning Gibbs measures in [21].

We do not interpret this result in terms of Hausdorff dimensions. Note however
that v is, up to a multiplicative constant (that depends on some parameter λ),
the Hausdorff dimension of the Bowditch boundary for a well-defined distance.
This distance is the pull-back of the Floyd distance, which is defined on the Floyd
boundary (see [46, Theorem 1.1, Theorem 1.2] for more details). Also, in the
particular case of free products, Candellero, Gilch and Müller proved in [8] that v
is the Hausdorff dimension of the set of infinite words, seen as a subset of the the
space of ends for some visual distance on it.

1.4. Strict inequality in the Guivarc’h inequality. We use this rigidity result
to prove that h < lv in several cases.

Our first application is to relatively hyperbolic groups with virtually abelian
parabolic subgroups. The description of the Martin boundary in [15] allows us
to prove that h < lv for finitely supported measures µ, if one of the parabolic
subgroups is virtually abelian of rank at least 2.

Theorem 1.3. Let Γ be a non-elementary relatively hyperbolic group. If one of the
parabolic subgroups is virtually abelian of rank at least 2, then h < lv for any word
distance and any finitely supported admissible measure µ.
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Using the results of Gouëzel, Mathéus and Maucourant [27], we then get the
following corollary.

Corollary 1.4. Let Γ be a non-elementary relatively hyperbolic group with virtually
abelian parabolic subgroups. If µ is an admissible finitely supported measure such
that h = lv for some word distance, then Γ is virtually free.

We also prove a theorem for free products. Let Γ = Γ1 ∗ · · · ∗ ΓN be a free
product of finitely generated groups. We choose a finite generating set Si for each
free factor Γi and define S = ∪Si. Then S is a finite generating set for Γ. Such a
generating set is called adapted. We also say that the word metric is adapted.

Theorem 1.5. Let Γ = Γ1 ∗ · · · ∗ΓN be a free product of finitely generated groups.
Assume that Γ1 is a non-virtually cyclic nilpotent group. Then h < lv for any
adapted word metric and any admissible probability measure µ with finite super-
exponential moment.

Finally, we give a result for relatively hyperbolic groups whose Bowditch bound-
ary are spheres.

Theorem 1.6. Let Γ be a non-elementary relatively hyperbolic group. Assume
that the Bowditch boundary is homeomorphic to the d-sphere Sd, with d ≥ 2. Then,
h < lv for any word distance and any admissible measure µ with finite super-
exponential moment.

We can actually prove a stronger statement, which is a bit more technical to state
(see Theorem 7.10). However, this one is sufficient to get the following corollary.

Corollary 1.7. Let M be a finite volume Riemannian manifold of pinched negative
curvature and of dimension n ≥ 3. Then, h < lv for any word metric on π1(M)
and any admissible measure µ on π1(M) with finite super-exponential moment.

For hyperbolic manifolds and finitely supported random walks, this corollary is
also a consequence of Theorem 1.3. However, in general, parabolic subgroups are
not necessarily virtually abelian, but as explained, they are virtually nilpotent.

We remark that unlike [27] and [4], we do not assume the measure µ is symmetric
in any of our results.

1.5. Organization of the paper. Let us now give some more details on the or-
ganization of the paper and on the proofs of our results.

In Section 2, we prove some geometric properties of relatively hyperbolic groups
and recall the construction of partial shadows from [56]. We also state a version
of the Lebesgue differentiation theorem for measures on the Bowditch boundary
that are doubling with respect to the partial shadows, see Proposition 2.8 for a
precise statement. Section 3 is devoted to the proof of this Lebesgue differentiation
theorem. We use techniques inspired by [41].

We begin Section 4 recalling some facts from [56] about Patterson-Sullivan mea-
sures κg constructed with the word metric in relatively hyperbolic groups. In par-
ticular, we recall the shadow lemma, which states that κe(Ω(g)) is approximately
e−vdw(e,g), where Ω(g) is a partial shadow at g (see Sections 2.1 and 4.1 for the
precise definitions). We also prove a shadow lemma for the harmonic measure ν.
We show that ν(Ω(g)) is approximately e−dG(e,g). This second shadow lemma is
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based on the following relative Ancona inequalities proved in [19]. A transition
point on a geodesic is a point that is not deep inside a parabolic subgroup (see the
precise definition in Section 2). Let x, y, z ∈ Γ and assume that y is at distance at
most r from an (ǫ, η)-transition point on a geodesic from x to z. Then

(3) G(x, z) ≍ G(x, y)G(y, z)

where the implicit constant only depends on ǫ, η and r. We use these estimates
together with our Lebesgue differentiation theorem as tools to prove Theorem 1.1,
following a strategy inspired by Blachère, Haïssinsky and Mathieu [4].

In Section 5, we first prove that if h = lv in a relatively hyperbolic group, then
Ancona inequalities like (2) hold for every word geodesic in the group. Recall that
these inequalities basically state that to go from a point x to a point z in Γ, the
random walk has to visit the points y on a geodesic from x to z with probability
bounded from below. This property certainly is not true in virtually abelian groups
of rank at least 2. It even seems reasonable to think that if Ancona inequalities
hold everywhere in the group, then the group has to be hyperbolic. However, we
cannot prove such a statement, the problem being that the parabolic subgroup are
not isometrically embedded and by replacing geodesics with quasi-geodesics, we
loose information. We can still find a contradiction when parabolic subgroups are
virtually abelian of rank at least 2. We use the description of the Martin boundary
given in [15] as well as estimates for the Green function restricted to the parabolic
subgroups proved in [14]. These contradict Ancona inequalities and we can then
prove Theorem 1.3.

In Section 6, we are interested in virtually nilpotent parabolic subgroups. As ex-
plained, our proof of the fact that h = lv cannot hold when the parabolic subgroups
are virtually abelian uses crucial estimates for the Green function restricted to the
parabolic subgroups. Such estimates are not known when the parabolic subgroups
are not virtually abelian. Instead, we prove the following property. If the Green and
word metrics are roughly similar, then for every pair of points (x, y),the number of
middle points on geodesics from x to y is uniformly bounded (see Proposition 6.1).
To find a contradiction and prove that h < lv, we thus have to construct lots of
different geodesics with different middle points from one point to another. Such a
construction is possible in nilpotent groups, using the work of Walsh [52]. We can
then construct geodesics in free products with an adapted word distance when one
of the free factor is nilpotent. We deduce from all this Theorem 1.5.

Section 7 deals with connectedness properties of the different boundaries of Γ,
relates them to the stable translation spectrum of the Green and word metric and
uses them to prove Theorem 1.6. Indeed, we show that the stable translation
spectrum of any word metric on a non-elementary relatively hyperbolic group is
arithmetic: the stable translation length for dw of a loxodromic element is rational
with bounded denominator. This generalizes known results for hyperbolic groups.
When the Bowditch boundary is a topological sphere of dimension ≥ 2 (or more
generally, the conical limit set minus any two points has a finite number of connected
components), we show that the stable translation length spectrum of the Green
metric is not arithmetic. This uses continuity of cross-ratios for the Green metric
on the conical limit set, which we prove using the relative Ancona inequalities from
[19]. Since arithmeticity of the stable translation spectrum is preserved under rough
similarity of metrics, we are able to conclude Theorem 1.6.
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2. Background on relatively hyperbolic groups

2.1. Relatively hyperbolic groups and the Floyd metric. Let Γ be a finitely
generated group. The action of Γ on a compact Hausdorff space T is called a
convergence action if the induced action on triples of distinct points of T is properly
discontinuous. Suppose Γ y T is a convergence action. The set of accumulation
points ΛΓ of any orbit Γ · x (x ∈ T ) is called the limit set of the action. As long as
ΛΓ has more than two points, it is uncountable and is the unique minimal closed
Γ-invariant subset of T . The action is then said to be non-elementary. In this case,
the orbit of every point in ΛΓ is infinite. The action is minimal if ΛΓ = T .

A point ζ ∈ ΛΓ is called conical if there is a sequence (gn) of Γ and distinct
points α, β ∈ ΛΓ such that gnζ → α and gnη → β for all η ∈ T \ {ζ}. The point
ζ ∈ ΛΓ is called bounded parabolic if it is the unique fixed point of its stabilizer in
Γ, which is infinite and acts cocompactly on ΛΓ \ {ζ}. The stabilizers of bounded
parabolic points are called (maximal) parabolic subgroups. The convergence action
Γ y T is called geometrically finite if every point of ΛΓ ⊂ T is either conical or
bounded parabolic. Since Γ is assumed to be finitely generated, every maximal
parabolic subgroup is finitely generated too (see [22, Main Theorem (d)]). Then,
by Yaman’s results [55], it follows that if Γ y T is a minimal geometrically finite
action, then there exists a proper geodesic Gromov hyperbolic space X on which
Γ acts properly discontinuously by isometries and a Γ-equivariant homeomorphism
T → ∂X .

Suppose now Ω is a collection of subgroups of Γ. We say that Γ is hyperbolic
relative to Ω if there exists some compactum T on which Γ acts minimally and
geometrically finitely and such that the maximal parabolic subgroups are the ele-
ments of Ω. Such a compactum is then unique up to Γ-equivariant homeomorphism
[7] and is called the Bowditch boundary of (Γ,Ω). The group Γ is non-elementary
relatively hyperbolic if it admits a non-elementary geometrically finite convergence
action on some infinite compactum. A useful fact is the following. Let Γ be a group
hyperbolic relative to a collection of parabolic subgroups Ω. The set Ω is invariant
under conjugacy, since the set of parabolic limit points is invariant under transla-
tion. Furthermore, the set Ω contains at most finitely many conjugacy classes of
maximal parabolic subgroups (see [50, Theorem 1B]).

Let f : R+ → R+ be a function satisfying two conditions:
∑

n>0 fn < ∞ and

there exists a λ ∈ (0, 1) such that 1 > fn+1/fn > λ for all n ∈ N. The function
f is called the rescaling function. Pick a basepoint o ∈ Γ and rescale the Cayley
graph Cay(Γ, S) by declaring the length of an edge σ to be f(d(o, σ)). The induced
shortpath metric on Cay(Γ, S) is called the Floyd metric with respect to the base-
point o and Floyd function f and denoted by δfo (., .). Its Cauchy completion (whose
topology does not depend on the basepoint) is called the Floyd compactification
Γf and ∂fΓ = Γf \ Γ is called the Floyd boundary.

On the one hand, Karlsson showed that the action of a group on its Floyd
boundary is always a convergence action [36, Theorem 2]. On the other hand, if Γ is
relatively hyperbolic and if the Floyd function f is not decreasing exponentially too
fast, Gerasimov proved that there is a continuous Γ-equivariant surjection (Floyd
map) from the Floyd boundary to the Bowditch boundary [23, Map theorem].
Furthermore, Gerasimov and Potyagailo [25, Theorem A] proved that the pre-image
of any conical point by this map is a singleton and the pre-image of a parabolic
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fixed point p is the limit set for the action of its stabilizer Γp on ∂fΓ. In particular
if Γp is an amenable non-virtually cyclic group then its limit set on the Floyd
boundary is a point. Consequently, when Γ is hyperbolic relative to a collection of
infinite amenable subgroups which are not virtually cyclic, the Floyd boundary is
homeomorphic to the Bowditch boundary.

The Floyd metric extends to a bounded metric of the same name on the Floyd
compactification Γf . In turn, this can be transferred to the shortcut metric on

the Bowditch compactification ΓB = Γ ∪ ∂BΓ as follows. Let δ
f

o be the maximal
pseudo-metric on Γf which is constant on fibers of Gerasimov’s map F : Γf → ΓB

and satisfies δ
f

o ≤ δfo . Then δ
f

o (F (.), F (.)) defines a true metric on the Bowditch

compactification, called the shortcut metric, which we also denote by δ
f

o , see [24,
Definition 2.6] for more details on the construction. The Floyd and shortcut metrics
are Lipschitz with respect to change in basepoint: there is a λ > 0 such that

δfo /δ
f
o′ ≤ λdw(o,o′) for o, o′ ∈ Γ and the same holds for δ

f

o . See [24, Section 2] for
details.

Definition 2.1. If α is a (finite or infinite) geodesic in Cay(Γ, S) for the word
metric, a point p ∈ α is said to be (ǫ, η)-deep if there is a g ∈ Γ, P ∈ Ω such that
the part of α containing the points at distance at most η from p is contained in the
ǫ-neighborhood of gP . Otherwise, p ∈ α is called an (ǫ, η)-transition point of α.

By [24, Proposition 2.4], any infinite word geodesic converges to a unique point
in the Floyd boundary and any two distinct points in the Floyd compactification
can be joined by a word geodesic. By Gerasimov’s map, the same is true for the
Bowditch compactification.

We also record several facts about word geodesics in relatively hyperbolic groups
which will be used in the paper.

Lemma 2.2. For each ǫ > 0 there is an η0(ǫ) > 0 such that the ǫ-neighborhoods of
any two distinct cosets of parabolic subgroups have intersection whose diameter is
bounded above by η0(ǫ). Moreover, there is an ǫ0 > 0 such that the following holds
for any ǫ > ǫ0 and η > η0(ǫ).

a) [13, Theorem 4.1], [26, Proposition 5.6] Let α be a geodesic and v a point on α.
Assume that v is (ǫ, η)-deep in some coset gP of a parabolic subgroup. Then the
entry and exit point of α in Nǫ(gP ) are (ǫ, η)-transition points.

b) [56, Lemma 2.20] Any geodesic ray converging to a conical point on the Bowditch
(or Floyd) boundary contains an unbounded sequence of (ǫ, η)-transition points.

The following proposition describes the connection between the Floyd metric
and transition points.

Proposition 2.3. Let ǫ0 be as in Lemma 2.2. Then, the following holds.

a) For each ǫ ≥ ǫ0 and δ > 0 there is a D0 = D0(ǫ, δ) > 0 such that for each coset
gH of a parabolic subgroup and each w ∈ Γ, any z in the ǫ-neighborhood Nǫ(gH)

of gH satisfies either d(z, w) ≤ D0 or δ
f

w(z, ξ) ≤ δ where ξ ∈ ∂BΓ is the unique
parabolic limit point of gH.

b) For each η > 0 and D > 0, there is a number δ > 0 such that for y ∈ Γ and
x, z ∈ ΓB, if y is within word distance D of an (ǫ, η)-transition point of a word

geodesic from x to z then δ
f

y(x, z) > δ.
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c) For every ǫ > ǫ0, every η > η0(ǫ) and every δ > 0 there exist a D1 = D1(δ, ǫ) > 0

such that for y ∈ Γ and x, z ∈ ΓB, if δ
f

y(x, z) > δ then any word geodesic from
x to z has an (ǫ, η)-transition point within D1 of y.

Proof. Point a) is given by [26, Proposition 4.1] and point b) is given by [26, Corol-
lary 5.10] for D = 0 and then by Lipschitz property of shortcut metrics with respect
to change of basepoint in general.

We consider point c). Karlsson’s lemma [36, Lemma 1] gives a finite function

φ such that if δ
f

y(x, z) > δ > 0 then any word geodesic α from x to z has a point
p within φ(δ) of y. We need to show p may be taken to be an (ǫ, η)-transition
point. Indeed, suppose p is (ǫ, η)-deep in some coset gH of a parabolic subgroup.
Let a, b be respectively the entrance and exit points of α in the ǫ-neighborhood
Nǫ(gH). By Lemma 2.2 a, b are (ǫ, η)-transition points of α. We claim that
min{d(a, p), d(p, b)} ≤ D0(ǫ, δ/6) + φ(δ/3) where D0 comes from point a) and φ
comes from Karlsson’s lemma. Assuming this claim, it follows that one of a or b is
an (ǫ, η)-transition point of α within φ(δ) +D0(ǫ, δ/6) + φ(δ/3) of y which would
prove point c) with D1(δ, ǫ) = φ(δ) +D0(ǫ, δ/6) + φ(δ/3).

It remains to prove the claim min{d(a, p), d(p, b)} ≤ D0(ǫ, δ/6)+φ(δ/3). To that

end, if δ
f

p(a, b) > δ/3 then

max{δ
f

p(a, q), δ
f

p(q, b)} > δ/6

and so by point a), either a or b lies within D0(ǫ, δ/6) of p. On the other hand, if

δ
f

p(a, b) ≤ δ/3 then the triangle inequality implies

max{δ
f

p(x, a), δ
f

p(b, z)} ≥ δ/3.

Karlsson’s lemma and the fact that a, b, p ∈ γ then implies

min{d(a, p), d(p, b)} ≤ φ(c/3).

This proves the claim. �

Remark 2.4. Our proof of point c) above was inspired by [56, Lemma 2.17] which
was itself inspired by [26, Proposition 6.3].

We will use the following terminology. Let x, y, z be either points in the group
Γ or limit points in the Bowditch boundary ∂BΓ. A geodesic triangle with vertices
x, y, z is the union of (finite or infinite) geodesics [x, y], [y, z], [z, x] from x to y,
from y to z and from z to x respectively. We will be mainly interested in geodesic
triangles whose vertices are either in Γ or are conical limit points.

Lemma 2.5. Fix ǫ ≥ ǫ0 and η ≥ η0(ǫ). There is a D = D(ǫ, η) > 0 such that for
any geodesic triangle with vertices x, y, z, where x, y, z are either elements of the
groups or conical limit points, any (ǫ, η)-transition point on one side is within D of
an (ǫ, η)-transition point on one of the other two sides.

Proof. Suppose v is an (ǫ, η)-transition point on [x, z]. Then, Proposition 2.3 b)

shows that δ
f

v (x, z) > δ(ǫ, η) > 0. Suppose moreover that v is more than K away

from (x, y). Then, by Karlsson’s lemma [36, Lemma 1], δ
f

v (x, y) ≤ φ−1(K) where

φ−1(K) → 0 as K → ∞. Thus, δ
f

v (y, z) > δ(ǫ, η)− φ−1(K) > δ(ǫ, η)/2 when K is
large enough. It follows from Proposition 2.3 c) that v is within D = D(ǫ, δ(ǫ, η)/2)
of an (ǫ, η)-transition point on [y, z], completing the proof. �
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Remark 2.6. This property is sometimes called the "relatively thin triangles prop-
erty." It states that geodesic triangle are D-thin along transition points. Note that
for finite triangles (that is with vertices g1, g2, g3 ∈ Γ), this property is given by
[49, Proposition 4.6]. It can also be derived using techniques of [31, Section 8] or
from the proof of [25, Proposition 7.1.1].

2.2. Shadows and coverings. We fix a finite generating set for Γ and denote by
dw the corresponding word metric. What we call geodesics are geodesic for this
word distance.

Three kinds of shadows are defined by Yang in [56], what the author calls large,
small and partial shadows. We will be only interested in partial shadows in this
paper, but other kinds of shadows can be useful in different contexts.

Definition 2.7. Let ǫ, η > 0 and let r ≥ 0. The partial shadow Ωr,ǫ,η(g) at g ∈ Γ is
the set of points ξ ∈ ∂BΓ such that there is a geodesic ray [e, ξ) intersecting B(g, r)
and containing an (ǫ, η)-transition point in B(g, 2η).

We will write Ωǫ,η(g) = Ω2η,ǫ,η(g). Note that Ωǫ,η(g) simply consists of those
points of ∂BΓ which can be connected to e by a geodesic ray containing an (ǫ, η)-
transition point in B2η(g). We will need the following application of a variant of
Lebesgue’s differentiation theorem, which will be proved in the next section.

Proposition 2.8. Fix ǫ > ǫ0. Let κ1 be a finite Borel measure on ∂BΓ, giving
full measure to conical limit points. Assume that for a constant C > 0, for all
sufficiently large η,

κ1(Ωǫ,2η(g)) ≤ Cκ1(Ωǫ,η(g)).

Let κ2 be any finite Borel measure on ∂BΓ.
Then the following holds for large enough η > 0.

a) If κ1 and κ2 are mutually singular then for κ1-almost every ξ ∈ ∂BΓ we have

lim
t→∞

sup
g∈Γ:||g||>t,ξ∈Ωǫ,η(g)

κ2(Ωǫ,η(g))/κ1(Ωǫ,η(g)) = 0.

b) If κ1 and κ2 are equivalent and have no atoms then for κ1-almost every ξ ∈ ∂BΓ
we have

lim
t→∞

sup
g∈Γ:||g||>t,ξ∈Ωǫ,η(g)

log κ2(Ωǫ,η(g))/ log κ1(Ωǫ,η(g)) = 1.

3. Lebesgue differentiation theorem

This section is devoted to the proof of Proposition 2.8. See Sections 2.8 and 2.9
of the book by Federer [17] for background on Vitali relations and their applica-
tions to differentiation theorems. We were inspired by their use in [41] to study
quasi-conformal measures for divergence type isometry groups of Gromov hyper-
bolic spaces. Let Λ be a metric space. A covering relation C is a subset of the set
of all pairs (ξ, S) such that ξ ∈ S ⊂ Λ. A covering relation C is said to be fine at
ξ ∈ Λ if there exists a sequence Sn of subsets of Λ with (ξ, Sn) ∈ C and such that
the diameter of Sn converges to 0.

Let C be a covering relation. For any measurable subset E ⊂ Λ, define C(E) to
be the collection of subsets S ⊂ Λ such that (ξ, S) ∈ C for some ξ ∈ E. A covering
relation C is said to be a Vitali relation for a finite measure µ on Λ if it is fine at
every point of Λ and if the following holds: if C′ ⊂ C is fine at every point of Λ then
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for every measurable subset E, C′(E) has a countable disjoint subfamily {Sn} such
that µ(E \ ∪∞

n=1Sn) = 0.
For a covering relation V and a real valued function f on Λ let (V) limS→x f

denote

(V) lim
S→x

f = lim
ǫ→0

sup{f(z), (x, S) ∈ V , z ∈ S, diam(S) < ǫ}.

Similarly we define (V) lim supS→x f and (V) lim infS→x f . The following criterion
guarantees a covering relation is Vitali, see [17, Theorem 2.8.17].

Proposition 3.1. Let V be a covering relation on Λ such that each S ∈ V(Λ) is a
closed bounded subset, V is fine at every point of Λ. Let µ be a measure on Λ such
that for µ almost every x

inf{diam(S) : (x, S) ∈ V } > 0.

For a positive function f on V(Λ), S ∈ V(Λ), and a constant τ > 1 define S̃ to
be the union of all S′ ∈ V(Λ) which have nonempty intersection with S and satisfy
f(S′) ≤ τf(S).

Suppose that for µ-almost every ξ ∈ Λ we have

lim sup
S→ξ

f(S) + µ(S̃)/µ(S) <∞.

Then the relation V is Vitali for µ.

Remark 3.2. To give a proper meaning to f(S)+µ(S̃)/µ(S) <∞, one has to ensure
that µ(S) 6= 0. This is implicit in the book of Federer since the set of ξ such that
(S → ξ) in the above sense satisfying µ(S) = 0 has measure zero, see in particular
[17, Theorem 2.9.5]. Anyway, in the following, we will use partial shadows to define
a Vitali relation, which have positive measure for the different measures we will
use.

Fix ǫ ≥ ǫ0. We will show that for large enough η, the following relation Vǫ,η is
a Vitali relation for reasonable measures κ1 on ∂BΓ. For ζ ∈ ∂BΓ parabolic, we
declare (ζ, {ζ}) ∈ Vǫ,η. For ζ ∈ ∂BΓ conical, we declare (ζ,Ωǫ,η(g)) ∈ Vǫ,η whenever
ζ ∈ Ωǫ,η(g).

Proposition 3.3. For large enough η the above relation Vǫ,η is fine at every conical
point ξ ∈ ∂BΓ.

Proof. If ζ ∈ ∂BΓ is parabolic then there is nothing to prove since (ζ, {ζ}) ∈
Vǫ,η. Let ζ ∈ ∂BΓ be conical. Then, according to Lemma 2.2, for η ≥ η0(ǫ), a
geodesic ray α connecting e to ζ contains infinitely many (ǫ, η)-transition points
gn. By definition, the partial shadow Ωǫ,η(gn) contains ζ. For large enough n, it is
contained in any neighborhood of ζ, completing the proof. �

Proposition 3.4. Let µ be a Borel measure on ∂BΓ with the property that for all
sufficiently large η, there exists a constant C > 0 such that

µ(Ωǫ,2η(g)) ≤ Cµ(Ωǫ,η(g)).

Also assume that µ gives full measure to the set of conical limit points. Then for
large enough η the relation Vǫ,η is a Vitali relation for µ.

Remark 3.5. Notice that C is allowed to depend on η.
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Proof. We verify that our relation satisfies the conditions of Proposition 3.1. First,
let (ξ,Ωǫ,η(g)) ∈ Vǫ,η, where ξ is conical, so that ξ ∈ Ωǫ,η(g). We define then

f(ξ,Ωǫ,η(g)) = e−v‖g‖, where v is the volume growth (defined in the introduction).
Let (ξ, {ξ}) ∈ Vǫ,η, where ξ is parabolic. We define then f(ξ, {ξ}) = 1. In any case,
set τ = evη > 1.

To apply Proposition 3.1, we only have to deal with µ-almost every point, so
that we can only consider conical limit points. For S = (ξ,Ωǫ,η(g)) ∈ Vǫ,η(∂BΓ)

we want to consider the union S̃ of elements S′ with (ξ′, S′) ∈ Vǫ,η(∂BΓ) such that
S′ intersects S and f(S′) ≤ τf(S). This is contained in the union of parabolic
limit points inside Ωǫ,η(g) and the union of partial shadows Ωǫ,η(h) intersecting

Ωǫ,η(g) with ‖h‖ ≥ ‖g‖ − η. We want to bound f(S) + µ(S̃)/µ(S). Again, since µ
is supported on the conical limit points, we only have to consider those S′ of the
form Ωǫ,η(h).

If dw(h, g) ≤ 10η then Ωǫ,η(h) ⊂ Ωǫ,6η(g). Suppose dw(h, g) > 10η and let
ζ ∈ Ωǫ,η(h) ∩ Ωǫ,η(g). Then some geodesic [e, ζ) passes first at an (ǫ, η)-transition
point in B2η(g) and then at one in B2η(h). Let ξ be any other point of Ωǫ,η(h).
Let p and q be (ǫ, η)-transition points on [e, ζ) and [e, ξ) respectively within 2η of
h. By the relatively thin triangles property Lemma 2.5 applied to the associated
triangle (e, p, q), the fact that [e, ζ) has an (ǫ, η)-transition point in B2η(g) and the
fact that dw(g, h) > 10η, we know that [e, ξ) has a transition point in B2η+D(g).
Thus, ξ ∈ Ωǫ,η+D(g). The number D depends on η, but for large enough η we have

that S̃ ⊂ Ωǫ,2η(g). By the assumption on the measure we have µ(S̃)/µ(S) bounded
above, completing the proof. �

The following is contained in Theorems 2.9.5 and 2.9.7 of [17].

Proposition 3.6. Let Λ be a metric space, κ1 a finite Borel measure on Λ and V
a Vitali relation for κ1. Let κ2 be any finite Borel measure on Λ. Define a new
Borel measure ψ(κ1, κ2) by

ψ(κ1, κ2)(A) = inf{κ2(B) : B Borel , κ1(B∆A) = 0}.

This measure is absolutely continuous to κ1. The limit

D(κ1, κ2,V , x) = (V) lim
S→x

κ2(S)/κ1(S)

exists for κ1-almost every x and is the Radon-Nikodym derivative dψ(κ1, κ2)/dκ1.

As a corollary we obtain:

Corollary 3.7. a) If the κi are mutually singular, then

(V) lim
S→ζ

κ2(S)/κ1(S) = 0

for κ1-almost every ζ ∈ Λ.
b) If the κi are equivalent and non-atomic, then

(V) lim
S→ζ

log κ2(S)

log κ1(S)
= 1

for κ1-almost every ζ ∈ Λ.

Proof. If κ1 and κ2 are mutually singular, then by definition ψ(κ1, κ2) = 0. To-
gether with Proposition 3.6, this proves a).
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For b), assume κ1 and κ2 are equivalent. By Proposition 3.6 we have

D(κ1, κ2,V , x) = (V) lim
S→x

κ1(S)/κ2(S) > 0

for κ1 almost every x. Thus, since κ1 is non-atomic, as (V)S → x, we have

log κ2(S)

log κ1(S)
= 1 +

log(κ2(S)/κ1(S))

log(κ1(S))
→ 1. �

Proposition 2.8 now follows by applying the Corollary 3.7 to the Vitali relation
defined by Vǫ,η. �

4. Rigidity of the Guivarc’h inequality

The goal of this section is to prove Theorem 1.1. We will follow the same strategy
as in [4]. We consider a non-elementary relatively hyperbolic group Γ.

4.1. Quasi-conformality of the measures. We fix a finite generating set S for
Γ and denote by dw the corresponding word metric. We consider geodesics for this
word distance.

Let ξ be a conical limit point. Define the Busemann function βξ(·, ·) at ξ as
follows. Let α be a geodesic ray in the Cayley graph Cay(Γ, S) ending at ξ. Define
then, for g ∈ Γ, bα,ξ(g) = lim sup[dw(g, α(t)) − t]. The Busemann function βξ is
then defined as

βξ(g, g
′) = sup(bα,ξ(g)− bα,ξ(g

′)),

where the supremum is taken over all geodesic rays α ending at ξ. According to [56,
Lemma 2.20], there exists C ≥ 0 such that for any g, g′, there exists a neighborhood
U of ξ in Γ ∪ ∂BΓ such that for all g0 ∈ U ,

|βξ(g, g
′)− [dw(g, g0)− dw(g

′, g0)]| ≤ C.

Yang constructs in [56] Patterson-Sullivan measures κγ on ∂BΓ for every γ ∈ Γ
as follows. Recall that we define the Poincaré series as

P(s) =
∑

g∈Γ

e−s‖g‖

where we recall that ‖g‖ = dw(e, g). For s > v, the Poincaré series is convergent
and for s < v, it is divergent. The Patterson-Sullivan measure κg0 at g0 is then a
weak limit point of

1

P(s)

∑

g∈Γ

e−sdw(g,g0)δg

when s tends to v from above (where δg is the Dirac measure at g).
Yang proves that the Patterson-Sullivan measures κg defines a v-dimensional

quasi-conformal density in the following sense.

Proposition 4.1. [56, Lemma 4.14] For any g, κg is without atoms, and in par-
ticular gives full weight to conical points. Moreover, for any g, g′, the measures κg
and κg′ are equivalent and

dκg
dκg′

(ξ) ≍ e−vβξ(g,g
′)

for κg-almost every conical limit point ξ.
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Furthermore, Yang shows that the κg are ergodic with respect to the Γ-action
[56, Appendix A]. Let κ = κe. Yang proves an analogue of Sullivan’s shadow lemma
for these measures.

Proposition 4.2 (Shadow Lemma for P.-S. Measure). [56, Lemma 4.3, Lemma 5.2]
Let ǫ0 be as in Lemma 2.2. For each ǫ ≥ ǫ0 there is an η(ǫ) and an r(ǫ) > 0 such
that for each r ≥ r(ǫ), η ≥ η(ǫ) and any g ∈ Γ we have

κ(Ωr,ǫ,η(g)) ≍ e−v‖g‖

where the implicit constant depends on r, ǫ, η but not on g.

We are now interested in the same properties, but for the Green distance and
the harmonic measure. Let µ be an admissible measure on Γ with finite super-
exponential moment with respect to dw. Let νg be the harmonic measure of the
random walk associated with µ starting at g ∈ Γ and let ν = νe. First, we define
the Busemann function for the Green distance at a conical limit point. According
to [19], conical limit points are in one-to-one correspondence with a subset of the
Martin boundary. Precisely, if gn is a sequence in Γ converging to a conical limit

point ξ, then for every g, G(g,gn)
G(e,gn)

converges to some limit Kξ(g). In particular, if

g, g′ are fixed, then G(g,gn)
G(g′,gn)

converges to
Kξ(g)
Kξ(g′) . Define then

βG
ξ (g, g′) = − log

(

Kξ(g)

Kξ(g′)

)

.

Then, βG
ξ (g, g′) = lim[dG(g, gn)− dG(g

′, gn)] for any sequence gn converging to ξ.
The harmonic measure ν is always conformal with respect to the Green metric

in the sense that
dνg
dν

(ξ) = Kξ(g)

for νg-almost every conical limit point ξ, see for example [54, Theorem 24.10].
Before stating the shadow lemma for the harmonic measure, we prove the following
lemma.

Lemma 4.3. For any ǫ ≥ ǫ0 there is an η(ǫ) > 0, an r(ǫ) > 0 and a c > 0 such
that for r ≥ r(ǫ), η ≥ η(ǫ) and all g ∈ Γ we have that g−1Ωr,ǫ,η(g) contains a ball
of radius c in the shortcut metric on ∂BΓ.

Proof. Let A > 0 be the diameter of ∂BΓ in the shortcut metric δ
f

e . Then the subset

S of ∂BΓ consisting of ζ such that δ
f

e (g
−1, ζ) > A/10 contains a ball of radius A/10

in the restriction of this metric to ∂BΓ. On the other hand, by Proposition 2.3, S
is contained in g−1Ωr,ǫ,η(g) for suitable r, η > 0 depending only on A. �

We can now prove the following.

Proposition 4.4 (Shadow Lemma for Harmonic Measure). For any ǫ ≥ ǫ0 there
is an η(ǫ) > 0 and an r(ǫ) > 0 such that for each r ≥ r(ǫ), η ≥ η(ǫ) and any g ∈ Γ
we have ν(Ωr,ǫ,η(g)) ≍ e−dG(e,g) where the implicit constant only depends on r, ǫ, η
but not on g.

Proof. Let Ω(g) = Ωr,ǫ,η(g). The proof uses the relative Ancona inequalities (3)
proved in [19]. We have

ν(Ω(g)) =

∫

ξ∈Ω(g)

1

Kξ(g)
dνg(ξ) =

∫

ξ∈Ω(g)

e−βG
ξ (e,g)dνg(ξ).
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By definition of the relative shadow, for each ξ ∈ Ω(g) there exists a sequence gn
converging to ξ such that g is at most r away from an (ǫ, η)-transition point on a
geodesic from e to gn. The relative Ancona inequalities (3) show that

G(e, gn) ≍ G(e, g)G(g, gn),

where the implicit constant only depends on r, η, ǫ. Thus, Kξ(g) ≍
1

G(e,g) . We can

reformulate this as

dG(e, g)− C ≤ βG
ξ (e, g) ≤ dG(e, g) + C

where C only depends on r, η, ǫ. Furthermore, νg(Ω(g)) = ν(g−1Ω(g)). According
to Lemma 4.3, the partial shadow g−1Ω(g) always contains a ball for the shortcut
metric of uniform radius independent of g, and since by [19, Theorem 9.4] ν gives
full measure to ∂BΓ, we have

ν(g−1Ω(g)) ≥ c

for some uniform c > 0. The result now follows. �

Proposition 4.4 implies the doubling property ν(Ωǫ,2η(g)) ≤ Cǫ,ην(Ωǫ,η(g)) and
allows us to apply Proposition 2.8 to the harmonic measure ν in place of κ1.

4.2. Deviation inequalities for relatively hyperbolic groups. As before, we
consider a word metric on a non-elementary relatively hyperbolic group Γ and a
probability measure µ with finite super-exponential moment. For a sample path ω
let ωn be its n-th position and ω∞ ∈ ∂BΓ its limit point, which exists almost surely.
Recall that the harmonic measure ν satisfies ν(A) = P (ω∞ ∈ A) for any Borel set
A ⊂ ∂BΓ.

The following results control the deviation of sample paths of the random walk
from geodesics in the word metric.

Lemma 4.5. [40, Theorem 10.6] There exists C > 0 such that for each k, n ≥ k
and for each a > 1, we have

P (sup
α

dw(ωk, α) > a) < Ce−a/C ,

where the supremum is taken over all geodesics α for the word metric from e to ωn.

For a finite or infinite geodesic α let Trǫ,η α denote the set of (ǫ, η)-transition
points on α.

Lemma 4.6. For every ǫ ≥ ǫ0, η > η0(ǫ), there exists a function Fǫ,η : R → R

satisfying that Fǫ,η(t) → 0 as t→ ∞ such that for each k we have

P (sup
α

dw(ωk,Trǫ,η α) > a) < Fǫ,η(a),

where the supremum is taken over all geodesic rays α for the word metric from e to
ω∞.

Proof. By Proposition 2.3 c) there is a function W (t) which decays to zero as
t → ∞ such that for any g, h ∈ Γ and ξ ∈ ∂BΓ d(g,Trǫ,η[h, ξ)) > D implies

δ
f

g (h, ξ) < W (D). Thus, it suffices to show that supk≥1 P (δ
f

ωk
(e, ω∞) < t) → 0, as
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t→ 0. We have

P (δ
f

ωk
(e, ω∞) < t) =

∑

g∈Γ

P (δ
f

ωk
(e, ω∞) < t, ωk = g)

=
∑

g∈Γ

P (δ
f

g (e, gω
−1
k ω∞) < t, ωk = g).

The random variables ωk and ω−1
k ω∞ are independent, and ω−1

k ω∞ has the same
distribution as ω∞, so that we get

P (δ
f

ωk
(e, ω∞) < t) =

∑

g∈Γ

P (δ
f

g (e, gω∞) < t)P (ωk = g)

=
∑

g∈Γ

P (δ
f

e (g
−1, ω∞) < t)P (ωk = g)

=
∑

g∈Γ

ν
({

ξ ∈ ∂BΓ, δ
f

e (g
−1, ξ) < t

})

P (ωk = g).

The last following from the fact that ν is the law of ω∞. Letting

Q(t) = sup
g∈Γ

ν
({

ξ ∈ ∂BΓ, δ
f

e (g
−1, ξ) < t

})

,

we obtain

P (δ
f

ωk
(e, ω∞) < t) ≤ Q(t).

It thus suffices to prove that Q(t) → 0 as t → 0. If not, there is a c > 0 and a
sequence zn ∈ Γ with

ν
({

ξ ∈ ∂BΓ, δ
f

e (zn, ξ) < 1/n
})

> c.

Up to taking a subsequence, we can assume that zn → α ∈ ∂BΓ so that we have

δ
f

e (wn, α) < 1/n. Then by the triangle inequality for δ
f

e we have

ν
({

ξ ∈ ∂BΓ, δ
f

e (ξ, α) < 1/n
})

> c

for each n. This implies ν({α}) > c which is impossible since ν has no atoms. �

4.3. Guivarc’h inequality and comparison of the measures. The goal of this
subsection is to prove the following step in the proof of Theorem 1.1. We consider
a word metric on Γ and a probability measure µ with finite super-exponential
moment.

Proposition 4.7. The harmonic measure and the Patterson-Sullivan measure are
equivalent if and only if h = lv.

Recall that we use the notation Ωǫ,η(g) = Ω2η,ǫ,η(g) to denote the set of ξ ∈ ∂BΓ
such that some geodesic [e, ξ) has an (ǫ, η)-transition point within 2η of g. For the
rest of the paper we fix the following convention on ǫ, η. We choose an ǫ > ǫ0 and
an η = η(ǫ) large enough to satisfy Lemma 2.2 and Proposition 2.3. Moreover, η
is chosen large enough so that the shadow lemmas (Propositions 4.2 and 4.4) hold
for r = 2η, and Proposition 2.8 also holds.

Define for a sample path ω

φn = φn(ω) =
κ(Ωǫ,η(ωn))

ν(Ωǫ,η(ωn))
.
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Let ψn = lnφn. For simplicity, we do not refer to η and ǫ in the notation for φn
and ψn. We will also write Ω(g) = Ωǫ,η(g) when not ambiguous. Notice that the
expectation of φn is given by

E(φn) =
∑

g∈Γ

µ∗n(g)
κ(Ω(g))

ν(Ω(g))
.

Proposition 4.8. There exists C1 > 0 such that for any N ≥ 1 we have

1

N

N
∑

n=1

E(φn) ≤ C1.

Proof. Recall that the notation f . g means that f ≤ Cg for some constant C.
Consider n,N with 1 ≤ n ≤ N . We will first show that there is some k > 0 such
that the quantity

Rk =
∑

g∈Γ:‖g‖≥kN

κ(Ω(g))

ν(Ω(g))
µ∗n(g)

is bounded independently of n,N .
Indeed, by the shadow lemma for harmonic measure

(4) ν(Ω(g)) ≍ G(e, g) =

∞
∑

n=1

µ∗n(g).

By the shadow lemma for the Patterson-Sullivan measure,

(5) κ(Ω(g)) ≍ e−v‖g‖.

Furthermore, since dw and dG are quasi-isometric (see for example [30, Lemma 4.2]
and note that the proof does not use the symmetry assumption),

κ(Ω(g))

ν(Ω(g))
. ec‖g‖

for a constant c. This yields

Rk .
∑

m≥kN

ecm
∑

g:‖g‖∈[m,m+1)

µ∗n(g) ≤
∑

m≥kN

ecmP (‖ωn‖ ≥ m).

Since µ has finite super-exponential moment, we can apply the exponential
Chebyshev inequality with exponent 2c to obtain

Rk .
∑

m≥kN

e−cmE(e2c‖ωn‖).

Since n ≤ N we have

‖ωn‖ ≤
N−1
∑

j=0

‖ω−1
j ωj+1‖

from which we obtain, since the ω−1
j ωj+1 are independent random variables,

E(e2c‖ωn‖) ≤ EN
0

where E0 =
∑

g∈Γ e
2c‖g‖µ(g). Choosing k ≥ 2

c logE0 we thus obtain

Rk .
∑

m≥kN

e−cmE(e2c‖ωn‖) . e−ckNEN
0 . 1

giving us the desired estimate for Rk.
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Now, we will show that the quantity

PN =
1

N

N
∑

n=1

∑

g∈Γ:‖g‖≤kN

κ(Ω(g))

ν(Ω(g))
µ∗n(g)

is bounded independently of N . Together with the estimate on Rk this will prove
the proposition. Interchanging the order of summation we get, using (4),

PN =
1

N

∑

g∈Γ:‖g‖≤kN

∑N
n=1 µ

∗n(g)

ν(Ω(g))
κ(Ω(g)) .

1

N

∑

g:‖g‖≤kN

κ(Ω(g)).

By [56, Theorem 1.9], for large enough a > 0, we have

|{g ∈ Γ : n− a < ‖g‖ ≤ n}| ≍ evn.

Consequently,

∑

g∈Γ:1≤‖g‖≤kN

κ(Ω(g)) .

N
∑

n=1

∑

g:k(n−1)<‖g‖≤kn

e−vkn

.

N
∑

n=1

evkne−vkn . N.

The estimate for PN follows. �

Proposition 4.9. We have that ψn/n converges to h − lv almost surely and in
expectation.

Proof. By the shadow lemmas (Propositions 4.2 and 4.4), we have

ψn

n
=
dG(e, ωn)

n
−
v‖ωn‖

n
+O

(

1

n

)

.

According to [3, Theorem 1.1], 1
ndG(e, ωn) almost surely converges to h whenever

µ has finite entropy H(µ), which is implied by finite first moment, so in particular
by finite super-exponential moment. In other words, entropy is equal to the drift
of dG. Thus, Kingman’s ergodic theorem [53, Theorem 10.1] implies that ψn/n
converges to h− lv almost surely and in expectation. �

Proposition 4.10. There exists C2 > 0 such that the sequence E(ψn) + C2 is
sub-additive.

Proof. Let m,n ≥ 1. The shadow lemma for the Patterson-Sullivan measure and
the triangle inequality for dG implies that

E(ψn+m)− (E(ψn) + E(ψm)) . vE(‖ωn‖+ ‖ωm‖ − ‖ωn+m‖)

≤ 2vE(dw(ωn, [e, ωn+m])).

By Lemma 4.5, the last expression is bounded by a constant C2, so that E(ψn)+C2

is sub-additive. �

Proposition 4.11. We have the following two cases.

a) If κ and ν are not equivalent, then φn converges to 0 in probability.

b) If κ and ν are equivalent then
log κ(Ωǫ,η(ωn))
log ν(Ωǫ,η(ωn))

tends to 1 in probability.



ENTROPY AND DRIFT IN RELATIVELY HYPERBOLIC GROUPS 21

Remark 4.12. For a), note that in [4], the analogous result for hyperbolic groups
states that φn converges to 0 almost surely. This is actually a mistake, which is
corrected in [30, Lemma 4.16].

Proof. a) First, both measures are ergodic with respect to the action of Γ on ∂BΓ.
Thus, if they are not equivalent, they are mutually singular. Let α > 0, c > 0.
By Lemma 4.6 we have P (ω∞ /∈ Ωǫ,D(ωk)) ≤ F (D) independently of k where
F (D) → 0 as D → ∞. Fix D so that

P (ω∞ /∈ Ωǫ,D(ωk)) ≤ α

for all k. By Proposition 2.8 a) we have, for ν-almost every ξ,

lim
t→∞

sup
||g||>t,ξ∈Ωǫ,D(g)

κ(Ωǫ,D(g))

ν(Ωǫ,D(g))
→ 0.

The shadow lemma for ν (Proposition 4.4) shows that ν(Ωǫ,D(g)) ≤ Cν(Ωǫ,η(g))
where C depends only on ǫ, η,D. Thus the quantity

Rt(ξ) = sup
||g||>t,ξ∈Ωǫ,D(g)

κ(Ωǫ,η(g))

ν(Ωǫ,η(g))

converges to 0 as t → ∞ for ν-almost every ξ. Furthermore, for almost every
sample path ω, we have ||ωn|| → ∞. Thus, by Egorov’s theorem, we may choose
a subset E ⊂ ΓN of sample paths with P (Ec) < α and such that ||ωn|| → ∞ and
Rt(ω∞) → 0 uniformly over ω ∈ E. It follows that R||ωn||(ω∞) → 0 uniformly
over ω ∈ E. This means that for large enough n, the conditions ω ∈ E and
κ(Ωǫ,η(ωn))
ν(Ωǫ,η(ωn))

≥ c imply ω∞ /∈ Ωǫ,D(ωn). The latter has probability at most α, so

we get
P (φn ≥ c) ≤ P (Ec) + P (ω∞ /∈ Ωǫ,D(ωn)) ≤ 2α.

As α, c > 0 were chosen arbitrarily we get P (φn ≥ c) → 0 as n → ∞ for each
c > 0 so φn → 0 in probability.

b) This time, we define for each D > 0

Rt(ξ) = sup
||g||>t,ξ∈Ωǫ,D(g)

∣

∣

∣

∣

log κ(Ωǫ,η(g))

log ν(Ωǫ,η(g))
− 1

∣

∣

∣

∣

.

Using b) of Proposition 2.8 we obtain that for each D, limt→∞Rt(ξ) = 1 for
ν-almost every ξ. The proof is then similar to a). �

We now prove Proposition 4.7.

Proof. Assume that the Patterson-Sullivan and the harmonic measures are not
equivalent. Let β > 0. Let An be the event {φn ≥ β} and Bn = Ac

n. For every n,

E(ψn) =

∫

An

ψndP +

∫

Bn

ψndP.

According to Proposition 4.11, φn converges to 0 in probability. Thus, there exists
n0 such that for every n ≥ n0, P (Bn) ≥ 1− β. In particular,

∫

Bn

ψndP ≤ P (Bn) log β ≤ (1− β) log β.

Let C1 be the constant in Proposition 4.8. Jensen inequality shows that
∫

An

ψndP = P (An)

∫

An

logφn
dP

P (An)
≤ P (An) log

(
∫

An

φn
dP

P (An)

)

.
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Rewrite the right-hand side as

P (An) log

(
∫

An

φn
dP

P (An)

)

= −P (An) logP (An) + P (An) log

(
∫

An

φndP

)

.

The function x 7→ x log x is first decreasing then increasing on [0, 1], so if β is small
enough, −P (An) logP (An) ≤ −β log β. Moreover,

P (An) log

(
∫

An

φndP

)

≤ β sup (0, logE(φn)) .

We thus have
∫

An

ψndP ≤ β log
1

β
+ β sup (0, logE(φn)) .

According to Proposition 4.8, lim inf E(φn) ≤ 2C1, so that there exists p ≥ n0 such
that E(φp) ≤ 2C1. In particular, for every small enough β, we can find p such that

E(ψp) ≤ (1 − β) log β + β log
1

β
+ β| log 2C1|.

The right-hand side tends to −∞ when β goes to 0. If β is small enough, we thus
have for some p

E(ψp) + C2 ≤ −1,

where C2 is the constant in Proposition 4.10. Since E(ψp) +C2 is sub-additive, we
have

1

k
(E(ψkp) + C2) ≤ E(ψp) + C2 ≤ −1.

Finally, 1
kpE(ψkp) converges to h−lv by Proposition 4.9, so letting k tend to infinity,

we get

h− lv ≤ −
1

p
< 0.

Thus, h < lv.
Conversely, suppose the measures are equivalent. By the shadow lemma for the

Patterson-Sullivan measure κ we have

− log κ(Ω(g))

‖g‖
→ v

as ‖g‖ → ∞ and in particular

− log κ(Ω(ωn))

‖ωn‖
→ v

for almost every sample path.
Furthermore, for almost every sample path we have

lim
n→∞

− log ν(Ω(ωn))

‖ωn‖
= lim

n→∞

dG(e, ωn)

‖ωn‖
= lim

n→∞

dG(e, ωn)/n

‖ωn‖/n
=
h

l
.

Thus, almost surely,
log κ(Ω(ωn))

log ν(Ω(ωn))
→

vl

h
.

As the measures are equivalent we have according to Proposition 4.11,

log κ(Ωǫ,η(ωn))

log ν(Ωǫ,η(ωn))
→ 1

in probability, which ensures that h = lv. �
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The following result is a consequence of Proposition 4.7. Indeed, notice that
h and l are the same for the measure µ and the reflected measure µ̌. Actually,
H(µ) = H(µ̌) and L(µ) = L(µ̌).

Corollary 4.13. Let ν̌ be the harmonic measure for the reflected random walk µ̌.
Then ν̌ is equivalent to κ whenever ν is equivalent to κ.

4.4. Radon-Nikodym derivatives. In this subsection, we prove the following
result.

Proposition 4.14. If the harmonic measure ν and its reflection ν̌ are both equiva-
lent to the Patterson-Sullivan measure κ, then the Radon-Nikodym derivative dκ/dν
is bounded away from 0 and infinity.

This will use the following general lemma.

Lemma 4.15. Let Z be a compact metrizable space and let G act by homeomor-
phisms. Let ν1, ν2, κ1, κ2 be Borel probability measures with full support on Z and
with νi equivalent to κi for i = 1, 2.

Assume G preserves the measure class of νi and acts ergodically on (Z×Z, ν1⊗ν2)
and (Z × Z, κ1 ⊗ κ2) for i = 1, 2. Suppose there are positive bounded away from
0 measurable functions fν , fκ : Z × Z \ Diag → R, bounded on compact subsets of
Z×Z \Diag such that mν = fνν1⊗ν2 and mκ = fκκ1⊗κ2 are G-invariant ergodic
Radon measure on Z × Z \Diag. Then for each i = 1, 2, dνi/dκi is bounded away
from 0 and ∞.

Proof. Since νi and κi are equivalent, we have dνi = Jidκi for a measurable positive
function Ji. We want to show Ji is κi-essentially bounded. This will prove that
dνi/dκi is bounded away from ∞. Interchanging the role of νi and κi, we will then
get that it is also bounded away from 0.

Since mν and mκ are G-invariant ergodic measures, either they are singular or
they are scalar multiples of each other. Thus, the assumption dνi = Jidκi implies
they are scalar multiples of each other. Without loss of generality, we can assume
that they coincide. Note dmν(a, b) = J1(a)J2(b)fν(a, b)dκ1(a)dκ2(b) so we have
J1(a)J2(b) = fκ(a, b)/fν(a, b) for ν1 ⊗ ν2-almost all (a, b).

Let U, V be disjoint closed subsets in Z with nonempty interior. There is a
p ∈ V such that J1(a)J2(p) = fκ(a, p)/fν(a, p) for ν1-almost all a ∈ U . Dividing
and noting that the fν and fκ are positive and bounded away from 0 and infinity
on U × V , we see that C−1

U < J1(a)/J1(a
′) < CU for ν1-almost all a, a′ ∈ U . Thus,

J1 is ν1-essentially bounded on any subset U whose complement has nonempty
interior. Covering Z by two such sets, we see that J1 is essentially bounded. The
same argument applies to J2 �

To complete the proof of Proposition 4.14 we just need to show that κ ⊗ κ
and ν ⊗ ν̌ can both be scaled by functions fκ and fν to obtain Γ-invariant Radon
measures on ∂2BΓ = ∂BΓ× ∂BΓ \Diag.

For the harmonic measure, we may take fν to be the Naim kernel defined for
distinct conical points ζ, ξ as

Θ(ζ, ξ) = lim inf
g∈Γ→ζ

lim
h∈Γ→ξ

G(g, h)

G(g, e)G(e, h)
= lim inf

g→ζ

Kξ(g)

G(g, e)
.

The construction is done in [19, Corollary 10.3].
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For the Patterson-Sullivan measure κ, the construction is done in the proof of
[20, Proposition 9.17], but we review it for completeness. Let

ρe(ζ, ξ) = lim sup
z→ζ,x→ξ

(

dw(e, x) + dw(e, z)− dw(x, z)

2

)

.

Define a measure m′ on (∂BΓ× ∂BΓ) \Diag by

dm′(ζ, ξ) = e2vρe(ζ,ξ) dκ(ζ) dκ(ξ).

We first need to show that m′ is locally finite on ∂BΓ. This amounts to showing
that ρe(ζ, ξ) is bounded outside of any neighborhood of the diagonal. Indeed, sup-

pose ζ, ξ satisfy δ
f

e (ζ, ξ) ≥ c > 0 and suppose xn, yn are sequences in Γ converging

to ζ and ξ respectively. For large enough n we have δ
f

e (ζ, ξ) ≥ c/2 > 0. By Propo-
sition 2.3, this implies any geodesic from xn to yn passes within D of e, where D
depends only on c. This implies dw(xn, e) + dw(e, yn) − dw(xn, yn) < 2D. Taking
limits, we see that ρe(ζ, ξ) < 2D completing the proof that m′ is locally finite. Now
we show that m′ is Γ-quasi-invariant with a uniformly bounded derivative. Indeed,
we can compute

2ρe(g
−1ζ, g−1ξ)− 2ρe(ζ, ξ)

= lim sup
z→ζ,x→ξ

[

d(e, g−1x) + d(e, g−1z)− d(g−1x, g−1z)
]

− lim sup
z→ζ,x→ξ

[d(e, x) + d(e, z)− d(x, z)]

= lim sup
x→ξ

[d(g, x)− d(e, x)] + lim sup
z→ζ

[d(g, z)− d(e, z)] +O(1)

= βξ(g, e) + βζ(g, e) +O(1).

Note that we could distribute the limsup since the limsup and liminf are within
bounded difference by [56, Lemma 2.20]. Hence, combining this with the quasi-
conformality of κ one gets that the Radon-Nykodym cocycle of m′ is uniformly
bounded for the Γ action, that is,

dg⋆m
′

dm′
(ζ, ξ) = e2vρe(g

−1ζ,g−1ξ)−2vρe(ζ,ξ)
dg⋆κ

dκ
(ζ)

dg⋆κ

dκ
(ξ) ≍ 1.

Hence, by a general fact in ergodic theory the Radon-Nykodym cocycle is also a
coboundary (see [18], Proposition 1). Thus, there exists a Γ-invariant measure mκ

on (∂BΓ × ∂BΓ) \ Diag in the same measure class as m′. In other words, one can
take fκ to be within a bounded multiplicative constant of e2vρe(ζ,ξ). The functions
fκ and fν thus constructed are bounded on compact subsets of ∂2BΓ.

The Γ-action on the square of the Poisson boundary is ergodic (see [34, Theo-
rem 6.3]) and since ν and ν̌ both are equivalent to κ, the Γ-action on ∂BΓ × ∂BΓ
is also ergodic for κ⊗ κ. The proof is thus complete. �

4.5. Geometric characterization of the Guivarc’h equality. We finish the
proof of Theorem 1.1. We start proving the following proposition.

Proposition 4.16. If the harmonic measure and the Patterson-Sullivan measure
are equivalent, then |dG− vdw| is uniformly bounded, where we recall that dG is the
Green metric and dw is the word metric.
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Proof. It follows from Proposition 4.14 and Corollary 4.13 that if κ and ν are
equivalent, their respective Radon-Nikodym are bounded away from 0 and infinity.
In particular, for any Borel set A in the Bowditch boundary, we have κ(A) ≍ ν(A),
where the implicit constant does not depend on A. The shadow lemmas for the
Patterson-Sullivan and the harmonic measures show that κ(Ω(g)) ≍ e−vdw(e,g) and
ν(Ω(g)) ≍ e−dG(e,g), where the implicit constants do not depend on g. It follows that
|dG(e, g)− vdw(e, g)| ≤ C for some uniform C. Since both distances are invariant
by left multiplication, we have |dG(g, g′)− vdw(g, g

′)| ≤ C for any g, g′. �

Recall that we want to prove that the following conditions are equivalent.

(1) The equality h = lv holds.
(2) The measure ν is equivalent to the measure κ.
(3) The measure ν is equivalent to the measure κ with Radon-Nikodym deriva-

tives bounded from above and below.
(4) There exists C ≥ 0 such that for every g ∈ Γ, |dG(e, g)− vdw(e, g)| ≤ C.

Proposition 4.7 shows that (1) implies (2), Proposition 4.14 shows that (2) im-
plies (3) and Proposition 4.16 shows that (3) implies (4). Finally, recall that ωn

is the n-th step of the random walk. Then, 1
ndw(e, ωn) almost surely converges to

l by definition of l. As we saw above, according to [3, Theorem 1.1], 1
ndG(e, ωn)

almost surely converges to h. This shows that (4) implies (1), hence Theorem 1.1
is proved. �

5. Virtually abelian parabolic subgroups

We first deduce from Theorem 1.1 that if h = lv, then Ancona inequalities are
satisfied along word geodesics. We do not assume in this corollary that the parabolic
subgroups are abelian and we will actually also use this result in the next section.

Corollary 5.1. Let Γ be a non-elementary relatively hyperbolic group. Let dw be a
word distance associated to a finite generating set. Let µ be an admissible probability
measure with finite super-exponential moment. Assume that h = lv. There exists
some constant C ≥ 0 such that the following holds. Let x, y, z be three points in
this order on a word geodesic. Then,

1

C
G(x, y)G(y, z) ≤ G(x, z) ≤ CG(x, y)G(y, z).

Proof. Since h = lv, we have that |dG − vdw| ≤ c for some constant c, where dG
is the Green distance. Let x, y, z be three points in this order on a word geodesic.
Then, dw(x, y) + dw(y, z) = dw(x, z), so that |dG(x, y) + dG(y, z)− dG(x, z)| ≤ 3c.
This translates into

e−3c ≤
G(x, y)G(y, z)

G(x, z)
≤ e3c,

which is the desired inequality. �

The remainder of this section is devoted to the proof of Theorem 1.3. We fix
a relatively hyperbolic group Γ and assume that one of the parabolic subgroup is
virtually abelian of rank at least 2. We consider a word distance dw and an finitely
supported admissible probability measure µ. We denote by dG the corresponding
Green distance.
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5.1. The induced transition kernel on a parabolic subgroup. Denote by P
a virtually abelian parabolic subgroup of rank at least 2. Then, P has a finite index
subgroup which is isomorphic to Zd, d ≥ 2. Any section from Zd to P provides an
identification P = Zd × {1, ..., N ′} as a set. We say that a sequence gn = (zn, kn)
in P (where zn ∈ Z

d and kn ∈ {1, ..., N ′}) converges to a point in the geometric
boundary of P if zn tends to infinity and zn

‖zn‖
converges to a point in Sd−1. We

denote by ∂P the corresponding geometric boundary of P .
We will use results of [15], where there is a precise description of sequences that

converge to the Martin boundary of a relatively hyperbolic groups when all the par-
abolic subgroups are assumed to be virtually abelian. In this case, we define similarly
the geometric boundaries of the parabolic subgroups. We have the following.

Theorem 5.2. [15, Theorem 1.1] Let Γ be a relatively hyperbolic group with respect
to virtually abelian subgroups. Let µ be a probability measure on Γ whose finite
support generates Γ as a semi-group. A sequence gn converges to a point in the
Martin boundary if and only if it converges to a conical limit point in the Bowditch
boundary or there is a parabolic subgroup H such that the projection of gn on H
converges to the geometric boundary ∂H of H.

We only assume here that one parabolic subgroup is virtually abelian of rank at
least 2, so we cannot use directly this description of the Martin boundary. However,
an argument identical to the proof of [15, Theorem 1.1] proves the following.

Proposition 5.3. Let P be a parabolic subgroup. Let gn ∈ Γ be any sequence
converging to the parabolic limit point ξ fixed by P in the Bowditch boundary. Then
gn converges to a point in the Martin boundary if and only if its projection πP (gn)
on P converges to a point in ∂P .

Let us give some details. The proof of [15, Theorem 1.1] is done dealing with
parabolic limit points independently. More precisely, [15, Proposition 5.5] shows
that if πP (gn) converges to a point in ∂P , then gn and πP (gn) both converge to
the same point in the Martin boundary. Conversely, assume that gn converges to a
point in the Martin boundary and converges to ξ in the Bowditch boundary. Up to
a sub-sequence, πP (gn) also converges to a point in ∂P . Using [15, Proposition 5.5]
again, we see that this subsequence also converges to the Martin boundary and the
limit point is necessarily the same as the limit of gn. Now, two different points in the
geometric boundary of P give rise to two different points in the Martin boundary,
according to [15, Corollary 4.10]. This proves that πP (gn) only has one limit point
in ∂P and thus converges.

We recall some notations and results of [14] and [15]. Let Nr(P ) to be the r-
neighborhood of P and let N(P ) = Nr(P ) for some r. Consider the transition
kernel pµ of first return of the random walk to N(P ). In other words, pµ(g, g

′) is
the probability that the random walk, starting at g eventually returns to N(P ) and
first does so at g′. By definition, we have

pµ(g, g
′) =

∑

n≥1

∑

g1,...,gn−1/∈N(P )

µ(g−1g1)µ(g
−1
1 g2)...µ(g

−1
n−1g

′).

Then, pµ can be considered as a Zd-invariant transition kernel on Zd×{1, ..., N ′}. In
[14], the first author proved some estimates that we will use for the Green function
of a transition kernel on Zd ×{1, ..., N ′} satisfying some technical assumptions. As
we will see these assumptions will be satisfied in our context.
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For g ∈ N(P ), we write g = (z, k), where z ∈ Zd and k ∈ {1, ..., N ′}. For
simplicity, we will write pµ(g, g

′) = pk,k′(z, z′), where g = (z, k) and g′ = (z′, k′).
We define an N ′ × N ′-matrix F (u), u ∈ Rd as follows. The coefficient at the jth
row and kth column is given by

Fj,k(u) =
∑

z∈Zd

pk,j(0, z)e
u·z.

We denote by F ⊂ Rd the interior of the subset of Rd such that every coefficient
of F (u) is finite. If the random walk satisfies µ(e) > 0, then for every u ∈ F , the
matrix F (u) is strongly irreducible and has a dominant eigenvalue λ(u). According
to [14, Lemma 3.20], if we change µ with µ̃ = 1

2δe +
1
2µ, then the corresponding

Green function G̃ satisfies G̃ = 2G. In particular, G̃ still satisfies Ancona inequali-
ties and since we will derive a contradiction with these inequalities, we can assume
for simplicity that µ(e) > 0. Since µ is admissible, if µ(e) > 0 then the correspond-
ing random walk is aperiodic. In particular, we can assume that the dominant
eigenvalue λ(u) of F (u) is well defined.

As we will see, this eigenvalue encodes most of the behaviour of the Green
function at infinity. As explained above, in [14], there are two technical assumptions
that we now state. Let H = {u ∈ F , λ(u) = 1} and D = {u ∈ F , λ(u) ≤ 1}.

Assumption 1. The set D is compact.

Assumption 2. The minimum of the function λ is strictly smaller than 1.

Lemma 5.4. [14, Lemma 3.13]. Under assumptions 1 and 2, the set H is homeo-
morphic to Sd−1, an explicit homeomorphism is given by

u ∈ H 7→
∇λ(u)

‖∇λ(u)‖
∈ S

d−1.

Denote by Gp the Green function associated to p. For simplicity, we use the
notation Gj,j′(z, z

′) = Gp(g, g
′) whenever g = (z, j) and g′ = (z′, j′). The crucial

estimates we will need are given by the following proposition. If v ∈ Rd, we denote
by 〈v〉 the closest point from v in Zd. If there are several choices, we make one
arbitrarily. We will be interested in points in Zd of the form 〈t∇λ(u)〉, where u ∈ H
and t ∈ R.

Proposition 5.5. [14, Proposition 3.15] Assume that p satisfies Assumptions 1
and 2. Then, for every z ∈ Z

d and every u ∈ H, we have that

(2πt)
d−1

2 Gj,k(z, 〈t∇λ(u)〉)e
u·(z−〈t∇λ(u)〉) −→

t→+∞
C(u),

where C(u) depends continuously on u. Moreover, if z if fixed, then the convergence
if uniform in u ∈ H.

5.2. Estimates for the Green function along a parabolic subgroup. Recall
that P is a virtually abelian parabolic subgroup of rank at least 2. It is proved
in [15] that if the fixed neighborhood N(P ) of P is large enough, Assumptions 1
and 2 are satisfied for the transition kernel of first return to N(P ), see Proposi-
tion 4.8, Lemma 4.9 and Lemma 5.9, Proposition 5.10 there. We can thus apply
Proposition 5.5 above.

Consider a geodesic ray [e, ξ) in the Cayley graph of Γ that stays inside N(P ).
Such a geodesic always exists, if the neighborhood N(P ) of P is large enough.
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Indeed, according to [13, Lemma 4.3], any geodesic from e to p ∈ P is contained in
a fixed neighborhood of P that does not depend on p. We can thus construct [e, ξ)
as a limit of geodesics from e to pn, when pn goes to infinity.

Let gn be a sequence on [e, ξ), such that if n ≥ m, then d(e, gn) ≥ d(e, gm). By
definition, gn converges to the parabolic limit point fixed by P in the Bowditch
boundary. Up to taking a subsequence, we can assume that gn converges to a point
in the Martin boundary. Thus, according to Theorem 5.2 the projection zn of gn
onto Zd satisfies that zn

‖zn‖
converges to some point θ ∈ Sd−1.

Fix l0 and let g = gl0 = (z, j). For n ≥ l0, write gn = (zn, kn). Up to taking a
subsequence, we can assume that kn is a constant kn = k. Let θn = zn

‖zn‖
so that θn

converges to θ. Let un ∈ H be such that θn = ∇λ(un)
‖∇λ(un)‖

. According to Lemma 5.4,

un is well defined and converges to some u ∈ H such that θ = ∇λ(u)
‖∇λ(u)‖ . Define then

tn = ‖zn‖
‖∇λ(un)‖

. By definition, tn∇λ(un) = ‖zn‖θn = zn. Since un converges to u

and ∇λ is continuous (see [14, Lemma 3.3]), we deduce from Proposition 5.5 that

‖zn‖
d−1

2 Gj,k(z, zn)e
u·(zn−z) converges to some limit that only depends on θ.

Finally, [15, Lemma 5.7] shows that the Green function associated to the tran-
sition kernel is the restriction to N(P ) of the Green function associated with µ on
the whole group. Thus, we have that

‖zn‖
d−1

2 G(g, gn)e
u·(zn−z)

converges to some limit that does not depend on g, for some u ∈ Rd that only
depends on θ ∈ Sd−1. We can choose m1 large enough so that

G(g, gm1
) ≍

eu·(zm1
−z)

‖zm1
‖

d−1

2

.

Now, if m1 is fixed, we can choose n1 large enough so that

G(g, gn1
) ≍

eu·(zn1
−z)

‖zn1
‖

d−1

2

and

G(gm1
, gn1

) ≍
eu·(zn1

−zm1
)

‖zn1
‖

d−1

2

.

Thus we can find sequences mk and nk tending to infinity with l0 ≤ mk ≤ nk

(where nk depends on mk) such that

G(g, gmk
)G(gmk

, gnk
)

G(g, gnk
)

≍
1

‖zmk
‖

d−1

2

.

Since d ≥ 2, the right-hand side converges to 0 when k tends to infinity, so we get
a contradiction to Corollary 5.1. This proves Theorem 1.3. �

Corollary 1.4 follows from Theorem 1.3. Indeed, if h = lv, then every parabolic
subgroup is abelian of rank at most 1. In particular, Γ is hyperbolic. We can thus
apply the results of Gouëzel, Mathéus and Maucourant. Precisely, [27, Theorem 1.5]
shows that Γ is virtually free. �
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6. Free products of nilpotent groups

We first derive from Ancona inequalities proved in Corollary 5.1 the following
property.

Proposition 6.1. Let Γ be a non-elementary relatively hyperbolic group. Let dw
be a word distance associated to a finite generating set. Let µ be an admissible
probability measure with finite super-exponential moment. Assume that h = lv.
Then there exists N ≥ 0 such that for any x, y ∈ Γ, there are most N points in Γ
which are middle points of some geodesic between x and y.

Remark 6.2. If the geodesic from x to y is of odd length 2n + 1, what we call a
middle point is a point at distance n from x. This choice is arbitrary and will have
no importance in the following.

Proof. Let x, y ∈ Γ and assume that w is on a geodesic from x to y. Thus, by
Ancona inequalities, G(x, y) ≤ CG(x,w)G(w, y). We can rewrite this as

Px(going to y, passing through w)

Px(going to y)
≥

1

c1
.

Denote by Aw the event (passing through w). Conditioning on Ey = (going to y),
we thus have

Px(Aw|Ey) ≥
1

c1
.

This is true for any w which is on a geodesic from x to y. Denote now k = ⌈c1⌉ and
assume that there are w1, ..., wk+1 different points that are on (possibly different)
geodesics from x to y. Then, the sum of the probabilities Px(Awj

|Ey) is greater
than one, so at least two of those events happen at the same time. We can find a
bound c2, not depending on x and y, such that there are at least two points wi and
wj such that Px(Awj

∩ Awi
|Ey) ≥ c2.

We assume that the wi, 1 ≤ i ≤ k + 1 are midpoints of geodesics from x to y.
We proved that there are at least two points wi and wj such that

Px(going to wi, then to wj , then to y)

Px(going to y)
≥
c2
2
,

that is

(6)
G(x,wi)G(wi, wj)G(wj , y)

G(x, y)
≥ c3.

Since d(x,wi) + d(wj , y) = d(x, y) and since |dG − vdw| is bounded, we have

(7) G(x,wi)G(wj , y) ≍ G(x, y).

Combining (6) and (7), we get

G(x, y)G(wi, wj) ≥ G(x, y)c3,

so that G(wi, wj) ≥ c3. In other words, dG(wi, wj) ≤ c4, and thus dw(wi, wj) ≤ C.
To sum up, if there are more than c1 midpoints of geodesics from x to y, then

two of them are within a uniform distance C of each other. Since balls of a fixed
radius have a uniform finite number of elements, there are a finite number of such
middle points. �
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The remainder of this section is devoted to the proof of Theorem 1.5. Let
Γ = Γ1 ∗ · · · ∗ ΓN be a free product of finitely generated groups. Assume that Γ1

is a non-virtually cyclic nilpotent group. Choose a finite generating set Si for each
free factor Γi and define S = ∪Si, so that S is an adapted generating set for Γ.

We will use Proposition 6.1 and argue by contradiction. Our goal is to construct
points x and y in Γ1 such that the set of midpoints of geodesics from x to y is
arbitrarily large. We will use a construction of Walsh in [52].

We first recall some facts about finitely generated nilpotent groups. Denote by
Γ1
1 = Γ1, Γ2

1 = [Γ1,Γ1], ..., Γn
1 = [Γn−1

1 ,Γ1]. Let NΓ1
be the nilpotency step of

Γ1, that is NΓ1
is the last n such that Γn

1 is not trivial. The groups Γn
1/Γ

n+1
1 are

finitely generated abelian groups. The homogeneous dimension of Γ1 is defined as

dΓ1
=

NΓ1
∑

n=1

n rank
(

Γn
1/Γ

n+1
1

)

.

Lemma 6.3. a) [47, Lemma 4.6] Any finitely generated nilpotent group has a finite
index subgroup which is torsion free.

b) [45, Proposition (5)] A finitely generated nilpotent group has polynomial growth.
More precisely the cardinality of a ball of radius n is asymptotic to Cnd, where
d is the homogeneous dimension.

Remark 6.4. Point b) has a famous converse due to Gromov: a finitely generated
group has polynomial growth if and only if it is virtually nilpotent. The identifica-
tion of the degree as the homogeneous dimension defined above is due to Guivarc’h
and Bass independently.

In particular, in our situation we have a subgroup Γ̃1 in Γ1 which is torsion free
and has finite index in Γ1. Let Γ̃1

1 = Γ̃1, Γ̃
2
1 = [Γ̃1, Γ̃1], ..., Γ̃n

1 = [Γ̃n−1
1 , Γ̃1]. We

have the following lemma.

Lemma 6.5. [52, Lemma 3.1] For every n, Γ̃n
1 has finite index in Γn

1 .

Actually, [52, Lemma 3.1] states that Γ̃2
1 has finite index in Γ2

1, but the proof
gives the result for all n.

We now consider the abelianization Γ1/[Γ1,Γ1] of Γ1. By definition, it is finitely
generated abelian, so it is of the form Zd×T , where T is a finite group (the torsion
group) and d is the rank of Γ1/[Γ1,Γ1].

Lemma 6.6. With these notations, d ≥ 2.

Proof. We first show that the rank of Γ1/[Γ1,Γ1] is also the rank of Γ̃1/[Γ̃1, Γ̃1].

Indeed, Γ̃1 has finite index in Γ1, so Γ̃1/[Γ̃1, Γ̃1] has finite index in Γ1/[Γ̃1, Γ̃1]. Thus,

they have the same growth. Since [Γ̃1, Γ̃1] is a subgroup of [Γ1,Γ1], the growth of

Γ1/[Γ1,Γ1] is smaller or equal to the growth of Γ1/[Γ̃1, Γ̃1]. This proves that

rank (Γ1/[Γ1,Γ1]) ≤ rank
(

Γ̃1/[Γ̃1, Γ̃1]
)

.

Similarly, [Γ̃1, Γ̃1] has finite index in [Γ1,Γ1] so that [Γ̃1, Γ̃1]/[[Γ̃1, Γ̃1], Γ̃1] has the

same growth as [Γ1,Γ1]/[[Γ̃1, Γ̃1], Γ̃1] and so

rank ([Γ1,Γ1]/[[Γ1,Γ1],Γ1]) ≤ rank
(

[Γ̃1, Γ̃1]/[[Γ̃1, Γ̃1], Γ̃1]
)

.



ENTROPY AND DRIFT IN RELATIVELY HYPERBOLIC GROUPS 31

Using Lemma 6.5, an induction argument yields for all n

(8) rank
(

Γn
1/Γ

n+1
1

)

≤ rank
(

Γ̃n
1/Γ̃

n+1
1

)

.

Since Γ̃1 has finite index in Γ1, they have the same growth. Thus, according to
Lemma 6.3, all inequalities given by (8) are equalities. In particular, we get that

rank (Γ1/[Γ1,Γ1]) = rank
(

Γ̃1/[Γ̃1, Γ̃1]
)

.

We now argue by contradiction and assume that d ≤ 1. Using the work of
Mal’cev [39], Γ̃1 is torsion free nilpotent, so it is isomorphic to a lattice in a simply
connected nilpotent Lie group N (see also [47, Theorem 2.18]). Denote by n the
Lie algebra of N and write n = [n, n]⊕ n1 as a vector space. Such a decomposition
is not necessarily compatible with the Lie algebra structure. However, the rank of
Γ̃1/[Γ̃1, Γ̃1] is the dimension of N/[N ,N ] (see [47, Theorem 2.10]). Since d ≤ 1, we
thus have that n1 has dimension 0 or 1. We show that in both cases, N is abelian.

Let u, v ∈ n. Decompose u and v as u0 + u1 and v0 + v1, where u0, v0 ∈ [n, n]
and u1, v1 ∈ n1. Then [u, v] = [u0, v0] + [u0, v1] + [u1, v0] + [u1, v1]. Since n1 is zero
or one-dimensional, [u1, v1] = 0, thus [x, y] ∈ [n, [n, n]]. An induction argument
then shows that [n, n] ⊂ [n, [n, n]] ⊂ · · · ⊂ [n, . . . [n, n]] = {0}. We deduce from this

that N is abelian, so that Γ̃1 is abelian. In particular, Γ̃1/[Γ̃1, Γ̃1] is just Γ̃1, which
is thus abelian of rank at most 1. In particular, Γ1 is virtually cyclic, which is a
contradiction. �

We consider the projection map φ : Γ1 → Zd. Recall that S1 is a finite generating
set of Γ1. Then, φ(S1) is a finite generating set of Zd. We see Zd as embedded
in Rd in the standard way. Let P = Conv(φ(S1)) be the convex hull of the image
of φ(S1) in Rd. Then P is a polytope. A facet of P is a proper face of maximal
dimension. We have the following results.

Lemma 6.7. [52, Lemma 4.1] Let V be a subset of S1 such that φ(V ) is contained
in a facet of P . Then, any word with letters in V is a geodesic for the word metric
associated with S1.

Lemma 6.8. [52, Lemma 4.2] Let H be a nilpotent group generated as a group by
a finite set V . Then, for any g ∈ H, there exist x and y in H written with letters
in V such that gx = y.

Actually, in [52, Section 4], the author fixes a symmetric finite generating set, but
the assumption of symmetry is not needed for these two lemmas. This is obvious
for Lemma 6.8, since the statement does not involve S1 nor Γ1. For Lemma 6.7, this
readily follows from the proof of [52, Lemma 4.1], which we recall for convenience.

Proof of Lemma 6.7. Let F ⊂ Rd be the facet into which V is mapped and let
f : Rn → R be the linear function defined by f(u) = 1 for u ∈ F . Let x1...xn ∈ Γ1

be an element written with elements of V . Then, f ◦ φ(x1...xn) = n. Assume that
x1...xn = y1...ym with yi ∈ S1. Then, since f(u) ≤ 1 for u ∈ P , f ◦φ(y1...ym) ≤ m.
Hence, we necessarily have m ≥ n and so x1, ..., xn is a geodesic. �

We now fix a facet F and V ⊂ S1 such that φ(V1) = F . Our goal is to construct
elements x, y such that

(1) x and y commute,
(2) for every non-negative k, l,m, we can write xkylxm as a geodesic with

elements of V ,
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(3) if xkyl = xk
′

yl
′

, then k = k′ and l = l′.

Denote by ΓV the subgroup of Γ1 generated by V . Then, ΓV is also nilpotent.
There are two cases. Either [ΓV ,ΓV ] is finite or it is not. We first consider the case
where it is infinite. Let Γ1

V = ΓV , Γ2
V = [ΓV ,ΓV ],...,Γ

n
V = [ΓV ,Γ

n−1
V ].

Any element of ΓV mapped to a non-trivial element of Zd by φ has infinite order.
Consider the last n such that Γn

V has an infinite order element and consider such

an element g ∈ Γn
V . Then, Γn+1

V has only torsion elements. Since it is nilpotent, it
is finite. In particular, we cannot have n = 1 since [ΓV ,ΓV ] is infinite. According
to Lemma 6.8, there exist x and y written with elements of V such that gx = y. If
x were trivial, then we would have g = y. In particular, y could not be trivial so it
would mapped to the facet F and would also be in [Γ1,Γ1], which is absurd. Thus,
x cannot be trivial. Since g−1y = x, we show similarly that y is not trivial.

Lemma 6.9. There exists m ≥ 1 such that g and xm commute.

Proof. Assume that xgx−1g−1 6= e. Then x2gx−2g−1 6= xgx−1g−1. Otherwise, we
would have x2gx−2g−1 = xgx−1g−1 so that xgx−1 = g and thus xgx−1g−1 = e.
We also have similarly x3gx−3g−1 6= x2gx−1g−1. Now, if x2gx−2g−1 6= e, a similar
argument shows that x3gx−3g−1 6= xgx−1g−1. By induction, we show that if
xkgx−kg−1 6= e for k = 1, ...,m, then xm+1gx−(m+1)g−1 is different from all the
xkgx−kg−1. Since all these elements lie in Γn+1

V which is finite, this concludes the
proof. �

We write x′ = xm and y′ = yxm−1. Up to replacing x with x′ and y with y′, we
thus have that gx = y, x and g commute, hence x and y commute, and x and y
are written with elements of V . According to Lemma 6.7, the sequence v1, ..., vp of
elements of V such that x = v1...vp yields a geodesic from e to x and similarly with
y. Moreover, any concatenation of these geodesics from e to x and from e to y is
again a geodesic. In particular, for any k, l,m, we can write xkylxm with elements
of V and this yields a geodesic from e to xkylxm.

Lemma 6.10. If xkyl = xk
′

yl
′

, then k = k′ and l = l′.

Proof. We have xk−k′

= yl
′−l = gl

′−lxl
′−l. Projecting this equation in Zd, we

get φ(x)k−k′

= φ(x)l
′−l. Since φ(x) 6= 0 and there is no torsion in Zd, we have

k − k′ = l′ − l. Thus, e = gl
′−l and since g has infinite order, l = l′, hence

k = k′. �

Assume now that [ΓV ,ΓV ] is finite. This time, we choose x and y as two elements
of V that are sent to two different elements of the facet F . This is possible since
d ≥ 2, according to Lemma 6.6. Since φ(x) and φ(y) are linearly independent
elements of Zd, we still have the conclusion of Lemma 6.10. The same argument as
in the proof of Lemma 6.9 shows that there is m ≥ 1 such that xm and y commute.
Up to replacing x with xm (which is still linearly independent of y, once mapped
to Z

d), we still get that

(1) x and y commute,
(2) we can write xkylxm as a geodesic with elements of V ,

(3) if xkyl = xk
′

yl
′

, then k = k′ and l = l′.

Whether [ΓV ,ΓV ] is finite or not, we use such elements x and y to finish the proof
of Theorem 1.5. We argue by contradiction and assume that h = lv. Proposition 6.1
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shows that for any g0 ∈ Γ, there is a uniformly finite number of middle points on a
geodesic from e to g0.

According to Condition (2) above, we can find x and y such that gk,l,m = xkylxm,
written with elements of V yields a geodesic from e to gk,l,m. We denote this
geodesic by α. If k +m = n is fixed, we can find l large enough so that the length
of yl is larger than the length of xk+m. Thus, for every k,m such that k +m = n,
the middle point on the geodesic α is on the sub-segment from xk to xkyl.

Letting k vary, we thus get several middle points on several geodesics from e to
gk,l,m. Since x and y commute, these geodesics have the same endpoints. Those
middle points are of the form yl0 , xyl1 , x2yl2 , ..., xnyln . According to Condition (3)
above, all those middle points are different. Up to enlarging n if necessary, we
obtain a contradiction with Proposition 6.1. �

7. Groups with connected set of conical limit points

In this section, we prove Theorem 1.6. We will actually prove a stronger state-
ment (see Theorem 7.10). We consider a non-elementary relatively hyperbolic group
Γ and a probability measure µ on Γ. We consider a word metric dw and assume
that µ has finite super-exponential moment with respect to dw.

7.1. Continuity of the Naim kernel. We prove here that the Naim kernel Θ(ξ, ζ)
defined above is continuous at all pairs of distinct conical points (ξ, ζ) of ∂BΓ. Recall
that

Θ(ξ, ζ) = lim inf
g∈Γ→ξ

lim
h∈Γ→ζ

G(g, h)

G(g, e)G(e, h)
= lim inf

g∈Γ→ξ

Kζ(g)

G(g, e)
.

Notice that − 1
2 logΘ is the analogue of the Gromov product associated with the

Green metric. Beware that in general, the Gromov product is not continuous with
respect to both variables on the Gromov boundary, see [42]. Our proof is very
specific to the Naim kernel and the Green distance. If A ⊂ Γ, we denote by
G(x, y;A) the Green function at x and y conditioned by staying in A. Precisely,

G(x, y;A) =
∑

n≥0

P (ω0 = x, ωn = y, ωk ∈ A, 1 ≤ k ≤ n− 1),

where we recall that ωk is the k-th step distribution of the random walk. We begin
by recalling the following enhanced version of relative Ancona inequalities which is
obtained by combining Proposition 2.3 and [19, Theorem 5.2].

Proposition 7.1. For each ǫ ≥ ǫ0, η > 0, D > 0, c > 0, there is an R > 0 such
that if x, y, z ∈ Γ and y is within D of an (ǫ, η)-transition point on a word geodesic
from x to z then G(x, z;BR(y)

c) ≤ cG(x, z), where BR(y)
c is the complementary

of the ball of center y and radius R.

Proposition 7.2. Suppose (xn, x
′
n, yn, y

′
n) ∈ Γ4 is a sequence of quadruples with

the following property. There exist D > 0, ǫ ≥ ǫ0, η > 0, a function τ(n) → ∞ and
an infinite geodesic α with (ǫ, η)-transition points pn, qn ∈ Γ with dw(pn, qn) ≥ τ(n)
such that any geodesic segment [xn, yn] and [x′n, y

′
n] passes within D of both pn and

qn. Then

G(xn, yn)G(x
′
n, y

′
n)

G(x′n, yn)G(xn, y
′
n)

−→
n→∞

1.
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Proof. Suppose by contradiction that xn, yn, x
′
n, y

′
n ∈ Γ are sequences with the

stated property for which the conclusion fails. Then there is a subsequence for

which the quotient
G(xn,yn)G(x′

n,y
′

n)
G(x′

n,yn)G(xn,y′

n)
converges to some L 6= 1 (which can be infinite).

Any sub-subsequence of this subsequence will also satisfy that the above quotient
converges to L 6= 1. Thus, up to taking a subsequence, we can assume without loss
of generality that (xn, yn, x

′
n, y

′
n) → (ξ, ζ, ξ′, ζ′) in the Bowditch compactification

and (xn, yn, x
′
n, y

′
n) → (ξ̃, ζ̃ , ξ̃′, ζ̃′) in the Martin compactification, while the above

quotient does not converge to 1. In addition, passing to a subsequence we may
assume either pn or qn (say qn) converge to a conical point of ∂BΓ. This point

must then equal the limit ζ of the yn and y′n. It follows that ζ = ζ′ and ζ̃ = ζ̃′.
Let c > 0 be a small number. According to Proposition 7.1, there is an R > 0

large enough so that G(x, y;BR(w)
c) < cG(x, y) whenever x, y, w ∈ Γ with w

within 2D of Trǫ,η[x, y]. By our assumption on the sequences and the relatively
thin triangles property, for each k > 0 and all large enough n, there exist p, q
on the geodesic ray or bi-infinite geodesic (ξ, ζ) with dw(p, q) > k such that any
geodesic segment [xn, yn],[x

′
n, yn],[xn, y

′
n], [x

′
n, y

′
n] contains a (ǫ, η)-transition points

within 2D of p and q. Paths from xn to yn are of three types:

a) Paths that miss one of BR(p) or BR(q).
b) Paths that pass both BR(p) and BR(q), and whose last intersection with BR(p)

comes after their last intersection with BR(q).
c) Paths that pass both BR(p) and BR(q), and whose last intersection with BR(q)

comes after their last intersection with BR(p).

Paths of type a) contribute at most 2cG(xn, yn) to G(xn, yn). We will prove
that the contribution of paths of type b) also is small compared to G(xn, yn). The
contribution of such paths can be written as

∑

u∈BR(p),v∈BR(q)

G(xn, v)G(v, u;BR(q)
c ∩BR(p)

c)G(u, yn)

which can be bounded by
∑

u∈BR(p),v∈BR(q)

G(xn, v)G(v, u)G(u, yn)

Recall that dG and dw are quasi-isometric (see [30, Lemma 4.2]), so there is a con-
stant t ∈ (0, 1) such that G(g1, g2) ≤ tdw(g1,g2) and G(g1, g2)/G(g1, g3) ≤ t−dw(g2,g3)

for all g1, g2, g3 ∈ Γ. Those inequalities are called Harnack inequalities. In partic-
ular, for all u ∈ BR(p), v ∈ BR(q) we have

G(v, u) ≤ tdw(u,v) ≤ tk−2R

G(xn, v) ≤ t−dw(v,q)G(xn, q) ≤ t−RG(xn, q)

and

G(u, yn) ≤ t−dw(u,p)G(p, yn) ≤ t−RG(p, yn).

Furthermore, the number of points in a Cayley ball of radius R is at most CevR for
a constant C > 1. Thus, the contribution of paths of type b) is bounded above by

C2e2vRt−4RG(xn, q)G(q, p)G(p, yn).

By relative Ancona inequalities (3), we have

G(xn, q) ≤ AG(xn, p)G(p, q), G(p, yn) ≤ AG(p, q)G(q, yn)
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where A > 1 depends only on ǫ, η,D. Consequently the contribution of paths of
type b) is bounded above by

C2A2e2vRt−4RG(xn, p)G(p, q)G(q, p)G(p, q)G(q, yn)

≤ C2A2e2vRt−4RG(xn, yn)G(p, q)G(q, p)

≤ C2A2e2vRt−4Rt2kG(xn, yn)

which is smaller than cG(xn, yn) if k is chosen large enough.
Thus, the contribution of paths of type c) is at least (1 − 3c)G(xn, yn). Fur-

thermore, conditioning by the last visit to BR(p) and the first subsequent visit to
BR(q), we can express this contribution as

∑

u∈BR(p),v∈BR(q)

G(xn, u)G(u, v; Γ \ (BR(p) ∪BR(q)))G(v, yn).

By definition of convergence in the Martin compactification, for large enough n we
have for all u ∈ BR(p), v ∈ BR(q),

(1 − c)Kβ(v) ≤
G(v, yn)

G(e, yn)
≤ (1 + c)Kβ(v),

(1 − c)Ǩα(u) ≤
G(xn, u)

G(xn, e)
≤ (1 + c)Ǩα(u)

where Ǩ denotes the Martin kernel for the reflected random walk µ̌(g) = µ(g−1).
For simplicity, we define λα,β(c) by

1/λα,β(c) =
∑

u∈BR(p),v∈BR(q)

Ǩα(u)Kβ(v)G(u, v; Γ \ (BR(p) ∪BR(q))).

Notice that λα,β(c) does not depend on n. We also write c̃ =
(

1+3c
1−3c

)2

so that c̃

converges to 1 when c tends to 0. Consequently, we have for large enough n

G(xn, e)G(e, yn)c̃
−1λα,β(c) ≤ G(xn, yn) ≤ G(xn, e)G(e, yn)c̃λα,β(c).

Similarly, we have

G(x′n, e)G(e, y
′
n)c̃

−1λα′,β(c) ≤ G(x′n, y
′
n) ≤ G(x′n, e)G(e, y

′
n)c̃λα′,β(c),

G(x′n, e)G(e, yn)c̃
−1λα′,β(c) ≤ G(x′n, yn) ≤ G(x′n, e)G(e, yn)c̃λα′,β(c),

G(xn, e)G(e, y
′
n)c̃

−1λα,β(c) ≤ G(xn, y
′
n) ≤ G(xn, e)G(e, y

′
n)c̃λα,β(c).

This implies that for all large enough n
G(xn,yn)G(x′

n,y
′

n)
G(x′

n,yn)G(xn,y′

n)
is bounded between

(1−3c
1+3c )

8 and (1+3c
1−3c )

8. As c can be chosen arbitrarily small, it follows that

G(xn, yn)G(x
′
n, y

′
n)

G(x′n, yn)G(xn, y
′
n)

→ 1.

This is a contradiction. �

Corollary 7.3. Let ξ, ζ ∈ ∂BΓ be distinct conical points. Then the limit

lim
w→ξ,v→ζ

G(w, v)

G(w, e)G(e, v)

exists and equals Θ(ξ, ζ).
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Proof. By definition of Θ, it suffices to show that the limit exists. To that end,
suppose that wn, w

′
n → ξ and vn, v

′
n → ζ. We need to show that for any such

sequences we have

G(wn, vn)G(w
′
n, e)G(e, v

′
n)

G(w′
n, v

′
n)G(wn, e)G(e, vn)

→ 1.

Indeed, the quadruples (wn, e, vn, v
′
n), (wn, w

′
n, vn, e) and (wn, w

′
n, vn, v

′
n) all sat-

isfy the conditions of Proposition 7.2. Applying this proposition to each of these
we thus obtain

G(wn, vn)G(e, v
′
n)

G(e, vn)G(wn, v′n)
→ 1,

G(wn, vn)G(w
′
n, e)

G(w′
n, vn)G(wn, e)

→ 1,
G(wn, vn)G(w

′
n, v

′
n)

G(w′
n, vn)G(wn, v′n)

→ 1.

Multiplying the two first expressions and dividing by the last one, we get the desired
convergence. �

We deduce the following.

Proposition 7.4. The Naim kernel is continuous at pairs of distinct conical points.

Proof. Let ξ 6= ζ be two conical limit points and let ξn → ξ, ζn → ζ and ξn 6= ζn.
According to Corollary 7.3, we can choose gn,m and hn,m converging to ξn and
ζn as m goes to infinity such that |Θ(ξn, ζn) − Θ(gn,m, hn,m)| ≤ 1

m . Since the
Bowditch compactification is metrizable, we can thus construct sequences gn and
hn with gn → ξ, hn → ζ and such that |Θ(ξn, ζn)−Θ(gn, hn)| converges to 0. Using
Corollary 7.3 again, Θ(gn, hn) converges to Θ(ξ, ζ) so that Θ(ξn, ζn) converges to
Θ(ξ, ζ). �

7.2. Cross-ratios and stable translation length. We now prove some dynam-
ical results about the Martin cocycle cM defined as cM (g, ξ) = −log(Kξ(g

−1)),
where Kξ is the Martin kernel based at ξ in the Martin boundary ∂µΓ and where
g ∈ Γ. The reason we call cM a cocycle is that it satisfies the following property,
usually called the cocycle property (see [27]).

(9) ∀g, h ∈ Γ, ∀ξ ∈ ∂µΓ, cM (gh, ξ) = cM (g, hξ) + cM (h, ξ).

When ξ ∈ ∂BΓ is a conical limit point, we can identify it with a point of ∂µΓ and
write cM (g, ξ) = −log(Kξ(g

−1)) accordingly.
Recall that if h, g ∈ Γ are any elements in any finitely generated group, endowed

with a left-invariant metric d, the sequence d(h, gnh) is sub-additive. Hence, the

sequence d(h,gnh)
n converges to the limit l(g) = infn

d(h,gnh)
n . It is easy to see that

this limit is independent of h. The number l(g) is called the stable translation
length. By definition l(gn) = nl(g) for n ∈ N. It depends on the metric and in the
following, we will compare different l(g), for different metrics. We fix the following
notations. We will denote by lw(g) the stable translation length associated to some
word metric, and by lG(g) the stable translation length associated to the Green
metric.

If Γ is relatively hyperbolic, an infinite order element g ∈ Γ is said to be loxo-
dromic if it has two distinct fixed points g+, g− ∈ ∂BΓ. In that case we can order
them so that gnx→ g+ for all x ∈ ΓB \{g−} and g−nx→ g− for all x ∈ ΓB \{g+}.
The points g− and g+ are called the repelling and attracting fixed points of g
respectively, and are necessarily conical. See e.g. [6, Section 2] for details.
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Lemma 7.5. Let Γ be a relatively hyperbolic group and let g be a loxodromic el-
ement. Denote by g− and g+ the repelling and attractive fixed points of g. Then,
cM (g, g+) = lG(g) and cM (g, g−) = −lG(g).

Proof. Using the cocycle property, we have cM (gn, g+) = cM (gn−1, g+)+cM (g, g+),
so cM (gn, g+) = ncM (g, g+). Since g is loxodromic, for large enough k and n, we

have δ
f

e (g
n, g−k) > δ

f

e (g
+, g−)/2 > 0. Thus Proposition 2.3 implies that e lies a

bounded (depending on g but not on k, n) distance away from a transition point
between g−n and gk. Relative Ancona inequalities (3) then show that

G(g−n, gk) ≍ G(g−n, e)G(e, gk),

hence K(g−n, gk) ≍ G(g−n, e). Thus, K(g−n, g+) ≍ G(e, gn). The implied con-
stants depend on g but not on k, n. In other words,

sup
n

|cM (gn, g+)− dG(e, g
n)| <∞,

so that 1
ncM (gn, g+) converges to lG(g).

For the second statement of the lemma, notice that for any ξ, cM (e, ξ) = 0.
Using again the cocycle property, we have cM (e, g−) = cM (g, g−) + cM (g−1, g−),
so that cM (g, g−) = −cM (g−1, g−) = −lG(g−1), replacing g with g−1 in the first
statement of the lemma. Since dG(e, g

n) = dG(e, g
−1), lG(g) = lG(g−1). �

If ξ1, ξ2, ξ3, ξ4 are four distinct conical limit points, define their cross-ratio as

[ξ1, ξ2, ξ3, ξ4] =
Θ(ξ1, ξ3)

Θ(ξ1, ξ4)

Θ(ξ2, ξ4)

Θ(ξ2, ξ3)
,

where Θ is the Naïm Kernel.
Actually, [ξ1, ξ2, ξ3, ξ4] is also well defined if ξ3 = ξ4 or if ξ1 = ξ2 and in any of

these two cases, [ξ1, ξ2, ξ3, ξ4] = 1. Denote by ∂Γ̂ the set of conical limit points and
by C the set on which the cross-ratio is well defined, that is

C := {ξ1, ξ2, ξ3, ξ4 ∈ ∂Γ̂, ξ1 6= ξ3, ξ1 6= ξ4, ξ2 6= ξ3, ξ2 6= ξ4}.

The cross-ratio is then well defined on C. It is also continuous on C according to
Proposition 7.4. We have the following two lemmas, adapted from Dal’Bo [10] and
Otal [44].

Lemma 7.6. Let g be a loxodromic element of Γ and denote by g−, g+ its repelling
and attractive fixed points. Let ξ be a conical limit point that differ from g− and

g+. Then, e−2lG(g) = [g−, g+, g · ξ, ξ].

Proof. By definition, log([g−, g+, g · ξ, ξ]) is the limit, when gn converges to g− and
hn converges to g+, of log(Kg·ξ(gn)) + log(Kξ(hn))− log(Kg·ξ(hn))− log(Kξ(gn)).
Choosing the sequences gn = g−n and hn = gn, we then have

log([g−, g+, g · ξ, ξ]) = lim
n→∞

−cM (gn, g · ξ)− cM (g−n, ξ)

+ cM (g−n, g · ξ) + cM (gn, ξ).
(10)

Using the cocycle property (9), an easy induction shows that for every h ∈ Γ and

every conical limit point ζ, cM (hn, ζ) =
∑n−1

k=0 cM (h, hk · ζ). Thus, (10) can be
reformulated as

log([g−, g+, g · ξ, ξ]) = lim
n→∞

− cM (g, gn · ξ) + cM (g, ξ)

+ cM (g−1, g · ξ)− cM (g−1, g−n+1 · ξ).
(11)
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Using the cocycle property (9) again, we get cM (g, ξ)+cM (g−1, g ·ξ) = cM (e, ξ) = 0.
Since gn · ξ converges to g+ and g−n+1 · ξ converges to g−, by continuity of the
Martin kernels, Expression (11) becomes

log([g−, g+, g · ξ, ξ]) = lim
n→∞

−cM (g, gn · ξ)− cM (g−1, g−n+1 · ξ)

= −cM (g, g+)− cM (g−1, g−).

Finally, by Lemma 7.5, cM (g, g+) = cM (g−1, g−) = lG(g). �

Lemma 7.7. Let g and h be two independent loxodromic elements of Γ. Denote
by g− and g+, respectively h−, h+ the repelling and attractive fixed points of g,
respectively h. Then,

[g−, h−, g+, h+] = lim
n→+∞

e(l
G(gnhn)−lG(gn)−lG(hn)).

Proof. By definition, log([g−, h−, g+, h+]) is the limit, when gn converges to g− and
hn converges to h−, of log(Kg+(gn))+log(Kh+(hn))−log(Kg+(hn))−log(Kh+(gn)).
As in the previous proof, choosing the sequences gn = g−n and hn = h−n, we have

log([g−, h−, g+, h+]) = lim
n→∞

−cM (gn, g+)− cM (hn, h+)

+ cM (hn, g+) + cM (gn, h+).
(12)

For large n, ξn := gnhn is loxodromic. Denote by ξ−n and ξ+n its repelling and
attractive limit points. According to Lemma 7.5, lG(gnhn) = cM (gnhn, ξ+n ) and by
the cocycle property (9), lG(gnhn) = cM (gn, hn · ξ+n ) + cM (hn, ξ+n ). Similarly, we
have lG(gn) = cM (gn, g+) and lG(hn) = cM (hn, h+). Thus, using (12), we only
have to prove that

cM (hn, g+) + cM (gn, h+)− cM (gn, hn · ξ+n )− cM (hn, ξ+n ) −→
n→∞

0.

Since ξn = gnhn, ξ+n converges to g+. Moreover, hn · ξ+n converges to h+. Since
g and h are independent, for large enough n, g− is bounded away from h+ and
hn · ξ+n . Finally, since g−n converges to g−,

lim
n→∞

Kh+(g−n)

Khn·ξ+n
(g−n)

= lim
n→∞

Θ(g−, h+)

Θ(g−, hn · ξ+n )
= 1.

Similarly,

lim
n→∞

Kg+(h−n)

Kξ+n
(h−n)

= 1.

In other words, cM (gn, h+) − cM (gn, hn · ξ+n ) and cM (hn, g+) − cM (hn, ξ+n ) both
converge to 0. This concludes the proof. �

7.3. Arithmeticity of the stable translation lengths. Let Γ be a relatively
hyperbolic group endowed with a word metric. We prove here that the stable
translation length of loxodromic elements is arithmetic. It thus takes value in a
discrete space. We then deduce the same thing for the Green metric whenever
h = lv.

Proposition 7.8. Let Γ be a relatively hyperbolic groups, endowed with a word
metric. There exists some rational number αw such that for any loxodromic element
g, lw(g) ∈ αwN. Furthermore, lw(g) > 0 for any loxodromic element g.
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Proof. This result was first stated by Gromov in [28] for hyperbolic groups. We
will adapt the proof of Delzant [11] to the case of relatively hyperbolic groups.

We fix a finite generating set S and arbitrarily choose some order on S. Between
two elements g1, g2, there is a unique geodesic, ordered lexicographically according
to the order chosen on S. We say that such a geodesic is special. If ξ1 and ξ2
are two conical limit points, we say that a geodesic between ξ1 and ξ2 is special
if every finite sub-path of it is special. Such a geodesic always exists, as we now
prove. Consider first a (non-necessarily special) geodesic (ξ1, ξ2) between ξ1 and
ξ2 and let gn, hn be two sequences of points on (ξ1, ξ2), with gn → ξ1, hn → ξ2.
Consider then a special geodesic from αn between gn and hn. Fixing a transition
point g on (ξ1, ξ2), for large enough n, all the geodesics αn pass within a bounded
distance of g, so that up to extracting a sub-sequence and up to changing g, we
can assume that g lies on all the αn. We can then extract a sub-sequence of the αn

that converges to a new geodesic from ξ1 to ξ2, which is necessarily special.
Now let g be a loxodromic element and fix a special geodesic α between g− and

g+. Since g is loxodromic, g− and g+ are conical. Thus, for suitable ǫ, η > 0,
Lemma 2.2 c) implies there are an infinite number of (ǫ, η)-transition points on
both sides of α. In particular, there is a Z-indexed sequence ..., h−n, ..., h0, ..., hn...
such that hk is a (ǫ, η)-transition point on α and h−n → g− and hn → g+.

Furthermore, by Proposition 2.3 there exists a constant R > 0 such that if h
is an (ǫ, η)-transition point on α, then any geodesic from g− to g+ goes through
a point at distance at most R from h. (The constants ǫ, η, R depend only on the
Cayley graph, and are independent of g).

Denote by N the maximal cardinality of a ball of radius R in the Cayley graph.
Then, if k1 6= k2 ∈ Z, there are at most N2 special geodesics from an element of
B(hk1

, R) to an element of B(hk2
, R). This proves that there are at most N2 special

geodesics from g− to g+. Now, g permutes those special geodesic, so that, denoting
K = N2!, gK fixes one of them. Fix any point h on this special geodesic, so that
d((gK)nh, h) = nd(gKh, h). This shows that lw(gK) ∈ N. Since lw(gK) = Klw(g),
we see that lw(g) lies in 1

KN and K does not depend on g. Furthermore, we have

that d((gK)nh, h)/n = d(gKh, h) > 0 for all n, so that lw(gK) > 0. It follows that
lw(g) = lw(gK)/K > 0, which concludes the proof. �

We deduce the following from Theorem 1.1.

Proposition 7.9. Let Γ be a non-elementary relatively hyperbolic group. Let µ be
an admissible probability measure on Γ with finite super-exponential moment. Fix
a finite generating set S and consider the associated word metric. Assume that
h = lv. Then, there exists a real number αG such that for any loxodromic element
g, lG(g) ∈ αGN.

Proof. Since h = lv, Theorem 1.1 shows that |dG − vdw| ≤ C, where dG is the
Green metric and dw the word metric and where C is some constant. Thus, the

limits of dG(e,γn)
n and v dw(e,γn)

n are the same, i.e. lG(g) = vlw(g). According to

Proposition 7.8, for any loxodromic element g, lw(g) ∈ αwN, so lG(g) ∈ vαwN. �

7.4. Connectedness of the boundaries. We can now prove the following result.

Theorem 7.10. Let Γ be a non-elementary relatively hyperbolic group. Denote by
∂Γ̂ the set of conical limit points and assume that for any two distinct conical limit

points ξ1, ξ2, ∂Γ̂\{ξ1, ξ2} has a finite number of connected components. Let µ be an
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admissible probability measure on Γ with finite super-exponential moment. Then,
for any word metric associated to a finite generating set, we have h < lv.

Proof. Assume on the contrary that h = lv. Lemma 7.7 shows that for any loxo-
dromic elements g and h,

[g−, h−, g+, h+] = lim
n→+∞

e
1
2
(lG(gnhn)−lG(gn)−lG(hn)).

Using Proposition 7.9, we see that [g−, h−, g+, h+] lies in a discrete set eαGN. Since
the set of {(g−, g+)} is dense in the set {(ξ1, ξ2), ξ1 6= ξ2}, using the continuity
of the cross-ratio, we have that for any four conical limit points ξ1, ξ2, ξ3, ξ4 in C,
[ξ1, ξ2, ξ3, ξ4] lies in eαGN.

Let g be a loxodromic element and fix any conical limit point ξ0 that differs
from g− and g+. Then, g · ξ0 and g2 · ξ0 also differ from g− and g+. Denote

by C the connected component of ∂Γ̂ \ {g−, g+} in which ξ0 lie. By assumption

there is a finite number of components in ∂Γ̂ \ {g−, g+} and since g permutes these
components, there is a power of g, gn0 such that C is invariant by gn0 . Replacing
g by gn0 , we can assume that n0 = 1.

Since g · ξ0 ∈ C, g± 6= g · ξ0. Similarly, if ξ ∈ C, g± 6= ξ and so the function
ξ ∈ C 7→ [g−, g+, g · ξ0, ξ] is continuous on C and has its image contained in eαGN,

so it is constant. However, according to Lemma 7.6, [g−, g+, g · ξ0, ξ0] = e−2lG(g)

and lG(g) = vlw(g) > 0, so that [g−, g+, g · ξ0, ξ0] < 1. On the other hand,
[g−, g+, g · ξ0, g · ξ0] = 1. This is a contradiction. �

Theorem 1.6 immediately follows from Theorem 7.10. Indeed, if the Bowditch
boundary is a sphere of dimension d ≥ 2, then the set of conical limit points with
two points removed is a sphere with a finite or countable number of points removed.
Such a space is connected as we now prove. It is enough to prove that Rd \ A is
connected whenever d ≥ 2 and A is countable. Consider two points x, y ∈ Rd \ A.
There exists a straight line passing through x that does not pass through any of
the points in A, since there is an uncountable set of distinct such straight lines.
Similarly, there exists a straight line passing through y that does not pass through
any points in A and that is not parallel to the first straight line. Those two lines
necessarily intersect, which yields a continuous path from x to y. �

Remark 7.11. In Corollary 1.7, if the manifold M is of dimension n = 2 and is non-
compact, then the set of conical limit points is a circle S1 with a countable number
of points removed and we cannot apply Theorem 7.10. Actually, in this setting,
π1(M) is free and so h = lv can occur. However, if M is compact, then the set of
conical limit points is homeomorphic to S1 and so we can apply Theorem 7.10. We
thus recover the fact that h < lv for the word metric on a surface group, which is
already a consequence of results in [27].
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