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ITERATIVE OPTIMISATION : THE QUESTIONABLE BALANCE MANTRA

MAURICE CLERC

Abstract. In iterative optimisation a classical belief is that for efficiency a fine balance between
local intensive exploitation and global exploration should be achieved. However to date (November
2018), there is no rigorous approaches (theoretical or experimental) that support it. We present
here how exploitation and exploration can be measured in order to really monitor the progress of
their ratio. Preliminary results show that it may be far from what one would expect.

1. Introduction

The claim we are studying can be found in different forms in the literature. Here is a possible
one:

Claim 1. To be efficient an iterative optimiser has to ensure a good balance between exploration and
exploitation

Unfortunately, most authors do not give any precise definitions of exploitation and exploration
(see for example [5]). In most paper one just can find vague ones like

• exploitation = sampling a point around a known good position
• exploration = sampling a point far away from all the known ones

With such definitions it is of course not possible to experimentally check whether the claim is
pertinent or not.

So, a first step is to rigorously define the two concepts so that the number of exploitation points
and the number of exploration points can be counted. Also we need to know what “efficiency”
means.

2. Defining Efficiency

This is not the purpose of this paper, so I just explain what criterion is used here, and why. A
detailed discussion can be found in [2]. As an user I have a budget, given by a maximum number
of evaluations for one run. What I want to know is for each possible result value the probability
to find it or a smaller one, formally speaking the cumulative distribution of probability (CDF).
However, when comparing two optimisers A1 and A2, as soon as the CDF curves intersect one or
several times the interpretation may become difficult. Even comparing the best values found is
quite arbitrary if their probabilities are different. For example, in the figure 2.1 the optimisers are,
strictly speaking, in-comparable. The choice is depending on the user expectation. Does he prefer
a very good result with a very small probability or a less good result with a higher probability?

In this paper this difficulty is avoided as follows:
• Let fmin,A1 (budget) and fmin,A2 (budget) are the best values found by the algorithms A1

and A2 after 100 runs. The common budget is chosen so that the CDFs do not intersect.
• So if fmin,A1 < fmin,A2 A1 can indeed be said better than A2.

1
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Figure 2.1. Comparing two stochastic optimisers after a given number of eval-
uations. The probability is supposed to be estimated over a sufficient number of
runs to be a good approximation. Which one is “the best” is depending on what
the user wants, because the CDFs intersect. If only values smaller than 0.01 are
acceptable A1 is the best. If, for example, values smaller than 0.02 are accepted
A2 is the best choice.

3. Exploration and Exploitation

To define these concepts there are two prerequisites:

• because we shall use distances, the search space has to be normalised as a D-cube, for
example [0, 1]

D;
• to prevent making exploitation while believing it is doing exploration, the list of all sampled

positions has to be kept in memory.

Then a first possible definition of exploitation around the position i is the following (more details
can be found in [3]):
Exploitation, method 1.

• Find in the list, the position j such that r = distance (i, j) be minimal.
• Consider the D-sphere S (i, αr) of centre i and radius αr with α < 1. This is the exploit-

ation domain.
• Sample in S.
• If the point is outside the search space, bring back to the boundary (0 or 1) the erroneous

coordinates.

Sampling can be done according to any probability distribution law. One that seems to give
quite good results is a "bell" distribution, centred in i and of support S.

The advantage of this method is that the average radius of exploitation domains decreases as the
search progresses because it is easy to see that it is of the order of N1/D where N is the number of
sampled points.

The disadvantage is that when D increases, the volume of S decreases, relatively to that of the
circumscribed D-cube, the ratio of both quickly tending towards zero. Hence the idea of a definition
directly from D-cubes:
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Exploitation, method 2.
• Start from the D-sphere S (i, αr) of the previous method.
• Consider its circumscribed D-cube Ci.
• Sample in Ci. Here again, sampling can be done following several methods.
• If the point is outside the search space, bring to the boundary (0 or 1) the erroneous

coordinates.

Figure 3.1. Two definitions of exploitation, by D-sphere and by D-cube.

At every instant, there are N possible exploitation domains. Which one should be used? Here
are some possible strategies:

(1) the one around the best point;
(2) the one around one of the k best points, chosen randomly in a uniform manner;
(3) the one around one of the k best points, chosen randomly according to a decreasing prob-

ability with the value of the point.

Actually all these strategies are particular cases of this one:

• Sort the known positions by increasing order of their values (in case of minimisation).
• Select the rank of a position in this list according to a probability distribution. For example

for the strategy 1 the distribution is the Dirac on value 1, for the strategy 2 it is a step
function, etc.

Intuition may suggest the strategy 3, but experimentally it seems that strategy 2 is more robust in
a sufficiently diversified test case.

Once the operation is well defined and because the list of all sampled points has been set aside,
the definition of exploration is immediate: it is merely the logical negation of exploitation. That is
to say, considering the union of all the domains of exploitation (D-spheres for method 1 or D-cubes
for method 2) centred on the points in the list, then sampling outside this set.

A possible implementation is more precisely as follows:
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Figure 3.2. Two definitions of exploration, by the logical negation of operation.

Random exploration, methods 1 and 2, using loops of attempts.
• Choose a point randomly in [0, 1]

D

• Consider the closest known point and test if, by chance, the chosen point belongs to its
domain of exploitation, either the D-sphere (method 1) or the D-cube (method 2).

• if it does, repeat.

This process is not quite the logical negation of exploitation. As a matter of fact, we should
consider not only the closest point, but every point. The computational time then quickly becomes
prohibitive for a non-significant gain of efficiency as soon as its dimension is greater than 1.

In dimension 1, in addition, the probability of finding by chance one point that is not in any
domain of exploitation decreases very quickly with this number of points. As a result, the number of
attempts increases so much that the process becomes particularly slow. This second reason justifies,
in practice, the need for a specific method, for example this one:
Deterministic exploration in dimension 1.

• sort by ascending order the list of known positions;
• if necessary, add 0 before the first element and 1 after the last;
• in this new list, take the middle of the larger interval.

An interesting question is the following: is it still possible to find an exploration point? Or,
expressed differently, is it possible that the set of exploitation domains completely covers the search
space. The answer is positive, particularly if these domains are D-squares and D is small. The risk
is however low and, primarily, temporary. Indeed, adding a new point (obviously of exploitation)
destroys some D-squares and replaces them by others which, for their part, are no longer a covering
(see Figure 3.3).

4. Balance profile and Efficiency

We are supposed to use an iterative optimiser in which exploration points and exploitation points
are perfectly defined. For this study I have written a simple one, Explo2, and more precisely the
results have been found by running the version 2 (see 7.1 in the Appendix).
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Figure 3.3. At the visible point on the left-hand side figure, no exploration is
possible, the D-squares cover the search space. Nonetheless, adding an exploitation
point recreates "free space".

At each time step t we count the number of exploitation points, nexploit (t), and the number
of exploration points, nexplor (t), which in fact simply t − nexploit (t). Of course both are either
increasing or constant. The balance at time t is defined by

(4.1) Ω (t) =
nexploit (t)

nexplor (t)

and Ω is called the balance profile. It means that the “good balance” invoked in many papers
should be a profile more or less equal to 1, or at least more less constant (not clear in the literature).

In Explo2 V2 we can either use an user-predefined profile or let it free to decide at each time step
if the next sample point should be exploitation or exploration. This is done through a probabilistic
stagnation detection. Let us see what happens in both cases on some simple test problems. Details
are in the Appendix 7.2.

4.1. Adaptive balance profile. We begin with profiles automatically generated step by step by
the algorithm, and with different β values, where β is the parameter for stagnation detection (see
7.1). The exploitation domains are D-cubes.

For a given problem the profiles of several runs may be quite different, as on the figure 4.1.
However, when averaged on 100 runs, they have a clear structure.

As we can see on the table 1 none of them ensures “a good balance” if it means “equal to 1”,
and from the point of view of the algorithm, if I dare say, it is better to have less exploitation than
exploration. For the best β values (around 0.6, 0.7) the balance tends to a constant smaller than 1
for Alpine, and to 1 for CEC 2011.
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Figure 4.1. Alpine 2D. Profiles of three runs of 200 evaluations (FEmax), for β = 0.5
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Table 1: Explo2 V2. Adaptive profiles. Results over 100 runs. The
β parameter is used to tune the stagnation detection (see 7.1). For
the best results the profile tends to a constant significantly smaller
than 1 for Alpine, and equal to 1 for CEC 2011 F1. As expected,
when there is almost no exploitation (with β = 1 ) the results are
pretty bad.

Problem β Balance profile Median Minimum
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Dimension=2
FEmax=200
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Problem β Balance profile Median Minimum
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Problem β Balance profile Median Minimum
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4.2. Predefined balance profiles. Now, what happens if we force the balance profile? At each
time step the algorithm computes the current rate nexploit(t)

nexplor(t)
and compare it to the user-predefined

Ω (t). Then it decides if the next sample point must be exploitation or exploration, in order to
maintain the current rate as near as possible to the wanted one. For each problem I tried four
profiles:

(1) increasing to a constant smaller than 1 (0.6 here, according to the results with adaptive
profiles);

(2) increasing to 1;
(3) constant, smaller than 1 (again, here, 0.6);
(4) constant equal to 1.

Let us rapidly comment the table 2. First, as expected, the algorithm indeed follows the predefined
profile. Second it is clear that the “perfect balance” (profile 4) does not give good results. Third, the
best results are with a balance profile increasing to a value smaller than 1. However this constant
is problem depending, so it is interesting to see such profiles are precisely the ones generated by
the adaptive method, at least if the β value is about 0.6, 0.7.
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This is a good new for in the context of black box optimisation we can in fact not know in
advance the best profile.

Table 2: Explo2 V2. Predefined profiles. The best is a profile
constantly smaller than 1. However the value of this constant is
problem depending.

Problem Profiles Median Minimum Probability of
the minimum
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Problem Profiles Median Minimum Probability of
the minimum
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5. ExploitCheck

A small module can be added to any iterative optimiser, in order to count the number of exploit-
ation points nexploit (t) after t samplings and evaluations. Note that some optimisers may sample
a point without evaluating it (for example by computing the “gravity centre” of a set of points, or
simply because the new point is outside the search space). ExploitCheck ignore them but could be
easily modified to take them into account.
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Algorithm 1 ExploitCheck. Check if a new point is in an exploitation domain.
The search space of dimension D is supposed to be a hypercube.
Inputs:
x (t) list of the t already evaluated points, supposed sorted by increasing values of the function
xnew, new point to check
nexploit (t), number of exploitation points after t evaluations
κ, rate of points considered as “good”. If κ =
0 only the best points is taken into account.
Output:
nexploit (t+ 1)
K = max (1, bκt );
In x (1 : K) find the point x (s) that is the nearest to xnew.
In x find the point x (s′) , s 6= s′ that is the nearest to x (s)
If ‖xnew − x (s)‖ ≤ ‖x (s′)− x (s)‖ then nexploit (t+ 1)=nexploit (t)+1

We may add the balance as output:
Ω (t+ 1) =

nexploit(t+1)
t+1−nexploit(t+1)

Let us add this tool to APS12 (Adaptive Population-based Simplex, [6, 1]), here in version 12,
and plot the averaged profile over 100 runs. APS can adaptively use four strategies:

(1) expansion;
(2) contraction;
(3) external local search (fmincon if the program is launched under Matlab, or nonlin_min

under Octave);
(4) like 3, but adding diversity (based on a bell-like probability distribution).

Note that the stagnation detection mechanism of Explo2 V2 has in fact been borrowed from the
one of APS12. So, for easier comparison, we use the β values that were the best for Explo2 V2.

In the table 3 we can see the profiles in three cases: using only strategies 1 and 2, using 1 , 2, 3,
and using 1, 2, 4. As expected, for an easy problem like Alpine 2D when local search is triggered
the profile is globally increasing. For a difficult problem like CEC 2011 F1, it rapidly tends to a
small constant

It is worth pointing out that although APS is a pretty good optimiser “good balances” have never
a value near to 1.

One may also note that using a local search does not always improve the efficiency because it
increases the risk to be trapped into a local minimum. That is why the results may be better by
using the strategy 4 instead of the strategy 3.
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Table 3: Real profiles with APS12 (population 6). To compare to
Explo2 V2 a point is counted as “exploitation” only if it is sampled
in the exploitation domain of the current best position. The ex-
ploitation domains are either D-spheres or D-cubes. The profiles
are of course different, but the global shapes are similar.
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Problem Profiles
(D-spheres)

Profiles
(D-cubes) Median Minimum
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6. Discussion

Let us consider another classic form of the claim 1:

Claim 2. This algorithm is efficient because it is able to maintain a good balance between explor-
ation and exploitation.

This short study suggests a few things:
• If “good balance” means “as many exploitations as explorations” then the claim is more

a erroneous mantra than anything else, and not supported by experiments as soon as we
rigorously define this balance and measure it.
• If “good balance” means “an exploitation/exploration ratio that is more or less constant”,

then the claim may be correct, but only if this ratio is adaptively found by the algorithm, for
the value of the best constant is problem dependent. Note that it is a bit counter intuitive.
One would think that the best strategy is first mainly explorations, then less and less, and
mainly exploitations, but the above results suggest that it is in fact not always the case
(see the Appendix 7.3.2 for details).

To confirm (or not!) these conclusions for some other algorithms and on more problems is of
course necessary. It would be easy for algorithms that explicitly “know” if a sampled point is of
exploration or exploitation: we just have to count them. Unfortunately it is not directly possible
for many algorithms. Let us consider one example.

Some algorithms, from time to time, sample a new point at random to supposedly “improve the
diversity”. Intuitively one could think it is then an exploration point. However the algorithm almost
never checks whether this new point is really far from know ones. If not it means it should be in
fact counted as exploitation. Worse it may even be an exploitation point around a bad position,
which is often a waste of time.

Fortunately it is possible to add to any algorithm a tool that automatically checks whether a new
point is in an exploitation domain (as defined above) or not, so that the balance can be computed,
as it has been done here for APS. But remember that in order to do that we have to keep all the
sampled positions.

So, from now on, each time you read or write a “balance claim”, you should ask yourself “How is
measured this balance?”.

7. Appendix

7.1. Explo2 V2. This rudimentary optimiser explicitly uses a balance profile, either adaptive or
user-defined, to sample points in the search space.

7.2. Test problems. For all problems 100 runs are executed.

7.2.1. Alpine. For dimension D, the search space is[0, 4D]
D. The functionf is defined as:

(7.1) f (x1, . . . , xD) =

D∑
d=1

|xd,δ sin (xd,δ)|+ 0.1xd,δ

with xd,δ = xd − δd. here, we have simply chosen δ = 1. This parameter serves to ensure that the
minimum is not at the centre of the search space or on a diagonal. The problem is multimodal and
non-separable.

In this paper D = 2 (see the figure 7.1).
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Algorithm 2 Explo2, version 2, main algorithm.
adaptive_profile=<true or false>
beta=<any value in ]0, 1]>

stagn=true;
if ¬adaptive_profile
define the desired profile Ω0 (2 : tmax)
First point x (1) on the centre of the search space
nexploit (1) = 0; % It is of exploration ...
Ω (1) = 0; % ... and therefore the balance is zero.
Evaluate F (1) = f (x (1))
Fmin = F (1)
t = 2;
while t < tmax
if adaptive_profile
exploit=¬stagn;
else
exploit= Ω (t) < Ω0 (t)
if exploit % Around the best known point either by D -cubes or D -spheres
exploitation ⇒ x (t)
nexploit (t) = nexploit (t− 1) + 1;
else
exploration ⇒ x (t)
nexploit (t) = nexploit (t− 1);
end
% Compute the balance
Ω (t) =

nexploit(t)
t−nexploit(t);

% Save the best value
Fmin,prev = Fmin;
Fmin = min (Fmin, F (t));
if adaptive_profile
stagn=stagnation(Fmin,prev,Fmin, 0, 1, β);
t = t+ 1;

Algorithm 3 Stagnation detection (Octave/Matlab c©code)
The stagnation detection could be done only from time to time. You would just have to save not
only Fmin,prev and Fmin but also after what numbers of evaluations they have been evaluated, i.e.

FEprev and FEs.
function stagn=stagnation(fMinPrev,fMin, FEprev, FEs, beta)
% Normalised pseudo-gradient of the fitness evolution
delta=2*(fMinPrev-fMin)/abs(fMinPrev+fMin+eps); % + eps just to avoid 0
delta=delta/(FEs-FEprev);
stagProba=beta*exp(-delta);
% Probabilistic decision
stagn= rand<stagProba;
end
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Figure 7.1. Alpine 2D

7.2.2. CEC 2011 F1. This problem (Parameter Estimation for Frequency-Modulated (FM) Sound
Waves) is the first one of the CEC 2011 competition. Its detailed description is in [4]. We have to
minimise

f (t) =

100∑
t=1

(y (t)− y0 (t))
2

where {
y (t) = x1 sin (x2tθ + x3 sin (x4tθ + x5 sin (x5tθ)))
y0 (t) = sin (5tθ − 1.5 sin (4.8tθ + 2 sin (4.9tθ)))

for the position x = (x1, x2, x3, x4, x5, x6), and with θ = 2π
100 . The search space is [−6.4, 6.35]

6.

7.3. About profiles. Let t be the number of sampled points. Let nexploit (t) be the number of
them that are exploitation points and nexplor (t) the number of them that are exploration points.
Note that nexplor (1) = 1 because the first sampling is necessary exploration.

So we have
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(7.2)

{
nexploit (t) + nexplor (t) = t

Ω (t) =
nexploit(t)
nexplor(t)

It means the general form of the balance profile is

(7.3) Ω (t) =
a (t)

t− a (t)

were a is an increasing function of t, with 0 ≤ a (t) < t. So not all shapes of profiles are possible.
Let us consider a few of them.

7.3.1. Constant profile. We have

(7.4)
a (t)

t− a (t)
= ω < 1,∀t

hence

(7.5)
{

nexploit (t) = a (t) = t ω
1+ω

nexplor (t) = t− a (t) = t 1
1+ω

So, for such a profile the number of exploration points increases quicker than the number of
exploitation points. On the one hand a constant profile seems experimentally quite good, but, on
the other hand, this strategy is a counter intuitive. One would expect more and more exploitation
and less and less exploration during the process.

7.3.2. “Intuitive” profile. Let us define a profile that is conform to the intuition: at the beginning
more exploration than exploitation, and then the contrary. For example we may want that it
increases like tµ to a maximum value h (i.e. after tmax sampled points) with µ > 1. It implies that
we should have

(7.6) a (t) = λ
tµ+1

1 + λtµ

whereλ = h
tµmax

.
Note that no algorithm can follow such a predefined profile after a while , more precisely as soon

as the slope of the curve is greater than 1 (see the figure 7.3). This is because even if after a given
t all points are for exploitation the curve can not increase more quicker than linearly. This t value
is given by

(7.7) t =

(
tmax
hµ

) 1
µ−1

The point is that the results with such profiles are not significantly better than the ones with
constant profiles, as we can see on the table4.
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Figure 7.2. Some “intuitive” profiles for h = 0.7 and different values of µ. More
explorations at the beginning and then more and more exploitations.
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Figure 7.3. No algorithm can follow a profile that increases quicker than linearly.
For h = 0.7 and µ = 2 the real profile becomes linear after t = 143 because there
is only exploitation.
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Table 4. Results with “intuitive” profiles (h = 0.7).

µ Median Minimum
Alpine 2D 2 1.02× 10−1 4.32× 10−4

3 1.02× 10−1 2.86× 10−4

4 8.47× 10−2 6.76× 10−4

CEC 2011 F1 2 25.76 17.20
3 25.35 17.99
4 25.00 10.22
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