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Abstract
The concept of causal nonseparability has been recently introduced, in opposition to that of causal
separability, to qualify physical processes that locally abide by the laws of quantum theory, but cannot be
embedded in awell-defined global causal structure.While the definition is unambiguous in the bipartite
case, its generalisation to themultipartite case is not so straightforward. Two seemingly different
generalisations have beenproposed, one for a restricted tripartite scenario andone for the general
multipartite case.Herewe compare the two, showing that they are in fact inequivalent.Wepropose our
owndefinitionof causal (non)separability for the general case,which—although a priori subtly different
—turns out to be equivalent to the concept of ‘extensible causal (non)separability’ introducedbefore, and
whichwe argue is amore natural definition for generalmultipartite scenarios.We thenderive necessary,
aswell as sufficient conditions to characterise causally (non)separable processes in practice. These allow
one to devise practical tests, by generalising the tool ofwitnesses of causal nonseparability.

1. Introduction

The notion of a causal order between events is an essential ingredient in our understanding of theworld. Our
conventional view of causality is that events are ordered according to some global time parameter, with past
events influencing future events, but not vice versa. Onemay howeverwonder whether this concept is really
fundamental, or whether scenarioswithout such an underlying background causal structure are conceivable.
The situation is particularly interesting in quantum theory, where the properties of physical systems are not
alwayswell-defined, andwhere the question arises of whether the causal structure itself can be subject to
quantum effects in a similar way. These questions are of great importance for the foundations of physics [1–3],
but they are alsomotivated by amore practical point of view, as new resources for quantum information
processing become available when the assumption of a definite causal structure is relaxed [4]. Recent works have
demonstrated that, for instance, indefinite causal orders can enable advantages in regard to query complexity
[5–8], communication complexity [9, 10] and other information processing tasks [11–13].

Aparticularmodeldescribing causal relationsbetweenquantumevents is the so-calledprocessmatrix formalism
[2]. In this framework, quantumevents are assumed to takeplace locally, but the causal order between them isnot
specifiedapriori. Thephysical resource relating the local events is describedby aprocessmatrix,which, broadly
speaking, is a generalisationof amultipartite densitymatrix allowing also for thedescriptionof signalling scenarios,
suchasquantumchannels.As it turnsout, some scenarios arisingwithin this formalismare indeed incompatiblewith
anydefinite causal order.Theprocessmatrices corresponding to these scenarios are called causallynonseparable,while
theprocessmatrices describing scenarios compatiblewith awell-definedcausal structure are called causally separable.

The processmatrix formalismwas initially introduced for two local events. In that bipartite case, the notion
of causal (non)separability is clearly defined andwell understood. In particular, the causal (non)separability of
any bipartite processmatrix can be determined usingwitnesses of causal nonseparability [14, 15], similar
conceptually to entanglement witnesses. In order to comprehensively understand causal indefiniteness from a
fundamental perspective, and to exploremore deeply the question of how they can be harnessed as a quantum
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information processing resource, it is essential to clarify how the absence of a causal order can be described,
characterised and certified also inmultipartite scenarios.While the formalismof processmatrices generalises
rather easily tomore parties [14, 16, 17], the notion of causal (non)separability becomes less clear. In fact, several
different definitions have recently been proposed to generalise the bipartite case [14, 17]which, as it turns out,
are not equivalent.

In this work, we clarify the definition of causal (non)separability inmultipartite scenarios. After recalling the
framework and definitions in the bipartite case, we compare the generalisations of causal (non)separability that
have been proposed so far, before proposing andmotivating our owndefinition for themultipartite case
(Definition 5).We then provide a characterisation ofmultipartite causally (non)separable processes via
necessary as well as sufficient conditions (Propositions 3, 4 and 5), allowing us to generalise the tool of witnesses
of causal nonseparability.

2. Processmatrix formalism: the basics

The processmatrix formalism is perhapsmost easily understood in the bipartite case [2]. To beginwith, let us
briefly recall its framework for this case, before turning to the generalisation tomultipartite scenarios.

2.1. Bipartite processmatrices
The formalismof processmatrices was introduced in [2] to study correlations between events that locally obey
the laws of quantum theory, butwhich are not a priori embedded into any global causal order. In the bipartite
scenario, two parties, whowe shall call Alice (A) andBob (B), are each associatedwith closed laboratories. The
parties perform an experiment duringwhich their interactions with the ‘outsideworld’ (and hencewith each
other) are restricted to opening their laboratories only once to let an incoming physical system enter, and once to
send out an outgoing system. Alice and Bobmay choose local operations to performwithin their laboratories,
possibly depending on some external (classical) input x or y forA andB, and producing (classical)measurement
outcomes a and b, respectively. The correlations established between the parties after repeating the experiment
many times are described by the conditional probability distribution ( ∣ )P a b x y, , .

While no assumption ismade about the global causal order between the parties, we assume that the local
operations performed inside the laboratories are described by standard quantum theory.We can therefore
assign some ‘incoming’ and ‘outgoing’Hilbert spaces to the parties, whichwe denote ,A AI O (for Alice) and
 ,B BI O (for Bob), of dimensions d d d, ,A A BI O I

and dBO
, respectively. The spaces ofHermitian linear operators

over theseHilbert spaces will simply be denoted by A A B, ,I O I andBO. For convenience we also define
Ä≔A A AIO I O, Ä≔B B BIO I O, ≔d d dA A AIO I O

and ≔d d dB B BIO I O
. In this paper, wewill only consider finite-

dimensionalHilbert spaces; for a generalisation of the framework to infinite-dimensional systems, see [18].
According to quantum theory, Alice and Bobʼs local operations canmost generally be described as quantum

instruments [19]—that is, sets of completely positive (CP)maps that sumup toCP trace-preserving (CPTP)
maps. TheChoi–Jamiołkowski (CJ) isomorphism [20, 21] allows us to represent these CPmaps as positive
semidefinitematrices ∣ ∣M M,a x

A
b y
BIO IO, and theCPTPmaps as positive semidefinitematrices å≔ ∣M Mx

A
a a x

AIO IO,

å≔ ∣M My
B

b b y
BIO IO that satisfy =MTrA x

A A
O

IO I and =MTrB y
B B

O
IO I . Here, TrX denotes the partial trace over the

systemX, and X denotes the identity operator in the spaceX (in general, superscripts on operators, whichmay
be omittedwhen clear enough, denote the system(s) they apply to).

As shown in [2], requiring compatibility with quantummechanics locally and assuming the non-
contextuality of the probabilities imply that the probabilities ( ∣ )P a b x y, , must be bilinear in theCPmaps
associatedwith the operations ofA andB—or, equivalently, bilinear in their CJ representations. (Throughout
this paper wewill often refer toCPmaps by their equivalent CJ representation and vice versa.) It follows that the
overall process can be described by aHermitian operator, a ‘processmatrix’ Î ÄW A BIO IO [2], such that the
correlations are obtained via the generalised Born rule

= Ä( ∣ ) [ · ] ( )∣ ∣P a b x y M M W, , Tr 1a x
A

b y
BIO IO

(where Tr is now the full trace).
The framework also permits the parties to share, in addition to the processmatrix, some (possibly entangled)

ancillary quantum state that can be accessed via their local operations. The partiesmay thus have access also to
some extra incomingHilbert spaces ¢AI and ¢BI of arbitrary (finite) dimension, and be able to performCP
maps Î Ä Ä¢ ¢

¢ ≔∣M A A A Aa x
A

II O I I O
II O and Î Ä Ä¢ ¢

¢ ≔∣M B B B Bb y
B

II O I I O
II O , respectively (where as before, ¢AI

and ¢BI are the spaces ofHermitian linear operators over ¢AI and ¢BI ). This implies that any processmatrix
Î ÄW A BIO IO can be extended to a processmatrix rÄ Î Ä¢ ¢W A BII O II O, for any extra incoming spaces

¢ ¢A B,I I and any r Î Ä¢ ¢A BI I [2].
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Requiring equation (1) to yield valid (i.e. nonnegative and normalised) probabilities, evenwhen the parties
share arbitrary ancillary states, is equivalent toW satisfying the following constraints:

 Î = ( ){ }W W W d d0, , and Tr 2A B
A B

,
O O

for some particular linear subspace { }A B, of ÄA B ;IO IO see section 4.1 and appendix A.1 for an explicit
characterisation [2, 14]. In the followingwewill refer to amatrix satisfying the first two constraints above (i.e.
without necessarily imposing the normalisation constraint =W d dTr A BO O

) as a valid processmatrix, and
whenever we talk about a processmatrixWwe always implicitly assume it is valid. Hermitianmatrices that are
not valid processmatrices will simply be referred to as ‘matrices’.

2.2. Bipartite causal (non)separability
Onemay now consider the question, whether the situation described by a processmatrix can be embedded in a
well-defined causal structure, with afixed causal order between the events happening in each partyʼs laboratory,
or not.

A processmatrix is said to be ‘compatible with (the causal order) A B’ (sometimes abbreviated to just
‘ A B’, e.g. in superscripts) if all the correlations it generates are compatible with a causal order whereA acts
before B, which is to be understood operationally: such a processmatrix WA B does not allow for any
signalling fromB toA. More precisely, whatever the CP and CPTPmaps ¢∣ ( )M M,a x

A
y
BIO IO ofA and B, the resulting

correlations respect the no-signalling condition = ¢( ∣ ) ( ∣ )P a x y P a x y, , , or Ä =[ · ]∣M M WTr a x
A

y
B A BIO IO

Ä ¢
[ · ]∣M M WTr a x

A
y
B A BIO IO according to equation (1). This constrains WA B to be in a linear subspace

 Ì { }A B A B, of ÄA B ;IO IO see section 4.1 and appendix A.2 for an explicit characterisation of  A B.
Likewise, processmatrices that do not allow signalling fromA toB are said to be compatible with the causal

order B A, andwill typically be denoted Î WB A B A. One can also conceive of situationswhere the causal
order is notfixed to be the same for all experimental runs, butwhere there is instead a probabilisticmixture of
the two possibilities. Such a scenario is described by a convex combination of processmatrices compatible with
A B and B A, respectively. Processmatrices of this form remain compatible with an underlying causal

framework and are the subject of the following definition, first introduced byOreshkov, Costa and Brukner [2]:

Definition 1 (Bipartite causal (non)separability [2]).Abipartite processmatrixW is said to be causally separable
if and only if it can bewritten as a convex combination

= + - ( ) ( )W q W q W1 , 3A B B A

with Î [ ]q 0, 1 andwhere WA B and WB A are two processmatrices compatible with the causal orders A B
and B A, respectively.

A processmatrix that cannot be decomposed as above is said to be causally nonseparable.

Causally separable processmatrices thusdescribe themost general bipartite situationswhereone can identify a
definite causal order between theparties, be itfixed for all experimental runsor subject to classical randomness. In
contrast, if a processmatrix is causally nonseparable, it is incompatiblewith any causal order betweenA andB. In the
bipartite case, causal (non)separability canbe easily andefficiently verified; inparticular, any causally nonseparable
process canbedetectedusing awitness of causal nonseparability [14, 15] (see section4.4).

2.3. Towards generalising tomore parties
The processmatrix framework itself generalises rather easily to themultipartite case.

Let usfirst introduce some generalised notations.We shall considerN parties denoted byAk for
Î ¼{ } ≔k N1, , , with corresponding inputs and outputs denoted by x ,k and ak, respectively.We define the

input and output vectors ¼
 ≔ ( )x x x, , N1 and ¼

 ≔ ( )a a a, , N1 . The ‘incoming’ and ‘outgoing’Hilbert spaces

for each party are denoted by ,A AI
k

O
k
(of dimensions d d,A AI

k
O
k , respectively), while the spaces ofHermitian

linear operators over theseHilbert spaces are denoted by A A,I
k

O
k .We also define Ä≔A A AIO

k
I
k

O
k ,

and ≔d d dA A AIO
k

I
k

O
k .

For a subset  Í of parties, wewill denote by 

x and 


a the vectors of inputs and outputs restricted to

the parties in, and use shorthand notations like 
Î≔ ⨂A AIO k IO

k ( = if  = Æ),   



=Î≔ ⨂k

A AIO
k

IO,
and Tr for the trace over all (incoming and outgoing) systems of the parties in—i.e. TrAIO

or 
¢

TrAII O
, as

appropriate (see below), andwith ÆTr the identity operation and Tr the full trace. For notational simplicity, we
shall identify the parties’nameswith their labels, and singletons of parties (e.g. { }Ak )with the parties themselves
(e.g.Ak) or the corresponding label, so that  = ¼ º ¼{ } { }N A A1, , , , N1 ,  º⧹{ } ⧹A kk , º{ }Tr TrA kk

,
etc.
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TheCPmaps corresponding to the parties’ operations are then denoted by ∣Ma x
A
k k

IO
k

, the correspondingCPTP

maps å≔ ∣M Mx
A

a a x
A

k
IO
k

k k k

IO
k

, and the overall process is represented by a processmatrix ÎW AIO . The resulting
correlations are then obtained through a generalised Born rule as before:

= Ä Ä
  ( ∣ ) [ · ] ( )∣ ∣P a x M M WTr . 4a x

A
a x
AIO

N N

IO
N

1 1

1

As in the bipartite case, the partiesmay also share some ancillary state ρ in some extra incoming spaces
Ä Ä =¢ ¢ ¢A A AI I

N
I

1 , and extend their local operations to act on these spaces as well. Requiring again the
nonnegativity and normalisation of all obtainable probabilities, including for arbitrary extensions rÄW ofW,
imposes validity constraints onW. In the generalmultipartite case, they read





 Î =
Î

( )W W W d0, , and Tr 5
k

AO
k

for some particular linear subspace  of A ;IO see section 4.1 and appendix A.1 [2, 14]. As for the bipartite case,
in this paper amatrix will be called a (valid) processmatrix whenever it satisfies thefirst two constraints above,
without necessarily requiring that it is correctly normalised.

The no-signalling constraints can readily be generalised to theN-partite case, allowing the notion of
compatibility with afixed causal order to be extended accordingly. For instance, a processmatrix is said to be
compatible with the fixed causal order    A A AN1 2 if no party or group of parties can signal to other
parties in their causal ‘past’ (as defined by the specified causal order)—which translates into the constraint that

¼ = ¼ ¼
( ∣ ) ( ∣ )P a a x P a a x x, , , , , ,k k k1 1 1 for all = ¼ -k N1, , 1. As before, this constrains such a process

matrix W A AN1 to be in a linear subspace  ÌA AN1 of A ;IO see section 4.1 for an explicit
characterisation of  A AN1 (and appendices A.2–A.4 for further discussions and characterisations of process
matrices compatible with other fixed causal orders).

What is not so straightforward, however, is to generalise the concept of causal (non)separability, which turns
out to bemuchmore subtle formore than twoparties. In particular, additional complexity arises in the
multipartite case because the causal order can be dynamical as well as probabilistic—that is, the causal order of
parties in the future can depend on operations of parties in the past [16, 17, 22]. Simply considering a convex
combination of processmatrices compatible with differentfixed causal orders does not include scenarios with
such dynamical causal orders, and is therefore too restrictive to capture all scenarios that should be considered
compatible with awell-defined causal order. Perhapsmore strikingly, as we shall see the possibility to extend
processmatrices with ancillary quantum states has nontrivial implications for the definition of causal (non)
separability formore than two parties [17]. Themain objectives of this paper are precisely to discuss how the
concept of causal (non)separability should properly be generalised to themultipartite case, and to characterise
causally separable and causally nonseparable processmatrices.

3.Definingmultipartite causal (non)separability

3.1. Araújo et alʼs definition
Themultipartite case wasfirst considered in a restricted tripartite situation inwhich one party has no (or,
equivalently, a trivial) outgoing system. This particular scenario was studied because of its relevance for a
practical protocol where the causal order between two partiesA andB, which perform some unitary operations
UA andUB on a target system initialised in a state yñ∣ t , is controlled by another (two-dimensional) quantum
system. If this control qubit is initialised in the state ñ∣0 c, the operationUA is applied beforeUB, while for a
control qubit in the state ñ∣1 c,UB is applied beforeUA. If the control qubit is initialised in a superposition state

+ñ = ñ + ñ∣ (∣ ∣ )0 1c c c1

2
, the overall transformation on the joint state of the target and control systems is thus

y y yñ Ä +ñ  ñ Ä ñ + ñ Ä ñ∣ ∣ ( ∣ ∣ ∣ ∣ ) ( )U U U U
1

2
0 1 , 6t c

B A
t c

A B
t c

i.e. the unitaries are applied in a ‘superposition of orders’. The output state is then sent to a third partyC (Charlie)
who canmeasure the control qubit, and possibly also the target system. The protocol just described can
straightforwardly be generalised to the case whereA andBʼs operations are general quantum instruments instead
of unitaries. This so-called quantum switch can be understood as a quantum supermap [23], or higher order
transformation, thatmapsA andBʼs local operations to the overall global transformation. It cannot be realised
by inserting the local operations into a circuit with awell-defined causal order, and therefore constitutes a new
resource for quantum computation that goes beyond causally ordered quantum circuits [4]. It has attracted
particular interest as a consequence of being readily implementable, and indeed several implementations have
been experimentally realised [24–28]. Consequent work has sought to clarify whether such implementations can

4
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really be seen as genuine realisations of indefinite causal orders, and [29] gives arguments clarifyingwhy they
can be.

The quantum switch can naturally be described in the processmatrix formalism [14, 17]where it indeed
corresponds to a tripartite processmatrix for partiesA,B andC, where Charlie has no outgoing system and
therefore cannot signal to the other parties. The situation is thus relatively similar to the bipartite case, since the
only relevant causal orders are thosewhere Charlie acts last, i.e.  A B C and  B A C . This observation
ledAraújo et al to propose the following definition (as an initial, ‘1-step’ generalisation of definition 1) for this
particular scenario:

Definition 2 (Araújo et alʼs causal separability [14]). In a tripartite scenariowhere partyC has no outgoing
system, a processmatrixW is said to be causally separable if and only if it can bewritten as a convex combination

= + -   ( ) ( )W q W q W1 , 7A B C B A C

with Î [ ]q 0, 1 andwhere  WA B C and  WB A C are two processmatrices compatible with the causal orders
 A B C and  B A C , respectively.

It was shown that the processmatrix describing the quantum switch is causally nonseparable as per
definition 2 [14], and this definition has subsequently been used e.g. in [15, 18, 27].

3.2.Oreshkov andGiarmatziʼs definitions
While Araújo et alʼs definition recalled above applied only to a particular tripartite situation,Oreshkov and
Giarmatzi(OG) considered in [17] the generalmultipartite case—taking into account, in particular, the
possibility of dynamical causal orders. They defined in fact two possible generalisations of bipartite causal (non)
separability, namelywhat they called the notions of ‘causal (non)separability’ and ‘extensible causal (non)
separability’.

The definition they proposed for causal separability is recursive, in analogywith the definition of
multipartite ‘causal correlations’ [17, 22]—correlations that are compatible with a definite causal order. In
[17, 22], these were characterised as those forwhich it is possible to identify, up to some probability, a party that
actsfirst, and such that, for any behaviour of thisfirst party, the conditional correlations shared by the remaining
parties are again causal. Oreshkov andGiarmatzi invoked an analogous ‘unravelling argument’ for causally
separable processes.

More specifically, their definition is based on the concept of a ‘conditional (process)matrix’, defined for a

givenmatrixW and a givenCPmap ≔ ∣M Mk a x
A
k k

IO
k

applied by a partyAk as

Ä≔ [ · ] ( )∣
⧹W M WTr . 8M k k

k
k

In general, even ifW is a valid processmatrix, ∣W Mk
thus definedmay not be a valid processmatrix (inwhich case

we shall just talk about a ‘conditionalmatrix’). In fact, as wewill see in section 4.1, a processmatrixW is
compatible with partyAk actingfirst (i.e. it does not allow signalling from the other parties toAk) if and only if for
anyCPmapMk the conditionalmatrix ∣W Mk

, as defined in equation (8), is (up to normalisation1) a valid
-( )N 1 -partite processmatrix for the parties in ⧹k. In that case, the conditional processmatrix ∣W Mk

then
represents the process shared by these -N 1parties, conditioned on partyAk performing theCPmap

= ∣M Mk a x
A
k k

IO
k

(i.e. conditioned on both receiving the input xk and obtaining the outcome ak).
Oreshkov andGiarmatzi then proposed the following (recursive) definition:2

Definition 3 (Oreshkov andGiarmatziʼs causal separability [17]). ForN=1, any processmatrix is causally
separable. For N 2, anN-partite processmatrixW is said to be causally separable if and only if it can be
decomposed as


å=
Î

( )( )W q W , 9
k

k k

with q 0k , å =q 1k k , andwhere for each k, ( )W k is a processmatrix compatible with partyAk actingfirst, and

is such that for any possible CPmap ÎM Ak IO
k applied by partyAk, the conditional -( )N 1 -partite process

matrix Ä( ) ≔ [ · ]( ) ∣
⧹

( )W M WTrk M k k
k

kk
is itself causally separable.

1
For a properly normalised processmatrixW compatible withAk first (i.e. which always gives =

( ∣ ) ( ∣ )P a x P a xk k k ) and a trace-non-
increasingCPmap = ∣M Mk a xk k , one has = Î( ∣ )∣ ⧹W P a x dTr M k k j k Ak O

j , so that ∣W Mk must be divided by the factor ( ∣ )P a xk k to also be
properly normalised according to equation (5).
2
More precisely, whatwe present here as their definition is actually presented in [17] (in a slightly different, but equivalent way) as a

characterisation following from amore fundamental recursive definition of causally separable processes (not necessarily quantum
mechanical).

5
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As outlined in the previous section, the processmatrix framework allows for processmatrices to be extended
by providing additional ancillary states the the parties. Taking this into account, OG introduced a second
definition of causal separability for processmatrices that are causally separable even under arbitrary such
extensions:

Definition 4 (Oreshkov andGiarmatziʼs extensible causal separability [17]).AnN-partite processmatrixW is
said to be extensibly causally separable if and only if it is causally separable (as per definition 3 above), and it
remains so under any extensionwith incoming systems in an arbitrary joint quantum state—i.e. if and only if for

any extension 
¢AI of the parties’ incoming systems and any ancillary quantum state r Î ¢AI , rÄW is causally

separable.

It is easy to see thatOGʼs causal separability (CS) and extensible causal separability (ECS) are equivalent in
the bipartite case, and, indeed, equivalent to definition 1 given in section 2.2: the processmatrix rÄW obtained
by attaching an ancillary state ρ to a causally separable processmatrixW of the formof equation (3) remains of
the same form,with rÄWA B ( rÄWB A ) compatible withA acting beforeB (B beforeA), and for both terms

rÄWA B and rÄWB A , whatever operation the first party applies, the resulting conditional processmatrix
for the other party is single-partite, hence trivially causally separable.

However, OGʼs CS andECS are not equivalent in the generalmultipartite case and thus indeed represent two
different possiblemultipartite generalisations of the same bipartite concept. Of course ECS implies CS, but the
converse is not true in general—the result of a phenomenon called ‘activation of causal nonseparability’ in [17].
An explicit example of a CS process that is not ECSwas indeed given in [17], in a tripartite scenariowhere one
party has no incoming system; wewill see another example in the following subsection.

3.3. Comparison
We thus nowhave three potential generalisations of the concept of causal separability to the particular tripartite
situationwhere one party has no outgoing system—namely, the two different definitions of causal separability
(Definitions 2 and 3), and that of extensible causal separability (Definition 4). Howdo they relate to one another?
Are the two definitions of causal separability indeed equivalent? These questions are answered by the following
result:

Proposition 1. In a tripartite scenario where partyC has no outgoing system, Araújo et al’s definition of causal
separability (Definition 2) is equivalent toOreshkov andGiarmatzi’s definition of extensible causal separability
(Definition 4), but nonequivalent to their definition of causal separability (Definition 3).

The equivalence between definitions 2 and 4 for this particular tripartite scenario is proved explicitly in
appendix B.1.1, whichwe refer to formore details; we simply summarise the argument here as follows. Clearly,
any processmatrixW of the formof equation (7) is ECS, as any rÄW is also of that form (and of the form also
of equation (9)), and for any  WA B C and anyMA, the conditional process  ( )∣WA B C

MA
is compatible with the

order B C (hence it is causally separable; similarly for any  WB A C and anyMB). The proof that an ECS
processmatrixWnecessarily has the formof equation (7) is based on a ‘teleportation technique’ (see lemmaB1
in appendix B), already used in [17], that consists in introducing an ancillary system in amaximally entangled
state ρ shared by twoparties, e.g.A andC. By definition, the global process rÄ

¢ ¢
W A CI I

has a decomposition of

the form(9). It is then easy to see that the termsWA andWB compatible with partiesA orB actingfirst are in fact
compatible, sinceC has no outgoing system, with the causal orders  A B C and  B A C , respectively,
and thus contribute to the terms  WA B C and  WB A C in equation(7). For the termWC compatible withC
actingfirst, lettingC project his systems Ä¢ ¢≔C C CII I I onto themaximally entangled state effectively
‘teleports’his system toA. By definition, the conditional bipartite process then shared byA andBmust be
causally separable, andmust therefore have a decomposition of the form(3), which also leads to a
decomposition of the form(7) forWC.

In order to prove the nonequivalence between Araújo et al andOGʼs definitions of causal separability, we
will now show that OGʼs CS and ECS are nonequivalent—i.e. that there can be ‘activation of causal
nonseparability’ (according toOGʼs terminology)—in the scenario where partyC has no outgoing system.
Note that this scenario differs from that in whichOG already gave an example of activation of causal
nonseparability: they indeed considered a tripartite case whereC has no incoming system, rather than no
outgoing system.
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Consider for that the following processmatrix:

          - + + + + - + - -
⎡
⎣⎢

⎤
⎦⎥≔ ( ˆˆ) (ˆ ˆ ˆ ˆ)(ˆ ˆ) ˆ(ˆ ˆ) ˆ (ˆ ˆ ˆ ˆ)(ˆ ˆ) ( )W

1

8
zz

3

4
xx yy z z

1

2
z z z

1

4
x xy yx z z , 10act.

where the subsystems are written, for convenience, in the order C A B A BI I I O O (i.e. Î Ä Ä ÄW C A BI I I
act.

ÄA BO O). Here, as in the other examples presented in this paper, ˆ ˆ ˆx, y, z denote the Paulimatrices,  denotes
the 2×2 identitymatrix and tensor products between allmatrices are implicit.

We note first thatW act. is compatible with Charlie acting first—i.e. with the order  { }C A B, 3. (Indeed, it
satisfies equation (18) given later, for =A Ck .)AnyCPmap applied byCharlie—i.e. sinceChas no outgoing
system, any element of a positive-operator valuedmeasure (POVM) in his qubit incoming spaceCI—can be
written as  s= +

  ·M cc , where s ≔ (ˆ ˆ ˆ)x, y, z and
 ≔ ( )c c c c, ,x y z is a three-dimensional real vector with

∣ ∣c 1, so that M 0c (andwherewe ignore the trace-nonincreasing constraint, and indeed the overall
normalisation of Mc , since it is irrelevant for our argument). The resulting conditionalmatrix for partiesA andB
(as defined in equation (8)) is then

Ä = +  
  ( ) ≔ [ · ] ( )∣ ∣ ∣W M W W WTr

1

2

1

2
11M C c

C A B A B
M
A B

M
B Aact. act.

c I
I I I O O

c c

with (written in the order A B A BI I O O)

      - + + + - + -


⎡
⎣⎢

⎤
⎦⎥≔ ( ˆˆ) (ˆ ˆ ˆ ˆ) ˆ (ˆ ˆ) (ˆ ˆ ˆ ˆ) ˆ ( )∣W

c c1

4
zz

3

2
xx yy z

2
z z

2
xy yx z 12M

A B z x
c

andwith 
∣W M

B A
c

of a similar form, obtained from 
∣W M

A B
c

by changing ẑA BO O to  ẑA BO O and cx to-cx.

Note that 
∣W M

A B
c

and 
∣W M

B A
c

are valid, causally ordered processmatrices, compatible with A B and

B A, respectively (their eigenvalues are found to be  + +⎜ ⎟⎛
⎝

⎞
⎠0, 1 0c c1

2

3

4
x
2

z
2

for ∣ ∣c 1, and they satisfy

the appropriate formof equation (19) given later). From equation (11) and the definition of causal separability in
the bipartite case (Definition 1), we conclude that for anyCPmap (i.e. here, any POVMelement) Mc applied by
Charlie, ( )∣W M

act.
c
is a (bipartite) causally separable process. Therefore, according toOGʼs definition 3,W act. is a

tripartite CS process (with a single term in the decomposition (9),corresponding toCfirst).
A crucial feature of the decomposition(11) is that ( )∣W M

act.
c
, 

∣W M
A B

c
and 

∣W M
B A

c
all depend onCharlieʼs

operation Mc . Even though any valid processmatrix in C A B A BI I I O O (including 
∣W M

A B
c

and 
∣W M

B A
c
) is

compatible withC acting last (sinceC has no outgoing system), the decomposition(11) still does not allowus to
obtain a decomposition of the form = +   W W WA B C B A Cact. 1

2

1

2
forW act. (or evenwith different weights

q, - q1 ), as in equation (7). Indeed, such a decomposition forW act., with  WA B C and  WB A C valid process
matrices compatible with the indicated causal order, does not exist. This can be shown usingAraújo et alʼs
technique of ‘witnesses of causal nonseparability’ [14, 15]: one can construct awitness forW act., andwe give one
explicitly in appendix C.

Since, as stated above, the existence of such a decomposition (as in definition 2)would be equivalent in the
scenario considered here toOGʼs ECS (Definition 4), this implies that althoughW act. is CS according toOGʼs
definition (see above), it is not ECS. This provides an explicit example of ‘activation of causal nonseparability’ in
that scenario.

Hence, OGʼs CS does not reduce (contrary toOGʼs ECS) to Araújo et alʼs definition of causal separability in
this particular scenario. Definitions 2 and 3 of causal separability are therefore inconsistent. Our aimnow is to
rectify this inconsistency.

3.4.Our choice of definition
Tofix this, we nowpropose our owndefinition ofmultipartite causal separability, which indeed resolves the
inconsistency pointed out above, andwhichwe argue is amore natural definition for generalmultipartite
scenarios. Similarly toOG,we choose a recursive definition, based on the concept of a conditional process
matrix and verymuch in the spirit of the recursive definitions that have been given formultipartite causal
correlations [17, 22]. For a processmatrix to be compatible with a definite causal order, there should, in any run
of the experiment, be a designated party that acts first (which party this is can be determined probabilistically,

3
AsC has no outgoing system, W act. is also compatible withC acting last (see appendix A.2.3). But to prove that W act. is CS (according to

OGʼs definition) aswe do belowwe need to considerC acting first.
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just like in the bipartite case) and the conditional processmatrix for the remaining parties, which depends on the
action of thefirst party, should again be causally separable for anyCPmap that the first party applies.

For several reasons, we consider it important to allow extensions with extra incoming systems, similar to
OGʼs extensible causal separability. Firstly, thewhole processmatrix framework is constructed so as to allow for
shared ancillary systems between the parties. For consistency, we should thus take into account such extensions
with shared incoming quantum states when defining causal (non)separability. Indeed, entanglement is a very
different resource from causal nonseparability: entangled systems do not by themselves allow signalling between
parties, and should be able to be distributed between parties prior to an experiment without ‘activating’ causal
nonseparability. (Note, however, that entanglement can still play a crucial role in causal nonseparability, as e.g.
in the quantum switch, where the control and target systems can end up being entangled after the parties’
operations.)While a ‘resource theory’ for causal nonseparability has not yet been developed, it is reasonable to
expect that providing additional shared (entangled) incoming states should be a free operation in such an
approach. These considerations lead us to propose the following definition.

Definition 5 (N-partite causal separability). For =N 1, any processmatrix is causally separable. For N 2,
anN-partite processmatrixW is said to be causally separable if and only if, for any extension 

¢AI of the parties’

incoming systems and any ancillary quantum state r Î ¢AI , rÄW can be decomposed as


årÄ = r

Î

( )( )W q W , 13
k

k k

with q 0k , å =q 1k k , andwhere for each k, Îr
¢( )W Ak II O is a processmatrix compatible with partyAk acting

first, and is such that for anyCPmap Î ¢M Ak II O
k applied by partyAk, the conditional -( )N 1 -partite process

matrix4 Är r( ) ≔ [ · ]( ) ∣
⧹

( )W M WTrk M k k
k

kk is itself causally separable.

Note that there is a subtle difference between our definition here and that ofOGʼs ECS (Definition 4).We
indeed require all conditional processmatrices appearing at all levels of the recursive decomposition to remain
causally separable under extensionwith arbitrary ancillary states, whileOG impose this a priori only for the
original processmatrix. In fact, although prima facie different, these definitions turn out to be equivalent; the
proof of this is given in appendixD.

Fromdefinition 5we recover the natural, intuitive definition of Araújo et al [14] in the particular tripartite
case where one party has a trivial outgoing system—a case of practical relevance, as the quantum switch is the
first example of a causally nonseparable process that has been demonstrated and studied in laboratory
experiments [24, 25, 27]. One can also readily verify that processmatrices that are causally separable by
definition 5 cannot generate noncausal correlations (as defined in [17, 22]); an explicit proof is given in
appendix E.

Fromnowon, whenever we talk about causal (non)separability wewill refer to our definition 5.

4. Characterisingmultipartite causal (non)separability

With the definition of causal (non)separability given above, we now turn to addressing the question of how to
characterise causally separable processmatrices in terms of simple conditions and how to demonstrate
multipartite causal nonseparability in practice.

For that wewill start by reviewing the characterisations of valid processmatrices and of processmatrices
compatible withfixed causal orders, before recalling the characterisations of causally separable processmatrices
in the bipartite and tripartite cases, wherewewill give conditions for causal separability that are both necessary
and sufficient.Wewill then present a generalisation to theN-partite case which, for N 4, gives two
conditions, one necessary and one sufficient, whose coincidence remains an open question.

In this sectionwewill not concern ourselves with the normalisation of processmatrices (which can always be
imposed later). Our characterisations will then be given in terms of linear subspaces ofmatrices (e.g. the spaces
 and  A AN1 introduced already in section 2); when adding the requirement of positive semidefiniteness,
the corresponding sets of (nonnormalised) processmatrices will thus be closed convex cones of positive
semidefinitematrices. This will allow the conditions we give to be checked efficiently with semidefinite
programming (SDP) techniques. In particular, by generalising the techniques used for the bipartite and
restricted tripartite cases in [14, 15], wewill extend the idea of witnesses of causal nonseparability to the
multipartite case and showhowmultipartite witnesses can be constructed efficiently, allowing this causal

4
Note that compared to equation (8), we take here Ä¢ ¢≔A A AII O

k
IO
k

I
k , ¢≔ ∣M Mk a x

A
k k
II O
k

,
¢

≔Tr Trk AII O
k and  

Î ¢≔ ⨂⧹
⧹

k
j k

AII O
j

in the
definition of the conditionalmatrix.
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nonseparability to be verified experimentally by having each party perform appropriately chosen
measurements [25, 27].

Following [14], we adopt the following notation, whichwill be used heavily throughout the rest of the paper:

 å aÄ å a≔ ( ) ≔ ≔ ( )[ ]W W
d

W W W WTr , , , 14X X

X

X
X

X
X X1

X X

with dX the dimension of theHilbert space of systemX (note that W WX defines aCPTPmap). In particular,
constraints of the form =-[ ]W 0X1 (whichwill appear regularly) thereforemean thatW is of the form

= W ÄW
d

X

X
(with W = WTrX ).

4.1. Valid processmatrices and compatibility with afixed causal order
Recall from section 2 that the conditions for a processmatrixW to be valid arise from requiring that the
generalised Born rule(4) should give valid probability distributions, evenwhen the parties share arbitrary
ancillary systems. The fact that these probabilities should be nonnegative imposes thatWmust be positive
semidefinite, while the requirement that these probabilitiesmust sum to 1 implies that any valid (but, once
again, not necessarily normalised)Wmust be in a subspace  of AIO [2, 14]. In appendix A.1we recall the
proof (following [14]) that this subspace can be characterised as follows:

    
 





Î  " ¹ Æ Î = -
Î

( )⧹ [ ]W W W, , Tr and 0 15A1
i

O
i

  


  " Í ¹ Æ = -
Î

( )[ ] ⧹ W, , 0. 16A A1
i

O
i

IO

Written in the formof equation (15), the validity constraint forW says that all reducedmatrices  ⧹ WTr shared
by the parties of any strict subset of  (obtained after tracing out the parties that are not in )must be valid,
and thatWmust further satisfy the additional constraint that


= -Î [ ]W 0A1i O

i . The formof equation (16)
expresses explicitly all the (linearly independent) constraints that these recursive validity conditions imply on5

W. Denoting by  the convex cone of positive semidefinitematrices, the set of valid processmatrices is then the
convex cone

  = Ç ( ). 17

In order to discuss the causal separability of processmatrices, it is necessary to also characterise the subspaces
of suchmatrices that are compatible with certain fixed causal relations between (subsets of) parties. Such causal
relations, as for the particular cases offixed causal orders discussed in the previous sections, are understood via
the notion of signalling: if a (group of) parties is in the causal future of some others, then there is noway for them
to signal to those earlier parties.

Wefirst consider the case of processmatrices that are compatible with a given partyAk acting first
6:

regardless of the operation performed by the other parties ¢Ak (for all ¢ ¹k k), themarginal probability

distribution forAk obtained from(4)must not depend on theCPTPmaps
¢

¢

Mx
A
k
IO
k

chosen by those other parties.
As alreadymentioned in the previous section and shown in appendix A.2, a given processmatrixW satisfies this
condition if and only if, whatever CPmapMk is applied byAk, the conditional processmatrix ∣W Mk

, as defined in
equation (8), is a valid -( )N 1 -partite processmatrix for the remaining parties in ⧹Ak.

We can in fact ignore here the assumption that M 0k , and the above constraint is equivalent to imposing
that Î∣

⧹W M
A

k
k for any ÎM Ak IO

k . Such a constraint defines a linear subspace of AIO . Taking its intersection

with the subspace  , we denote the linear subspace of valid processmatrices compatible with partyAkfirst by
  ( ⧹ )A Ak k .We find, using equation (16) above (and after removing redundant constraints; see equation (A13)
in appendix A.2):

  

  

  





 

Î  Î " Î Î

 = " Í ¹ =- -
Î



⧹ ( )

( ⧹ )
∣

⧹

[ ] [ ]⧹ ⧹ ⧹

W W M A W

W k W

and ,

0 and , 0, 0. 18

A A
k IO

k
M

A

A A A A1 1

k k
k

k

O
k

IO
k

i
O
i

IO
k

In appendix A.2 we also derive constraints formore general causal orders of the form       K1 2 ,
for various disjoint subsets i of  . Of particular interest is the specific case inwhich each i is a singleton,
which gives constraints on a processmatrixW being compatible with afixed causal order such as
   A A AN1 2 . Such aWmust be compatible withA1 actingfirst (andmust therefore satisfy

5
Note that the constraint in equation (16) can also bewritten as  

= -Î
( )[ ] ⧹ WTr 0A1i O

i . In this paper we generically use the formof
equation (16) for ease of notation; itmay be useful, however, to keep inmind that this type of constraint is in fact a constraint on the reduced
matrix  ⧹ WTr shared by the parties in  , as writtenmore explicitly in equation (15).
6
Note that a processmatrix can be compatible with several different causal relations between parties. For example, if amatrixW does not

allow any party to signal to another, then it is compatible with any party or group of parties actingfirst.
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equation (18) for k= 1—in particular, the constraint on its third line); then, whatever CPmapM1 partyA1

applies, the resulting conditional processmatrix ∣W M1
must then be a valid -( )N 1 -partite processmatrix,

compatible with partyA2 actingfirst (andmust therefore satisfy equation (18) for k= 2—in particular, its third
line—with  replaced by ⧹{ }1 ); etc. By iterating this argument (up until the partyAN), wefind that the linear
subspace  A AN1 of processmatrices compatible with the causal order   A AN1 is characterised by
(see equation (A17)) [14, 30, 31]

Î  " = ¼ =- > ( )[ ] ( )W k N W1, , , 0, 19A A
A A1

N
O
k

IO
k1

with => + ¼( ) { }A AIO
k

IO
k N1, , (with = => Æ( )A A 1IO

N
IO ).

4.2. Bipartite and tripartite causally (non)separable processmatrices
In the bipartite scenario, the above characterisation of the subspaces  A B and  B A allows us, fromdefinition
1, to give the following explicit characterisation of causally separable processmatrices.

Proposition 2 (Characterisation of bipartite causally separable processmatrices).Amatrix Î ÄW A BIO IO is
a valid bipartite causally separable processmatrix if and only if it can be decomposed as

= + ( )( ) ( )W W W , 20A B B A, ,

where, for each permutation (X, Y) of the two parties A and B, ( )W X Y, is a positive semidefinitematrix satisfying

= =- - ( )[ ] ( ) [ ] ( )W W0, 0 21X Y X Y Y X Y1 , 1 ,O IO O

(i.e. ( )W X Y, is a valid processmatrix compatible with the causal order X Y ).

Note that, in contrast to equation (3) in definition 1, we did notwrite theweights q and - q1 explicitly in
equation (20). Instead, for convenience and consistencywith the characterisations of tripartite andN-partite
causally separable processes whichwill follow, we decomposedW in terms of nonnormalised processmatrices,
writing = 

( )W q WA B
A B

, and = - ( )( )W q W1B A
B A

, .
Aswe discussed in section 3, the tripartite case of causal separability was already studied byOreshkov and

Giarmatzi under the name ‘extensible causal separability’ in [17]. In their Proposition3.3 they provided a
characterisation of tripartite (extensible) causal separability, albeit describing the constraints in a different way.
In our approach, this characterisation can be expressed as follows:

Proposition 3 (Characterisation of tripartite causally separable processmatrices).Amatrix
Î Ä ÄW A B CIO IO IO is a valid tripartite causally separable processmatrix (as per definition 5) if and only if it can

be decomposed as

ð22Þ

where, for each permutation of the three parties ( )X Y Z, , , ( )W X Y Z, , and +≔( ) ( ) ( )W W WX X Y Z X Z Y, , , , are positive
semidefinitematrices satisfying

=- ( )[ ] ( )W 0, 23X Y Z X1 O IO IO

= =- - ( )[ ] ( ) [ ] ( )W W0, 0. 24Y Z X Y Z Z X Y Z1 , , 1 , ,O IO O

The proof of this characterisationwas sketched in [17] using a somewhat different terminology towhatwe
employ; in particular, they express causal constraints in terms of restrictions of what terms are ‘allowed’ in a
Hilbert–Schmidt basis decomposition of amatrix (see appendix A.4).We give amore detailed proof in
appendix B.1.2, which is again based on a ‘teleportation technique’ (see lemmaB1 in appendix B), similar in
spirit to the one briefly sketched in section 3.3.

Let us break down and analyse the terms appearing in the decomposition(22) to understand better this
characterisation.

From the constraints in equation (24) it follows that, that for each partyX, thematrix = +(( ) ( )W WX X Y Z, ,

)( )W X Z Y, , satisfies = = =- - - -[ ] ( ) [ ] ( ) [ ][ ] ( )W W W 0Y Z X Z Y X Y Z X1 1 1 1O IO O IO O O
. Together with equation (23) and the

fact that ( )W X is positive semidefinite, this implies that ( )W X is a valid tripartite processmatrix compatible with
partyX acting first (since it satisfies equation (18) for =A Xk ).W is thus decomposed in equation (22) as a sum
of three valid processmatrices, which ensures in particular that it is itself a valid processmatrix.

On the other hand, thematrices ( )W X Y Z, , in the decomposition(22) are not necessarily valid process
matrices. Nevertheless, the constraints(24) imply that whatever theCPmapMX applied by thefirst partyX, the
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conditional processmatrix Ä( ) ≔ [ · ]( ) ∣ ( )W M WTrX Y Z M X X
YZ

X Y Z, , , ,X
is a valid bipartite processmatrix,

compatible with the causal order Y Z (indeed, it satisfies equation (19) for this causal order:
e.g. = =- -[( ) ] ( )[ ] ( ) ∣ [ ] ( ) ∣W W 0Y Z X Y Z M Y Z X Y Z M1 , , 1 , ,O IO X O IO X

).
The fact that thematrices ( )W X Y Z, , are not necessarily valid processmatrices, and thus that equation (22) does

not simply decomposeW into a combination of processmatrices compatible withfixed causal orders, is a
consequence of the possibility of dynamical (but still well-defined, albeit not fixed) causal orders (recall the
discussion at the end of section 2.3). In section 4.5wewill consider inmore detail a concrete example of a process
matrix allowing for such dynamical causal orders.

4.3. Generalmultipartite causally (non)separable processmatrices
Aswewill see below, it is possible to generalise the decomposition of proposition 3 to the case ofN-partite causal
separability.While the generalisation clearly provides a sufficient condition for causal separability, it turns out
that the proof that it is also a necessary condition does not readily generalise. Indeed, the proof for the tripartite
case in appendix B.1.2 relies on the fact that each term ( )W X in equation (22) is the sumof only two ‘base’ terms,
something that is not true in the natural generalisation of this decomposition. (Tounderstand this better, we
encourage the interested reader to look at the subtleties of that proof.)

For the generalmultipartite case, we therefore provide the following, separate, necessary and sufficient
conditions. Since these arise fromdifferent considerations, wewill present and discuss these individually.
Indeed, although these coincide in the bipartite and tripartite cases, it remains an open questionwhether this is
the case in general (or if one is both necessary and sufficient but not the other, or if neither are).

4.3.1. Necessary condition
The necessary conditionwe present here is based on the teleportation technique and is a generalisation of the use
of this approach in the proof of the tripartite characterisation. The teleportation technique ismore formally
described in lemmaB1 in appendix B, butwe briefly outline how it leads to the necessary condition to help
understand the condition itself. The idea is to consider, in equation (13) of definition 5, a specific shared
incoming ancillary state, as well as specific operationsMk applied by the partiesAk, for which there is a
straightforward relation between the forms of the respectiveN-partite processmatrices inwhichAk actsfirst,
and the corresponding -( )N 1 -partite conditional processmatrices that we obtain afterAk has operated. As the
latter are by definition causally separable (and satisfy thus the necessary conditions for -( )N 1 -partite causal
separability), this allows us to infer necessary conditions for the causal separability of the originalN-partite
processmatrix.

More precisely, we provide, as ancillary incoming systems, amaximally entangled state between every pair of
parties, defining an overall ancillary state ρ. IfW is a causally separable processmatrix, then, by definition,

rÄW can be decomposed into a sumof processmatrices r
( )W k compatible with a given partyAk actingfirst (see

equation (13) in definition 5); furthermore, as ρ is pure, one canwrite r= Är
( ) ( )W Wk k with ( )W k itself being

compatible withAkfirst. For each such processmatrix ( )W k the partyAk can then ‘teleport’ the part of ( )W k on
their systemsAk

IO to another party ¢Ak by applying an appropriate CPmapMk. The effect is that the resulting
-( )N 1 -partite conditional processmatrix r( )( ) ∣W k Mk

formally has the same form as ( )W k (tensoredwithwhat is
left over of the, now reduced, ancillary state ρ), except that the systemsAIO

k are instead attributed (‘teleported’) to
the ancillary incoming system ¢

¢AI
k of ¢Ak . From the definition of causal separability, r( )( ) ∣W k Mk

must itself be
causally separable, so the necessary condition can be recursively applied to this -( )N 1 -partite processmatrix
until the base case ofN=3, given by proposition 3, is reached.

We give the full details of the proof of the necessary condition in appendix B.2.1. However, in order to state
more formally the condition itself, let us introduce the following notation. For a givenmatrix ÎW AIO , we

denote by Î Ä
¢
¢¢

¢ ⧹W A AA A
IO

k
I
k

IO
k

I
k

the samematrix, where the systemsAIO
k are attributed to some other system

¢
¢AI

k (of the same dimension asAIO
k ).More formally,

å ñá Ä Ä ñá ¢
¢

¢
¢

≔ [∣ ∣ · ] ∣ ∣ ( )⧹W i j W j iTr , 25A A

i j
k

A k A

,

IO
k

I
k

IO
k

I
k

where ñ{∣ }i is an orthonormal basis of ÄA AI
k

O
k
.

We then obtain the following recursive necessary condition:

Proposition 4 (Necessary condition for generalmultipartite causal separability).AnN-partite causally
separable process matrix ÎW AIO (as per definition 5)must necessarily have a decomposition of the form


å=
Î

( )( )W W , 26
k

k
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where each ( )W k is a valid process matrix compatible with party Ak acting first, and such that for each ¢ ¹k k,
 ¢

¢

( )W k
A AIO

k
I
k

is an -( )N 1 -partite causally separable process matrix.
Hence, any constraints satisfied by -( )N 1 -partite causally separable process matricesmust also be satisfied by

( )W k after re-attributing the system ¢
¢AI

k back to AIO
k —i.e. after formally replacing ¢AI

k by ¢
¢
¢A AI

k
I
k and then ¢

¢AI
k by AIO

k

in the constraints written using the notation defined in equation (14).

The decomposition of equation (26) follows from that of equation (13) in our definition of causal
separability, for the appropriate choice of ancillary state andCPmaps, as described above (see appendix B.2.1).

To further clarify this condition, let us illustrate, in the fourpartite case (with parties A B C D, , , ), howone
can use it to obtain explicit constraints on causally separable processmatrices. Proposition 4 implies that a
fourpartite causally separable processmatrixWmust be decomposable as

= + + + ( )( ) ( ) ( ) ( )W W W W W , 27A B C D

with each ( )W X (for =X A B C D, , , ) being a valid processmatrix compatible with partyX acting first—hence
satisfying equation (18) for =A Xk .7 For eachX and every other party ¹Y X , the recursive constraint that

 ¢
( )W X
X YIO I is a tripartite causally separable processmatrix further implies, according to proposition 3 (for the

three parties ¹Y Z T X, , ) and after re-attributing the system ¢YI toXIO (i.e. replacingYIO by ¢Y YI IO and then ¢YI

byXIO in the constraints), that theremust exist a decomposition of ( )W X of the form8

= + +

= + +

+ + +

  

  

  
( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

[ ] [ ] [ ]

[ ] [ ] [ ]

[ ] [ ] [ ]

W W W W

W W W

W W W , 28

X X Y X Z X T

X Y Z T X Y T Z X Z Y T

X Z T Y X T Y Z X T Z Y

, , ,

, , , , , , , , ,

, , , , , , , , ,

X Y X Y X Y

X Y X Y X Y

X Y X Y X Y

where each term appearing in the decomposition is positive semidefinite, = +
  

( ) ( ) ( )
[ ] [ ] [ ]

W W WX Y X Y Z T X Y T Z, , , , , , ,

X Y X Y X Y

,
etc, andwith (for all ¹ ¹ ¹X Y Z T )

= =

= =

= =

= =

- -

- -

- -

- -

 

 

 

 
( )

[ ] ( ) [ ] ( )

[ ] ( ) [ ] ( )

[ ] ( ) [ ] ( )

[ ] ( ) [ ] ( )

[ ] [ ]

[ ] [ ]

[ ] [ ]

[ ] [ ]

W W

W W

W W

W W

0,

0,

0,

0. 29

Y Z T X Y Z X Y T X Z

Z T X Y Z T T X Y Z T

Y T X Z Y T T X Z Y T

T X Y X Z T Y Y X Z T Y

1 , 1 ,

1 , , , 1 , , ,

1 , , , 1 , , ,

1 , , , 1 , , ,

O IO IO

X Y

O IO IO IO

X Y

O IO

X Y

O

X Y

O IO

X Y

O

X Y

O IO IO

X Y

O

X Y

Finally, we remark that the constraints obtained by considering teleporting each partyXʼs system to just a
single other partyY (i.e. by just demanding the existence of a decomposition of the above form for some other
partyY, rather than for all other parties ¹Y X ) yields conditions that are still necessary for the causal
separability ofW, but which are generally weaker than those given in proposition 4. Indeed, in appendix F.1we
give an example of a fourpartite processmatrix which satisfies thoseweaker conditions but not all of those given
above.

4.3.2. Sufficient condition
A sufficient condition for causal separability can be obtained by considering a stricter formof the recursive
decomposition(26) in proposition 4. In particular, we demand thatWhas a decomposition into ( )W k

compatible withAk actingfirst and such that each ( )W k itself recursively satisfies the sufficient constraints for an
-( )N 1 -partite processmatrix withoutAk

IO being traced out. One can easily verify that the decomposition(22)
in the tripartite case is a generalisation of this kind from the bipartite case. In the fourpartite case described
explicitly above, thismeans that for each partyX there should be a single decomposition of the form(28) (i.e. no
longer dependent onY) such that the constraints(29) are satisfiedwithout tracing outXIO on thefirst and fourth
lines. The fact that, unlike in the necessary conditions, we only consider a single (recursive) decomposition of
each ( )W k means that we can give amore explicit formulation for the sufficient condition.

Before stating the sufficient condition, let us introduce somemore notations. LetΠ denote the set of
permutations (generically denoted byπ) of  . For an ordered subset ¼( )k k, , n1 of  with n elements (with
 n N1 , ¹k ki j for ¹i j), let P ¼( )k k, , n1

be the set of permutations of  for which the element k1 isfirst, k2

7
Note that the existence, for allY, of a decomposition of the formof equation (28) satisfying equation (29) implies all the constraints of

equation (18), except for the third line (i.e. =-[ ] W 0X Y Z T1 O IO IO IO ).
8
Here the superscripts [ ]X Y are simply labels to indicate that, for eachmatrix ( )W X , there are potentially different decompositions of the

form(28) for each ¹Y X . (The sufficient condition belowwill in fact precisely be obtained by assuming that these decompositions do not
depend onY.)
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is second,K, and kn is nth—i.e. p p pP = Î P = ¼ =¼ { ∣ ( ) ( ) }( ) k n k1 , ,k k n, , 1n1
.With these notations, we have

the following sufficient condition, that directly generalises the decomposition of proposition 3.

Proposition 5 (Sufficient condition for generalmultipartite causal separability). If amatrix ÎW AIO can be
decomposed as a sum of !N positive semidefinite operators pW 0 in the form

å=
p

p
ÎP

( )W W , 30

such that for any ordered subset of parties ¼( )k k, , n1 of  (with  n N1 , ¹k ki j for ¹i j), the partial sum

å
p

p¼
ÎP ¼

≔ ( )( )
( )

W W 31k k, , n

k kn

1

1, ,

satisfies

 =- ¼¼ ( )[ ] ( )⧹{ }W 0, 32A A k k1 , ,
O
kn

IO
k kn n1, ,

1

thenW is a valid causally separable process matrix (as per definition 5).

This decompositionwas also suggested independently byOreshkov as a possible generalisation of
proposition 3 [32] (although following the approach of [2, 17], Oreshkov expressed it differently, namely in
terms of allowed terms in aHilbert–Schmidt basis decomposition of thematrices ¼( )W ;k k, , n1

see appendix A.4).
The proof that the condition above is indeed sufficient is given in appendix B.2.2. In order to understand it
better, it is nonetheless worth discussing the formof the decomposition and the terms appearing within in a little
more detail.

Firstly, note that one can easily show by induction (see appendix B.2.2), that if equation (32) is satisfied for all
¼( )k k, , n1 , then one also has, for all ¼( )k k, , n1 with  <n N1 , that

  


 " Í ¼ ¹ Æ = - ¼
Î

¼⧹{ } ( )[ ] ( )⧹{ } ⧹k k W, , , , 0. 33n A A k k1 1 , ,
i

O
i

IO
k kn n1, ,

1

Note also that since all pW 0, all ¼( )W 0k k, , n1
aswell.

For n=1, equations (32) and(33) imply that eachmatrix ( )( )W 0k1
is a valid processmatrix compatible

with party Ak1
acting first; indeed, equation (18) is satisfied for =A Ak k1

. As = å ( )W Wk k1 1
according to

equations (30)–(31), this ensures in particular thatW is indeed a valid processmatrix.
Note, however, that in general thematrices ¼( )W k k, , n1

for >n 1arenot valid processesmatrices compatible
with the causal order   A Ak kn1

. Indeed, aswe alreadyobserved in the tripartite case, ¼( )W k k, , n1
maynot

generally be a validprocessmatrix at all.Nevertheless, comparingwith equation (18), one can see that equations (32)
and(33) imply thatwhatever theCPmaps ¼ -M M, ,k kn1 1

applied by the -n 1parties ¼ -A A, ,k kn1 1
, the

conditionalmatrix Ä Ä Ä¼ Ä Ä ¼
¼

¼- - -
-( ) ≔ [ · ]( ) ∣

⧹{ }
( )W M M WTrk k M M k k k k

k k
k k, , , ,

, ,
, ,n k kn n n

n
n1 1 1 1 1 1 1

1 1
1

is a
valid - +( )N n 1 -partite processmatrix, compatiblewith party Akn

actingfirst.
Aswe have noted already, the condition of proposition 5 coincides, in the bipartite and tripartite cases, with

those given in propositions 2 and 3, respectively. Indeed, for these cases, the necessary and sufficient conditions
given here coincided. For four-or-more parties it remains an open questionwhether this is also the case.We
performed several numerical searches for processmatrices satisfying the necessary but not sufficient conditions
(see appendix F.2) and failed tofind any such examples, although the complexity of the numerical searches
means that we caution against interpreting this as evidence that the conditions coincide in general. In
appendix B.3, however, we show that they do coincide in the specific fourpartite case with =d 1DO

. This is a
rather restricted scenario (where any processmatrix is compatible withD acting last), but nonetheless includes
cases of interest such as the fourpartite variant of the quantum switchwe discuss at the end of this section.

Finally, we note that the decomposition in proposition 5 has consequences beyond the definition of causal
separabilitymeriting additional interest: as we show elsewhere [33], it characterises precisely (i.e. providing a
necessary and sufficient condition for) quantum circuits with classical control of causal order.

4.4.Witnesses of causal nonseparability
While the previous characterisations providemathematical descriptions of causally (non)separable process
matrices, an important problem is the ability to detect and certify causal nonseparability in practice. One
approach that has been explored extensively is to show the violation of causal inequalities [2, 16, 22, 34, 35],
which is indeed only possible (within the processmatrix formalism)with causally nonseparable processmatrices
(see appendix E), and provides a device-independent certificate of noncausality. However, certain causally
nonseparable processmatrices are knownnot to violate any such inequalities—this is, e.g. the case for the
quantum switch [14, 17].
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Another approach,first introduced in [14] for the bipartite and restricted tripartite scenarios, and further
studied in [15], is to constructwitnesses of causal nonseparability—or ‘causal witnesses’ for short. Here, we outline
this approach before describing how the conditions given in the previous subsections allow us to construct
causal witnesses for generalmultipartite scenarios. This will permit a full analysis of the examples in the
following section, as well as the verification of certain results already claimed in previous sections.While the
overall approach of causal witnesses—and their formulation as efficiently solvable SDP problems—in the
general casemirrors that of the specific scenarios previously studied [14, 15], the validity of the generalisation
rests on certain technical details whichwe prove in appendixG.

A causal witness is defined as aHermitian operator S such that

[ · ] ( )S WTr 0 34sep

for all ÎW sep sep, where Ìsep is the set of causally separableprocessmatrices. For any causally
nonseparableW ns, it is known that there exists a causalwitness S such that <[ · ]S WTr 0ns [14, 15]. Given a
process, a causalwitness S canbe ‘measured’byhaving eachparty implement suitably chosenoperations or
measurements, providing a nowdevice-dependent test of causal nonseparability. This approachhas beenused, e.g.
to verify experimentally the causal nonseparability of twodifferent implementations of the quantumswitch [25, 27].

Propositions 2, 3, 4 and 5 allow for the characterisation of the convex cone sep of causally separable
processes—or, for the latter two propositions, outer and inner approximations+

sep and-
sep thereof—in

terms ofMinkowski sums and intersections of linear subspaces and of the cone of positive semidefinite
operators  . The set of causal witnesses is then precisely the dual cone of sep, * = ( )sep [14, 15]. A
characterisation of  can, in general, be obtained from the description of sep by using the following duality
relations for any two nonempty closed convex cones 1 and 2 [36]:

* * * * * *       + = Ç Ç = +( ) ( ) ( ), 351 2 1 2 1 2 1 2

(where    + = + Î Î{ ∣ }c c c c,1 2 1 2 1 1 2 2 is theMinkowski sumof the two cones 1 and  ;2 note that all the
coneswe shall consider will be nonempty, closed and convex).

Since these cones are convex, the constructionof causalwitnesses (or of explicit decompositions of causally
separable processmatrices) canbe efficiently performedwith SDP, asfirst described in [14]; wewill followhere the
slightly different approachof [15]. The questionofwhether a givenW is causally separable canbe reformulated as
the optimisationproblemof howmuchwhite noise canbe added to a processmatrix before it becomes causally

separable. Let   


=  Î
◦ dA

k A
IO

I
k be the ‘white noise’processmatrix (which corresponds to each eachparty just

receiving a fullymixed state  dA
A

I
k

I
k, and is causally separable), and consider the noisy processmatrix

=
+

+( ) ( ) ( )◦W r
r

W r
1

1
. 36

Since the normalisation is irrelevant tomembership of sep, determining whetherW is causally separable can
be thus phrased as the SDP optimisation problem

 + Î ( )◦
r

W r
min

s.t. , 37sep

which can be efficiently solved using standard software bywriting sep in terms of SDP constraints (see [15], the
examples below and appendixG for further details). The solution to this problem, r*, gives the random robustness

*( )rmax , 0 ofW, and a value * >r 0 implies thatW is causally nonseparable [14, 15].
Equation (37) is known as the primal problem, and is related to the dual problem

Î =
[ · ]

[ · ] ( )◦
S W

S S
min Tr

s.t. and Tr 1, 38

defined over the dual cone  of sep [14, 15]. The optimal solution S* is a witness of the causal nonseparability
ofWwhenever * <[ · ]S WTr 0. The StrongDuality theorem for SDPproblemsmoreover relates these two
problems, stating that their solutions satisfy

* *= - [ · ] ( )r S WTr . 39

In appendixGwe show that(38) is indeed the dual of(37) and that the StrongDuality theorem is indeed
applicable for arbitrary scenarios, as well as giving some further details. This implies in particular that thewitness
S* thus obtained is optimal whenW is subject towhite noise, in the sense that it witnesses the causal
nonseparability of all noisy processmatricesW(r)with r sufficiently small ( *<r r ) so as forW(r) to remain
causally nonseparable.

Formore than three parties, thewitnesses in the set * =+ +( )sep obtained from the cone Ê+
sep sep

arising from thenecessary condition of proposition 4 are also validwitnesses of sep since  Í+ .On the other
hand, by solving the primal SDPproblemover the cone-

sep arising from the sufficient condition in proposition5,
one can show the causal separability of any Î Í-W Wsep sep (through the constructionof an explicit causally
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separable decomposition forWof the formgiven inproposition 5). Recalling the claim that suchprocessmatrices
correspondprecisely to quantumcircuitswith classical control of orders [33], the dual cone - is thus the set of
‘witnesses for no classical control of causal order’ (which can thus be foundby solving the dual SDPproblem).

In appendixGwe give some concrete characterisations of the cones sep and  for different scenarios in
terms of SDP constraints, andwhich are relevant for the examples that we shall now give in the following section.

4.5. Examples
In the bipartite scenario and restricted tripartite scenario inwhichC has no outgoing system, several examples of
causally nonseparable processmatrices have previously been formulated and studied in detail [2, 14, 17]. The
characterisations of the cones of causal witnesses that we give in appendixG.2 for these bipartite and restricted
tripartite scenarios (see equations (G3) and(G5)) are equivalent to those given in [14, 15], and can readily be used
to verify the causal nonseparability of these examples, following the approach just outlined.

Asmentioned already in section 3.1, the quantum switch is a particularly interesting example of a causally
nonseparable processmatrix in the second of these scenarios. In that same scenario we have in fact also already
looked at another explicit example: the processmatrixW act. (10) introduced in section 3.3 to show the
‘activation of causal nonseparability’underOGʼs definition of causal separability. An explicit witness from the
cone(G5) is given in appendix C, equation (C2), which could thus have been equally well foundwith the
approach of [14, 15].

Another example of ‘activation of causal nonseparability’underOGʼs terminologywas given in [17] in the
different tripartite case inwhich one party, say nowA, has only a nontrivial outgoing system, and can thus always
be seen as actingfirst. Awitness for this example can be found by solving the dual SDP problem(38) using now
the cone of witnesses(G7) corresponding to this restricted tripartite scenario.

Ofmore novel interest is the fourpartite scenario, inwhich causal separability has not previously been
characterised.Aparticularly interesting and simple example here is a fourpartite versionof the quantumswitch, in
which a partyA(lice)hasno incoming system ( =d 1AI

) and always actsfirst, while another partyD(orothy)has no
outgoing system ( =d 1DO

) and always acts last. Let us describemore precisely this versionof the quantumswitch.
The switch is composedof twoqubits: a control qubit anda target qubit. Initially,Aliceprepares the control qubit in

somestateofher choosing (in general as a functionofher inputx). (Note that it is here that the fourpartite switch
describedherediffers fromthe tripartiteone,where the control qubit is in afixed superposition.)The target qubit,
initially prepared (externally to the fourparties) in somestate yñ∣ , is then sent toBobandCharlie,whoact in anorder
that dependson the stateof the control qubit: if it is ñ∣0 thenBobactsbeforeCharlie ( B C),while if it is ñ∣1 then
Charlie acts beforeBob ( C B). If it is in a superposition, thenBobandCharlie can insteadbe seen toact in a
superpositionofdifferentorders. Finally, bothqubits are sent toDorothywhocanperformameasurementon them
(for simplicity,wewill consider thatD simply ignores the target qubit and thuswill trace it out, as thiswill not change the
discussion that follows)9. Labelling the relevant incomingandoutgoing systems (where the superscripts indicate control
and target qubits)AO

c ,BI
t,BO

t ,CI
t,CO

t ,DI
t,DI

c, theprocessmatrix for thequantumswitchcanbewritten [14, 17, 29]

 

 

y

y

= ñá

ñ = ñ ñ ñ

+ ñ ñ ñ

∣ ∣

∣ ∣ ∣ ∣ ⟫ ∣ ⟫ ∣
∣ ∣ ∣ ⟫ ∣ ⟫ ∣ ( )

W w w

w

Tr

with 0 0

1 1 , 40

D

A B B C C D D

A C C B B D D

switch
I
t

O
c

I
t

O
t

I
t

O
t

I
t

I
c

O
c

I
t

O
t

I
t

O
t

I
t

I
c

where  ñ ñ + ñ ñ∣ ⟫ ≔ ∣ ∣ ∣ ∣0 0 1 1 is the pureCJ representation (in the computational basis ñ ñ{∣ ∣ }0 , 1 ) of an identity
qubit channel. Note that, while Alice has control over the causal order of the other parties, this switch differs
from a classical dynamical control of causal order in that she has coherent quantum control over the control
qubit (and thus the causal orders).

In this particular restricted fourpartite scenario, our necessary and sufficient conditions for the causal
separability of a processmatrixW coincide and reduce to the existence of a decomposition of the form

= +( ) ( )W W WA B C D A C B D, , , , , , with ( ) ( )W W, 0A B C D A C B D, , , , , , (which need not be valid processmatrices)
satisfying = = = =- - - -[ ] ( ) [ ] ( ) [ ] ( ) [ ] ( )W W W W 0B C D A B C D C D A B C D C B D A C B D B D A C B D1 , , , 1 , , , 1 , , , 1 , , ,O IO I O I O IO I O I

(andwith
=-[ ] W 0A B C D1 O IO IO I

to ensure, with the previous constraints, thatW is valid); see proposition B7 in
appendix B.3. These conditions thus characterise precisely the cone sep in the scenario considered here, and

9
Wenote that the quantum switchwas also described as a fourpartite process in [25], with one party acting first, and one acting last.

However, in that reference thefirst party was controlling the target qubit, rather than the control qubit as we consider here. In that case (with
thefirst party controlling the target qubit), the random robustness is increased to 2.767.One could also have here a first party that controls
both the target and control qubits (as in [29]), which further increases the tolerable white noise to 4.686; for simplicity we do not consider
this possibility, as our goal here is just to illustrate the role of the control qubit. Note also that Rubino et al [25] used yet another definition of
causal nonseparability, different from the ones discussed in section 3, which did not allow for dynamical causal orders. As argued before and
discussed in [17, 22], such a definition is however too restrictive to really characterise processes that are compatible with awell-defined causal
order, as onewould like the notion of causal separability to do.Nevertheless, it turns out that thewitness constructed and experimentally
tested in [25] is not only awitness forfixed (nondynamical) causal orders, but also witnesses causal nonseparability as per our definition 5.
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the dual cone of causal witnesses  is then readily obtainable (see equation (G11) for the explicit
characterisation).

The causal nonseparability ofW switch can thus be verified by solving the dual SDP problem(38) and thereby
obtaining awitness of its causal nonseparability. Doing so, wefind that (up to numerical precision) the random
robustness ofW switch of 2.343 (note that this does not depend on the choice of initial state of the target qubit, so
in solving the SDPproblemnumerically we can take, e.g. yñ = ñ∣ ∣0 ). In experimental efforts tomeasure a
witness and verify the causal nonseparability of a processmatrix, onemay only have access to a restricted set of
operations for the parties.Many natural such constraints can also be imposed as SDP constraints, as described in
[15], allowing one tofind implementable causal witnesses. A particularly natural such constraint is to restrictB
andCʼs operations to unitary operations (as in the experimental implementation of the tripartite switch in
[24, 27]); we find that the tolerable white noise onW switch towitness its causal nonseparability is reduced, under
such a restriction, to 0.746.

It is important to note that if we trace out the last party fromW switch (i.e.DI
c in addition toDI

t), we obtain

     y y y y= ñá ñá + ñá ñá∣ ∣ ∣ ∣ ∣ ⟫⟪ ∣ ∣ ∣ ∣ ∣ ∣ ⟫⟪ ∣ ( )WTr 0 0 1 1 , 41D
A B B C C A C C B Bswitch O

c
I
t

O
t

I
t

O
t

O
c

I
t

O
t

I
t

O
t

which is causally separable since it is of the formof equation (22)with just thefirst two termsbeingnonzero:
= = +( ) ( ) ( )W W W WTrD A A B C A C B

switch
, , , , ,with ( )W A B C, , , ( )W A C B, , (defined as thefirst and second terms in

equation (41) above, respectively) and ( )W A satisfying the constraints of equations (23)–(24). Thiswas also the casewith
theoriginal tripartite versionof thequantumswitch (inwhich the control qubit is in thefixed state ñ + ñ(∣ ∣ )0 11

2
).

There, one is leftwith a simpleprobabilisticmixtureof channels in twodifferent directions after tracingout the last
party [14, 17]. In contrast here, equation (41) is not compatiblewith anyprobabilisticmixtureoffixedcausal orders:
indeed, ( )W A B C, , and ( )W A C B, , arenot validprocessmatrices, as = - ¹- -[ ] ( ) [ ] ( )W W 0A B C A B C A B C A C B1 , , 1 , ,O IO IO O IO IO

(these terms cancel in the sum +( ) ( )W WA B C A C B, , , , , so that =-[ ] ( )W 0A B C A1 O IO IO
as required for ( )W A tobe a valid

processmatrix). Rather, WTrD
switch is a ‘classical switch’ inwhichA can incoherently control the causal order between

B andC,which thus allows fordynamical causal orders.

5.Discussion

In this paper we studied the question of how to generalise the concept of causal (non)separability to the
multipartite case.We reviewed several definitions that had been proposed formultipartite scenarios in previous
works, namely the definition of causal separability introduced byAraújo et al [14] for a particular tripartite
situation, andOreshkov andGiarmatziʼs definitions of causal separability (CS) and extensible causal separability
(ECS) [17] for the generalmultipartite case.We established the equivalence betweenAraújo et alʼs (restricted)
definition of causal separability andOreshkov andGiarmatziʼs definition of ECS in the particular tripartite
situation considered byAraújo et al, thus linking two a priori different definitions for that case.Moreover, by
showing that ECS andCS are different in that scenario, we found that the two definitions of causal separability
proposed byAraújo et al [14] and byOreshkov andGiarmatzi [17]were inconsistent, a problem that thus needed
to be addressed.

We proposed a new general definition ofN-partite causal nonseparability, similar in spirit to the recursive
definitions that have been proposed formultipartite causal correlations [17, 22], andmore consistent with the
fact that the processmatrix framework always allows for parties to share additional ancillary systems.Our
definition thus avoids some unwanted features of the definition of CS in [17], such as the ‘activation’ of causal
nonseparability by shared entanglement.Moreover, we showed that our definition, although a priori different,
in fact reduces to the notion of ECS proposed in [17], which also reduces to the definition of Araújo et al [14] in
the particular restricted scenario considered there.

We then focused on characterising causally separable processmatrices, giving (in the generalmultipartite
case) two conditions—one necessary and one sufficient (Propositions 4 and 5, respectively)—for a given process
matrix to be causally separable. These conditions allowed us to characterise the corresponding sets of process
matrices through SDP constraints, and to generalise the tool of witnesses for causal nonseparability to the
multipartite case. In the bipartite and tripartite cases, our necessary and sufficient conditions coincide and
reduce to those previously described [2, 14, 17]. The principal open question raised by this work is whether this
also holds in the generalN-partite case with N 4, or whether one of the two is both necessary and sufficient
(or if one could derive yet another distinct condition, that wouldwe both necessary and sufficient).

Aswe show elsewhere, our sufficient condition characterises precisely the processes that can be realised as a
quantum circuit with classical control of causal order [33]. If that condition is in fact also necessary, this would
thus confirm the conjecture ofOreshkov andGiarmatzi, that causally separable processmatrices (or ‘extensibly
causally separable processes’ using their terminology) are those realisable by such ‘classically controlled
quantum circuits’ [17]. This would providemore solid founding for our understanding of the notion of causal
separability, whichwould then indeed correspond to our intuition (quantum circuits with possibly dynamical
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causal orders that are classically controlled). Furthermore, the proof in [33]would also provide a general explicit
construction to realise any given causally separable processmatrix in practice.

However, the forms of our necessary and sufficient condition, and the fact that the proof for the necessity of
the conditions in the tripartite case does not generalise straightforwardly tomore parties, indeed leave open the
possibility that our sufficient conditionmay turn out to not be necessary. If this is the case, it wouldmean that
there exist causally separable processmatrices that are not realisable as classically controlled quantum circuits—
andwhichwewould not currently knowhow to realise experimentally. It would certainly be interesting to
understandwhat kind of situations such processmatrices correspond to—and if (and how) they can be realised
quantummechanically. This question is reminiscent of the open problemofwhether processmatrices that allow
for the violation of causal inequalities are realisable with ‘standard’ quantummechanics. Here the question
would concern even less extreme situations: causally separable processmatrices.

Another question that arises naturally in themultipartite case is whether a given phenomenon is genuinely
multipartite, in the sense that its occurrence truly requires the coordinated action of a certain number of parties.
It would be important for our understanding ofmultipartite processmatrices to define a notion of ‘genuinely
multipartite causal nonseparability’, similar to the concept of ‘genuinelymultipartite noncausality’ for
correlations [35] and analogous to the notions of genuinelymultipartite entanglement [37] and nonlocality
[38–40]. It would then also be interesting to studywhether the definition can be refined to give a hierarchy of
degrees of causal nonseparability, similar to the approach in [35] for correlations, andwhether the
characterisation of the corresponding processmatrices and the construction of ‘witnesses of genuinely
multipartite causal nonseparability’ are still possible with SDP techniques. These questions are left for further
research.

Finally, our clarification of the definition of causal separability in theN-partite scenario, as well as
characterisations of causally separable processmatrices, should be helpful in the study of causal nonseparability
as a computational and information processing resource [4–13]. Indeed, sincemultipartite scenarios offer
significantly richer structure, understanding these scenarios is a prerequisite to grasping the full possibilities of
causal indefiniteness as a resource, and an important step towards developing a resource theory of
noncausality [41, 42].
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AppendixA. Characterisation of processmatrices

In thisfirst appendixwe showhow the valid processmatrices, as well as those compatible with a given causal
order, can be characterised.We then discuss some properties of processmatrices, and alternative
characterisations.

Recall that in the construction of the processmatrix framework (as in section 2.1), the CJ isomorphism
[20, 21] is used to represent the parties’ operations. Different versions of theCJ isomorphism exist; following [2],
onemay for instance define theCJ representation of a linearmap A A: I O as

   åÄ = ñá ¢ Ä ñá ¢ Î Ä
¢

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥≔ [ (∣ ⟫⟪ ∣)] ∣ ∣ (∣ ∣) ( )M m m m m A A , A1

m m
I O

T

,

T

where  is the identity channel, ñ{∣ }m m is a fixed orthonormal basis ofAI ,  å ñ Ä ñ∣ ⟫ ≔ ∣ ∣m mm , and T
denotes transposition in the chosen basis ñ{∣ }m m ofAI and somefixed basis ofAO. From itsCJ representation
M it is easy to recover themap, using  r r= Ä( ) [ [ · ]]MTr ;A

A T
I

O see for instance appendixA in [14] for
more details. Referring to this isomorphism, in the followingwe always identify linearmapswith their CJ
representation; recall in particular that a linearmap is CP if and only if its CJ representation is positive
semidefinite, and it is trace preserving if and only if its CJ representation satisfies =MTrA

A
O

I .

A.1. Valid processmatrices
Agivenmatrix ÎW AIO defines a validN-partite processmatrix if and only if it generates nonnegative and
normalised probabilities

 ( ∣ )P a x through the generalised Born rule of equation (4)—including in the case where

an ancillary quantum state ρ in some extension 
¢AI of the parties’ incoming spaces is attached toW (and thus

17

New J. Phys. 21 (2019) 013027 JWechs et al



shared among theN parties), and the parties’ operations are allowed to act on their joint incoming
systems Ä¢ ¢≔A A AII

k
I
k

I
k .

The constraint that the probabilities in equation (4) are nonnegative for any set of CPmaps—i.e. any positive

semidefinitematrices ∣Ma x
A
k k

IO
k

—and that this remains the casewhen attaching any ancillary quantum state

r Î ¢AI (and for any ¢
∣M 0a x

A
k k

II O
k

), translates into the constraint thatWmust be positive semidefinite [2, 14].
As for normalisation, the constraint is that equation (4)must give a total probability equal to 1 for any set of

CPTPmaps—i.e. any positive semidefinitematrices Mx
A
k
IO
k

satisfying =MA x
A

dO
k

k
IO
k

AO
k
, using the ‘trace-out-and-

replace’notation ·X defined in equation (14). It is easy to see that the constraint of positive semidefiniteness does

not play any role here; furthermore, note that for anymatrix ÎM AIO,
¢ + -≔ [ ]M M

d A1
AO

O
satisfies

¢ =MA dO
AO

and that any ÎM AIO satisfying =MA dO
AO

is of the form = + -[ ]M M
d A1

AO
O

. The

normalisation constraint thus translates into the constraint that

 + Ä Ä + =- -⎜ ⎟
⎡
⎣⎢
⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥· ( )[ ] [ ]M M WTr 1 A2

d A d A N1 1 1
AO

O
AO

N O
N

1
1

for any set ofmatrices Î ¼ ÎM A M A, ,IO N IO
N

1
1 . Expanding this constraint, andusing the fact that themap - ·[ ]A1 O

k is
self adjointwith respect to the trace (Hilbert–Schmidt) innerproduct (i.e. =- -[ · ] [ · ][ ] [ ]M W M WTr TrA A1 1O

k
O
k ),

onefinds that this is equivalent to


=
Î

( )W dTr and A3
k

AO
k

    


" Í ¹ Æ = -
Î

( )[ ] ⧹ W, , Tr 0. A4A1
i

O
i

Note that for simplicity we did not explicitly attach an ancillary state ρ toWhere; doing sowould have led to the
same conclusion. Full details for this whole argument can be found in appendixBof [14].

We shall in general ignore the normalisation constraint(A3)when talking about valid processmatrices. The
-2 1N linear constraints of equation (A4) define a linear subspace of AIO , whichwe denote by  , the subspace

of valid processmatrices: explicitly (noting that the constraints  
= -Î [ ] ⧹ WTr 0A1i O

i are equivalent to


  = -Î [ ] ⧹ W 0A A1i O

i
IO

),

   



 Î  " Í ¹ Æ = -
Î

( )[ ] ⧹W W, , 0, A5A A1
i

O
i

IO

as in equation (16) of themain text. It is furthermore straightforward to check that this is equivalent to the
following recursive characterisation, as in equation (15):

    
 





Î  " ¹ Æ Î = -
Î

( )⧹ [ ]W W W, , Tr and 0. A6A1
i

O
i

Summing up, the set of (nonnormalised) valid processmatrices is the convex cone  = Ç , where 
is the cone of positive semidefinitematrices.

A.2. Compatibility withfixed causal orders
Let us now analyse the constraints imposed on processmatrices by requiring that they are compatible with a
given causal order.

A.2.1. Causal order between two subsets of parties. Consider two nonempty disjoint subsets of parties
  ,1 2 .We say that the correlation

 ( ∣ )P a x is compatible with the causal order  1 2 if and only if
there is no signalling from the parties in 2 to the parties in1—i.e. themarginal probability distribution for the
outputs of parties in 1does not depend on the inputs of parties in 2:    =

   ( ∣ ) ( ∣ )⧹P a x P a x
1 1 2

for all 
 
x a,

1
.

We then say that a (valid) processmatrixW is compatible with the causal order  1 2 if and only if it only
generates correlations (through the generalised Born rule (4),possibly allowing for extensions ofWwith some
ancillary state ρ) that are compatible with  1 2.

Formally, thismeans (ignoring again for simplicity the possibility of attaching an ancillary state ρ; as before,

the same reasoning also goes through if we allow for this possibility) that whatever theCPmaps ∣Ma x
A
k k

IO
k

1 1

1

applied

by the parties in 1 andwhatever theCPTPmaps Mx
A
k
IO
k

2

2
and Mx

A
k
IO
k

3

3
(such that =MA x

A
dO

k
k
IO
k

AO
k

2 3
2 3

2 3

2 3
) applied by the

parties in2 and in    È≔ ⧹( )12 1 2 (whichmay be empty), respectively, onemust have
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=
Î Î Î Î Î Î

⎡
⎣⎢

⎤
⎦
⎥⎥

⎡
⎣⎢

⎤
⎦
⎥⎥⨂ ⨂ ⨂ · ⨂ ⨂ ⨂ · ( )∣ ∣M M M W M

d
M WTr Tr A7

k
a x
A

k
x
A

k
x
A

k
a x
A

k A k
x
A

k k

IO
k

k
IO
k

k
IO
k

k k

IO
k

O
k

k
IO
k

1 1
1 1

1

2 2

2

2

3 12

3

3

1 1
1 1

1

2 2
2

3 12

3

3

(i.e. the probabilities should be the same if the parties in 2 apply theCPTPmaps 

d
AO

k2
instead of Mx

A
k
IO
k

2

2
). As in the

previous subsection, the constraint of positive semidefiniteness of the CJmatricesMk does not play any role
here, andwe can equivalently write the above constraint as

 

 

  

  

+ +

= +

Î Î
-

Î
-

Î Î Î
-

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

⨂ ⨂ ⨂ ·

⨂ ⨂ ⨂ · ( )

[ ] [ ]

[ ]

M M M W

M M W

Tr

Tr A8

k
k

k
d A k

k
d A k

k
k

k
d

k
d A k

1 1

1

AO
k O

k

AO
k O

k

AO
k AO

k O
k

1 1

1

2 2
2

2 2

3 12
3

3 3

1 1

1

2 2
2

3 12
3

3 3

for anymatrices ÎM Ak IO
k . Expanding this constraint in a similar way as above (or as it was done inmore details

in appendix B of [14]), wefind that it is equivalent to the following   -- - -∣ ∣ ∣ ∣ ∣ ∣2 2N N1 1 2 linear constraints:

    


  " Í Ç ¹ Æ = -
Î

⧹ ( )[ ] ⧹ ⧹ W, , 0. A9A A2 1 2 2 1
i

O
i

IO
2

1 2

Combining these conditionswith those from equation (A5) to ensure thatW is a valid processmatrix, and
removing redundant constraints10, one can then characterise the subspace  1 2 of (valid) processmatrices
compatible with the causal order  1 2 through the following    - + -- - - -∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣2 1 2 2N N N2 1 1 2

constraints:

    

    

 



 



  

Î  " Í ¹ Æ =

" Í Ç ¹ Æ =





-

-

Î

Î

 ⧹

⧹ ( )

[ ]

[ ]

⧹

⧹ ⧹

W W

W

, , 0

and , , 0. A10

A A

A A

1 2 1 1

2 1 2 2 1

i
O
i

IO

i
O
i

IO

1 2

1

1

2

1 2

Let us assume now that1 and2 cover the full set  , so that   È =1 2 . The characterisation above
then simplifies to the following  + -∣ ∣ ∣ ∣2 2 21 2 constraints:

  

   

  

 



  



 

È =
Î  " Í ¹ Æ =

" Í ¹ Æ =





-

-

Î

Î


[ ]

( )

[ ]

[ ]

⧹

⧹

W W

W

For :

, , 0

and , , 0. A11

A A A

A A

1 2

1 1 1 1

2 2 2 1

i
O
i

IO IO

i
O
i

IO

1 2

1

1 1 2

2

2 2

Comparing these constraintswith equation (A5), one can see that the third line of equation (A11) is equivalent to
imposing that the reduced process  WTr

2
is in 1, the subspace of valid ∣ ∣1 -partite processmatrices for parties

in ;1 while the fourth line is equivalent (using the fact thatW= 0 if and only if  
Ä =[ · ]M WTr 0

1 1
2 for all

M
1
) to imposing thatwhateverCPmaps 

ÎM AIO1
1 appliedby theparties in1, the conditionalmatrix

 



Ä≔ [ · ]∣W M WTrM 1 1 1

2 must be in the subspace 2 of valid processmatrices for theparties in2 (note
that M

1
mayormaynot beof a product form Î⨂ Mk k1 1 1

here, and that its complete positiveness is in fact
irrelevant)11.We thus equivalently have the following characterisation:

      





 
È = Î  Î " Î Î[ ] ( )∣W W M A WFor : Tr and , . A12IO M1 2

1 2
2

1
1

1
1

2

These constraints are indeed quite intuitive: they simply correspond to the fact that for a processmatrix
correlation

 ( ∣ )P a x to be compatible with the causal order  1 2 (with   È =1 2 ), the probability
distributions  

 ( ∣ )P a x
1 1

and    
      ( ∣ ) ≔ ( ∣ ) ( ∣ )P a x a P a x P a x,

2 1 1 1
can be calculated from  WTr

2
and

∣W M 1
, and

must bewell-defined.
In particular, for = { }Ak1 (a singleton of just one party coming first) and = ⧹Ak2 , equation (A11)

becomes

10
One caneasily see that the constraints fromequation (A5) forwhich Ç ¹ Æ2 are already impliedby thoseof equation (A9): indeed,defining

  Ç≔1 1 and     Ç Í≔ ( ⧹ ) ⧹2 1 1, in such a caseonehas Ç ¹ Æ2 2 and


 


 = -  -Î Î[ ] [ ]⧹ ⧹WA A A A1 1i O
i

IO i O
i

IO1
1 1


   =

 -Î
( )[ ] ⧹ ⧹ W 0

A A1i O
i

IO2
1 2 according to equation (A9).Only the constraints fromequation (A5) forwhich Ç = Æ2 , i.e.  Í ⧹ 2 as in

the second lineof equation (A10) (where was renamed1), are nonredundant.
11

Although the constraints in the fourth line of equation (A11) arewritten exactly as those that would define 2, we emphasise that they
apply here to somematrix ÎW AIO , rather than to ÎW AIO

2 as in the definition of 2. This is why theymust of course not directly be
interpreted as implying that ÎW 2, but  Î∣W M 1

2 for all M 1, as in equation (A12).
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 Î  = " Í ¹ =- -
Î

 ⧹ ( )( ⧹ )
[ ] [ ]⧹ ⧹ ⧹W W k W0 and , 0, 0, A13A A

A A A A1 1
k k

O
k

IO
k

i
O
i

IO
k

as in equation (18) of themain text. For  = ⧹Ak1 and = { }Ak2 (a singleton of just one party coming last),
equation (A11) becomes

   



 Î  " Í ¹ Æ = = - -
Î

 ⧹ ( )( ⧹ )
[ ] [ ]⧹ ⧹W k W W, , 0 and 0. A14A A

A A A A1 1
k k

i
O
i

IO
k

IO
k

O
k

A.2.2. Causal order between several subsets of parties. Consider nowK disjoint subsetsi of  . Generalising the
idea of causal order between two subsets of parties, we say that the correlation

 ( ∣ )P a x is compatible with the
causal order       K1 2 if and only if there is no signalling from ‘future parties’ to ‘past parties’—i.e.
if for any = ¼ -k K1, , 1, the outputs of parties in   =≔ ⋃( )k i

k
i1 do not depend on the inputs of the

parties in > = +≔ ⋃( )k j k
K

j1 :     = >

   ( ∣ ) ( ∣ )⧹( ) ( ) ( )P a x P a x
k k k

for all  

 
( )x a,

k
, or equivalently, the correlation

is compatible with the causal order   >( ) ( )k k for all = ¼ -k K1, , 1.
As before, we then say that a processmatrixW is compatible with the causal order     K1 if and only

if it only generates correlations that are compatible with that order. Similarly to  1 2, we define the subspace

    

=

-
> ≔ ⋂ ( )( ) ( ) A15

k

K

1

1
K k k1

of (valid)processmatrices compatible with the causal order     K1 .
In the case where the subsetsi define a full partition of  (i.e. where  ==⋃i

K
i1 ), we easily obtain,

from equations (A11) and(A12) (after removing redundant constraints as in footnote 10), that



= Î " = ¼ " Î Î

" = ¼ " Í ¹ Æ - =
=

Î

<
<

> <

>

[ ⋃ ] ⟺

⟺ [ ]
( )

∣( )
( )

( ) ( )

( )/

K N W L k K M A W L

k K X K X
A A A

W

For : 1, , , , Tr

1, , , , ,
1

0
A16i

K

i
K K

K IO
K

K M
K

k k k

i X
O
i

IO
K X

IO
K

1

K
k

k
k K k

k

k

k k k

1

with  < =
-≔ ⋃( )k i

k
i1

1 for = ¼k K2, , ,  = = Æ< >( ) ( )K1 ,


=
<∣ ( )

W WM 1
.

In particular, in the case where all subsets k are singletons—i.e.  = p{ }( )Ak k for some permutationπ of
—wefind that the subspace  p p( ) ( )A A N1 of processmatrices compatible with the causal order

p p p   ( ) ( ) ( )A A A N1 2 is characterised by [14, 30, 31]

Î  " = ¼ =-p p p p > ( )[ ]( ) ( ) ( ) ( )W k N W1, , , 0 A17A A
A A1

N
O

k
IO

k1

with p p p> = + ¼( ) { ( ) ( )}k k N1 , , for = ¼ -k N1, , 1, p > = Æ( )N (as in equation (19)whenπ is the
identity permutation).

A.2.3. Particular cases with =d 1AI
f or =ℓd 1AO

. Suppose there exists a partyAfwhich has a trivial incoming

space, i.e. such that =d 1AI
f . The constraints of equation (A5) can bewritten, depending onwhether ÎAf or

ÏAf and renaming ⧹Af in the former case, in the forms


  =-  -Î[ ] [ ] ⧹ ⧹ W 0
A A A1 1O

f
i O

i
IO

Af for all

 Í ⧹Af and


  =
 -Î [ ] ⧹ ⧹ W 0

A A A1O
Af

i O
i

IO
Af for all  Í ¹ Æ⧹A ,f , respectively. Summing up these two

constraints in the casewhere ¹ Æ (and keeping thefirst one for the case where = Æ), wefind that  is
characterised by the same constraints as those characterising   ( ⧹ )A Af f in equation (A13), namely

 

  

 





 

= Î  Î

 = " Í ¹ Æ =- -
Î

[ ]

⧹ ( )

( ⧹ )

[ ] [ ]⧹ ⧹ ⧹

d W W

W A W

For 1:

0 and , , 0. A18

A
A A

A A f A A1 1

I
f f f

O
f

IO
Af

i
O
i

IO
Af

Hence, in that case any valid processmatrix is compatible with partyAf actingfirst. This corresponds indeed to
the natural intuition that, because partyAf does not receive any physical system from anyone, they do not need to
wait for any other party to act before them.

In the case where several parties in ¼≔ { }A A, ,f f fn1
have trivial incoming spaces (such that =d 1

AI

fj for

all = ¼j n1, , ), equation (A18) easily generalises to12

12
This implies in particular that for an extension of the outgoing systems only, ÄW W ext. with Î ¢W AO

ext. is valid only if W ext. is
proportional to the identity operator: see footnote 12.
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= " Î Î  Î "

 = " Í ¹ Æ =- -
Î

[ ]

⧹ ( )

( ⧹ )

[ ] [ ]⧹ ⧹ ⧹

d A W W j

W W

For 1, :

0 and , , 0. A19

A f f
A A

A A f A A1 1

I

f j
j

f j f j

O
f

IO
f

i
O
i

IO
f

Instead of =d 1AI
f , suppose now that there exists a party ℓA which has a trivial outgoing space, i.e. such that

=ℓd 1AO
, and consider the causal order  ( ⧹ )ℓ ℓA A . Note that in this case themap  ℓW WAO

reduces to the
identity, so that any constraint of the form =- ¼[ ]ℓ W 0A1 O

is trivially satisfied. The nontrivial constraints from
equations (A5) and(A14) then reduce to the same set of constraints, namely,

 

  

 



 

= Î  Î

 " Í ¹ Æ = -
Î

[ ]

⧹ ( )ℓ

( ⧹ )

[ ]

ℓ ℓ ℓ

ℓ ℓ⧹ ⧹

d W W

A W

For 1:

, , 0. A20

A
A A

A A A1

O

i
O
i

IO
A

I

Hence, similarly to the previous case, here any valid processmatrix is compatible with party ℓA acting last. This
is again rather intuitive: as party ℓA sends no physical systemout and cannot signal to anyone, then they can
always come last—see, e.g. themotivation for only considering fixed orders with partyC coming last in Araújo
et alʼs definition of causal separability [14].

If now several parties in ¼≔ { }ℓ ℓ ℓA A, ,
n1
have trivial outgoing spaces (such that =ℓd 1AO

j for all

= ¼j n1, , ), then one can easily check that any processmatrix is compatible with all those parties acting last,
with any causal order among them: for any permutationπ of ¼{ }n1, , ,

  

   

  



   

= " Î Î  Î

 " Í ¹ Æ = -

p p

Î

 [ ]

⧹ ( )
ℓ ℓ

ℓ

( ⧹ )

[ ]

ℓ ℓ ℓ ℓ

ℓ ℓ

( ) ( )

⧹ ⧹

d A W W

W

For 1, :

, , 0. A21

A
A A

A A A1

O
j j

n

i
O
i

IO I

1

It is worth emphasising that no similar property holds for several parties in = ¼{ }A A, ,f f fn1
having trivial

incoming spaces, as considered previously: any processmatrix is compatible in that case with any causal order
 ( ⧹ )A Af fj j

(as in equation (A19)), but not necessarily with      ( ⧹ )A Af f fn1
(orwith any other

permutation of thefirst parties).13

Tofinish here, note, furthermore, that if a partyAk has both = =d d 1A AI
k

O
k , then clearly one can just ignore

it: in such a case,   Î  Î ⧹W W Ak.

A.2.4. Comment on our use of the notationp. Let us comment briefly here on our use of the notationp. Recall
that for two disjoint nonempty subsets 1 and2 of  , a probability distribution P is said to be compatible with
the causal order  1 2 if and only if    =

   ( ∣ ) ( ∣ )⧹P a x P a x
1 1 2

for all 
 
x a,

1
. It should be noted that the

relation ‘compatible with  1 2’ thus defined is not transitive, and therefore it does not define a partial order
between events. For instance, d d d( ∣ ) ≔P a b c x y z, , , , a z b c, ,0 ,0 (with δ the Kronecker delta and a z, taking at
least two different values) is compatible with A B and B C , but not with A C . This justifieswhy,
consideringmore subsets, we defined the notation       K1 2 to formallymean   >( ) ( )k k —

rather than just   +k k 1—for all = ¼ -k K1, , 1.
We note also that the notationpwas used differently in [17], where it denoted a strict partial order (andwas

hence transitive). Our use of the notationp here is consistent e.g. with that of [14, 15, 18, 22, 27, 34, 35, 43, 44],
andwould instead correspond to the notation  in [17] (also used in [2]).

A.3.Operations on processmatrices
In this sectionwe clarify howprocessmatrices behave in general, with respect to their validity and their
compatibility withfixed causal orders, when tracing out subsystems or attaching extensions, andwhen tracing
out, adding or grouping parties.

A.3.1. Tracing out subsystems/Attaching extensions. Suppose that the incoming and outgoing spaces ofN parties

can be decomposed as  Ä ¢ ¢A AIO I O (possibly with some trivial spacesAI
k, AO

k , ¢AI
k or ¢AO

k ), and consider a given
matrix ¢ Î ¢ ¢W AII OO . If ¢W is a valid processmatrix, then so is  ¢

¢ ¢
≔W WTr ;

AI O
similarly, if ¢W is compatible

with a causal order  1 2, then so isW. Both properties are quite intuitive:14 clearly, ignoring some parts of

13
Weuse here, in particular, the fact that   = "

-[ ]
⧹ W j0

A A1 O
fj

IO
f is equivalent to    =

-[ ]
⧹ W 0

A A1 O
f

IO
f . Note that if all incoming spaces are

trivial, i.e.  =f , then  =-[ ]W 0A1 O
implies that the only valid processmatrices are those proportional to the identity operator 

AO .
14

Note indeed, in a similar fashion, that while compatibility of a probability distribution Pwith the orders   È ( )1 2 3 and
  È ( )1 3 2 implies compatibility with   È ( )1 2 3 , and therefore with both    1 2 3 and    1 3 2, it is not the
case that compatibility with   È ( )1 2 3 and   È ( )2 1 3 necessarily implies   È ( )1 2 3, and it therefore does also not
necessarily imply compatibility with    1 2 3 or    2 1 3. As a counter-example, one can see for instance that

d d= Å( ∣ )P a b c x y z, , , , a b z c
1

2 , ,0 (with binary inputs and outputs, where δ theKronecker delta and⊕denotes additionmodulo 2) is
compatible with both  { }A B C, and  { }B A C, , but not with { }A B C, .
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the incoming and outgoing spaces cannotmake a processmatrix invalid, and cannot induce some signalling
where therewas none before. Note, however, that the converse is in general not true: if = ¢

¢ ¢
W WTr

AI O
is a valid

processmatrix (or is compatible with  1 2), this does not guarantee in general that ¢W is also a valid process
matrix (or is compatible with  1 2).

There is nevertheless a case, where the validity of a processmatrixW ensures that a ‘larger’matrix ¢W
(defined onmore subsystems) is valid: namely, when one attaches toW some ancillary state ρ. Indeed, in
constructing the framework of processmatrices, it is always assumed that one can consider some extensions of
the incoming spaces of each party, and distribute (possibly entangled) ancillary states shared by all parties.
Hence, by definition, if amatrix ÎW AIO is a valid processmatrix, then for any quantum state (i.e. any positive
semidefinitematrix, up to normalisation) ρ in any extension 

¢AI , thematrix r¢ = Ä Î ¢W W AII O defines a
valid processmatrix. Similarly, ifW is compatible with a given causal order  1 2 between twodisjoint
subsets of parties, then so is rÄW .

Onemay thenwonder if instead of attaching an ancillary state r Î ¢AI to the incoming spaces, one could

attach any other positive semidefinitematrix Î ¢ ¢W AI O
ext. in some extension of both incoming and outgoing

spaces. It is clear, from the previous remarks on the partial trace of subsystems, that for a valid (nonzero) process
matrixW, a necessary condition for ¢ Ä≔W W W ext. to define a valid processmatrix is thatW ext. itself is also a
valid processmatrix15. For two parties andmore, this condition is however not sufficient (as noted also in
[41, 42]): for instance, = +( ˆ ˆ )W z zA B A B1

2
O I O I and = +¢ ¢ ¢ ¢( ˆ ˆ )W z zA B A Bext. 1

2
I O I O are both valid, but ÄW W ext. is

not (due to the fact thatW andW ext. allow for some signalling in two conflicting directions). Similarly, for a
(nonzero) processmatrixW compatible with  1 2, a necessary condition for ¢ Ä≔W W W ext. to be a
processmatrix compatible with  1 2 is thatW ext. is also a processmatrix compatible with  1 2. As
before, this condition is however not sufficient for three parties andmore.

A.3.2. Tracing out/adding/separating/grouping parties. In the previous observations wewere keeping the set of
parties under consideration  fixed. Let us now consider howprocessmatrices behavewhen changing the set of
parties.

Consider a nonempty subset 0 of  . Clearly, if ÎW AIO is a validN-partite processmatrix, then its
restriction to the parties in the subset 0, defined as  ≔ ⧹W WTr0 0

, is a valid ∣ ∣0 -partite processmatrix.
Similarly, ifW is compatible with a causal order  1 2, thenW0 is compatible with the
order    Ç Ç( ) ( )1 0 2 0 .16

Let 1 and 2 be two disjoint sets of parties. If
ÎW AIO1

1 and ÎW AIO2
2 are two valid processmatrices for

the parties in 1 and 2, respectively, then so is
 = Ä Î ÈW W W AIO1 2

1 2 for all parties in  È1 2. (Note
however that if 1 and 2 are not disjoint, thismay not hold anymore, as in the case with   = =1 2

considered in the previous subsection.) If sayW1 is compatible with a causal order   ¢1 1 (with   ¢,1 1 two
disjoint nonempty subsets of 1), then so isW. Furthermore, for any nonempty subsets  Í1 1 and  Í2 2,
W is compatible with both orders  1 2 and 2 1.

Suppose now that the incoming and outgoing spaces of a party, sayAN, can be factorised into

= Ä
( ) ( )

A A AIO
N

IO
N

IO
N1 2

. One can then virtually ‘separate’AN into two new parties, ( )AN 1 and ( )AN 2 ,with incoming

and outgoing spaces
( )

AIO
N 1

and
( )

AIO
N 2

, respectively, and thus consider the new set of +N 1parties

¢ = ¼ -{ }( ) ( )A A A A, , , ,N N N1 1 1 2 . If ÎW AIO is a validN-partite processmatrix,one can then verify thatwhen

considering the set ¢, Î ¢W AIO is also is a valid +( )N 1 -partite processmatrix, i.e. Î ¢W . IfW is
compatible with a causal order  1 2, thenW is also compatible with  ¢ ¢1 2 , where ¢i is obtained from
i (like ¢ from  ) by replacingAN by ( ) ( )A A,N N1 2 (when ÎA KN i).

17

Conversely, for a given set of N 2 parties  , let usfinally consider a set ¢ obtained from  by now
grouping two ormore of the parties, e.g. ¢ = ¼ - -{ { }}A A A A, , , ,N N N1 2 1 , where -{ }A A,N N1 is considered
to form a new effective party. ThenW is not necessarily a valid ( -N 1)-partite processmatrix for the parties in
¢. The reason for this is that valid processmatrices are required to give valid probability distributions only for
product operations of the parties; if two parties are grouped together and perform a joint operation, thatmay no
longer yield valid probabilities. An explicit counterexample is for instance = +( ˆ ˆ )W z zA B A B1

2
O I O I , which

15
They can be verified straightforwardly using for instance equations (A5) and(A10), respectively, bywriting (in thefirst case)


  


  


 = ¢ = ¢ =

 -  -  -Î ¢ ¢ Î ¢ ¢ Î ¢ ¢ ¢
[ ] [ ][ ] [ ] [ ]⧹ ⧹ ⧹W W WTr Tr 0

A A A A A A A A1 1 1i O
i

IO I O i O
i

IO I O i OO
i

II OO
(and by noting that ¢W 0 implies W 0).

16
Again, both properties can easily be checked by using for instance equations (A5) and(A10), and the fact that W 0 implies W 00 .

17
Both properties are straightforwardwhen recalling that the validity and compatibility with a fixed order constraints are obtained by

imposing certain conditions for all operations ÎM AIO
N of partyAN: clearly, these constraints are also satisfied ifAN is separated into two

parties ( )AN 1 and ( )AN 2 , andM takes the form = Ä Î Ä( ) ( ) ( ) ( )
M M M A AIO

N
IO
N1 2

1 2
(and by noting that if ( )M 1 and ( )M 2 areCPTP, then so is

M). These properties can also be verified formally using the characterisations of equations (A5) or(A10), after noting in particular that
=- [ ]( ) ( ) W 0

A A1 O
N

O
N1 2 is equivalent to = =- - [ ] [ ]( ) ( )W W 0

A A1 1O
N

O
N1 2 .
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represents a (dephasing) channel fromA toB and is indeed a valid bipartite processmatrix, but not a valid single-
partite process ifA andB are grouped together (as ¹-[ ]W 0;A1 O

e.g. the joint CPTPmap

= -( ˆ ˆ )M z zA B A B1

2
O I O I gives =[ · ]M WTr 0).18

A.4. Allowed and forbidden terms in theHilbert–Schmidt basis decomposition of processmatrices
In [2, 17], the constraints characterising the set of valid processmatrices and the set of processmatrices
compatible with afixed causal order between two complementary subsets were formulated in a different way,
namely by specifyingwhich terms can appear in the decomposition of the corresponding operators in aHilbert–
Schmidt basis. To complete this appendix, we now establish the connection between these two alternative
characterisations, andwe prove their equivalence.

AHilbert–Schmidt basis of some space of linear operatorsX (acting on a dX-dimensional Hilbert space) is
given by a set of generalised Paulimatrices, i.e. a set ofHermitian operators sm m=

-{ }X d
0
1X

2

, with s =X X
0 ,

s s d=m n m n[ ] dTr X X
X , for all m n = ¼ -d, 0, , 1X

2 , and s =m[ ]Tr 0X for m 1. In such a basis, a processmatrix

Î Ä Ä Ä W A A AIO IO IO
1 2 3 can be expanded as



å s s s s s s

m n m n m n

=

Î " ¼
m n m n

m n m n m n m n m n m n

m n m n m n

¼



 ( )

W w

wwith , , , , , , . A22

A A A A A A

, , , ,

1 1 2 2 3 3

I O I O I O

1 1 2 2

1 1 2 2 3 3 1

1

1

1

2

2

2

2

3

3

3

3

1 1 2 2 3 3

The approach of [2, 17] looks at which terms s s s s s sm n m n m n A A A A A AI O I O I O
1

1

1

1

2

2

2

2

3

3

3

3

can appear with a nonzero coefficient

m n m n m n w
1 1 2 2 3 3

(i.e. are ‘allowed’) in the above decomposition. According to Proposition3.1 of [17], aHermitian

operatorW is in the linear subspace  of valid processmatrices if and only if, in addition to the identity term
 , it contains only terms forwhich at least one partyAk has a nontrivial operator s ¹mk

onAI
k and the identity

operator  onAO
k .19

To see that this statement is indeed equivalent to our own characterisation of  , let usfirst verify that all
terms of this kind fulfil all the constraints of equation (A5). This is clearly the case for the identity  , since

 =-[ ] 0A1 O
i for any partyAi. Consider then some genericHilbert–Schmidt termTk of the form sm A A

k
I
k

O
k

(with s ¹mk
). Such a term satisfies = =-[ ]T T 0A k A k1 O

k
IO
k , so that for any  Í ¹ Æ, wehave


  = -Î [ ] ⧹ T 0A A k1i O

i
IO

, whether Îk or  Î ⧹k . By linearity, any operatorWwhoseHilbert–Schmidt

decomposition(A22) only contains the identity or such termsTk thus satisfies all the constraints(A5).
Conversely, suppose that theHilbert–Schmidt decomposition ofW contains a term F (with a nonzeroweight)
that is ‘forbidden’ according to Proposition3.1 of [17], that is, a term such that for all partiesAk, there is either a
nontrivial operator s ¹nk

onAO
k , or an identity operator on bothAI

k andAO
k (andwhere there is at least one

party for which the former is true). Consider then the nonempty subset Í of partiesAi for which

s ¹n
A A

i
O
i

O
i
in F. For Îi , one thus has =-[ ]F FA1 O

i , while for  Î ⧹j , =F F;AIO
j all in all,


  = -Î [ ] ⧹ F FA A1i O

i
IO

. By the linear independence of all Hilbert–Schmidt terms,W then cannot satisfy


  = -Î [ ] ⧹ W 0A A1i O

i
IO

, and thus violates the constraints of equation (A5).

The processmatrices that are compatible with the causal order  1 2, with   È =1 2 , were likewise
characterised in [17] in terms of allowed terms in aHilbert–Schmidt basis decomposition. The following
terminologywas used: the restriction of aHilbert–Schmidt termonto certain subsystems is the part of the term

corresponding to the respective subsystems—for example, the restriction of the term s s s s s sm n m n m n A A A A A AI O I O I O
1

1

1

1

2

2

2

2

3

3

3

3

onto the subsystems ÄA AI O
2 2 is just s sm n

A AI O
2

2

2

2

. According to Proposition3.2 in [17], the (valid) processmatrices
that do not allow signalling from 2 to1 are those that contain onlyHilbert–Schmidt termswhose restriction
to the (incoming and outgoing systems of) parties in 2 are of the allowed type for a ∣ ∣2 -partite processmatrix

for those parties—that is, termswith either the identity operator  A AI
k

O
k2 2
for all parties in 2, or for which there

is some party ÎAk 22
with a nontrivial generalised Pauli operator s ¹mk2

on AI
k2 and the identity operator

on AO
k2.

To see that this proposition is indeed equivalent to our characterisation of  1 2 given by equation (A11)
or (A12), note that the restriction of aHilbert–Schmidt termT to2 is precisely obtained, up to amultiplicative

18
Nevertheless, from equations (A19) and(A21) one can see that parties who all have trivial incoming spaces, or parties who all have trivial

outgoing spaces, can be grouped together without changing the validity of the processmatrix in question.
19

As clarified in [45], valid processmatrix can indeed only contain terms that, except for the identity, do not appear in theHilbert–Schmidt
decomposition of Î⨂ Mk x

A
k
IO
k
, for anyCPTPmaps Mx

A
k
IO
k
(as otherwise it is always possible to find someCPTPmaps Mx

A
k
IO
k
that give

nonnormalised probabilities via the generalised Born rule of equation (4)). Given the constraint =MTr
A x

A A
O
k

k
IO
k

I
k
for CPTPmaps, one can

see that the only forbidden terms in any Mx
A
k
IO
k
are of the form sm

A A
k
I
k

O
k
with s ¹mk

. Thus, only terms that contain sm
A A

k
I
k

O
k
for at least one

value of k cannot appear in theHilbert–Schmidt decomposition of Î⨂ Mk x
A
k
IO
k
, and are thus allowed (in addition to the identity) in the

decomposition of a processmatrix.
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factor (whichmay be 0), by taking the partial trace  



Ä≔ [ · ]∣T M TTrM 1 1 1

2 , for any 
ÎM AIO1

1. Hence,
imposing that all Hilbert–Schmidt termsT in the decomposition of = åW w TT T have restrictions to2 that

are in 2, as in the characterisation of [17] just recalled, is equivalent to imposing that for any 
ÎM AIO1

1,

 
= å∣ ∣W w TM T T M1 1

only have terms 

Î∣TM 1

2, i.e. that
∣W M 1
itself is in 2, as imposed in equation (A12).

Note that Proposition3.2 in [17] pre-supposed that the processmatrix under considerationwas valid. If this is
not pre-supposed, onemust in addition impose, according to the previous characterisation, that forHilbert–
Schmidt terms in the decomposition ofWwhose restriction to2 is the identity operator 2, theremust either
also be the identity operator for all parties in 1, or theremust be some party ÎAk 11

with a restriction

  s ¹m
A A A A

k
I
k

O
k

I
k

O
k

1

1 1 1 1
—in otherwords, onemust impose that 

ÎWTr
2

1, so that one also recovers thefirst

constraint of equation (A12).

Appendix B. Characterisation of causally separable processmatrices

In this appendixwe prove the propositions that allow us to characterise causally separable processmatrices in
terms of simple conditions.We start by proving thefirst part of proposition 1, namely that in the particular
tripartite scenariowith =d 1CO

, Araújo et alʼs definition of causal separability (Definition 2) is equivalent to
OGʼs notion of extensible causal separability (Definition 4), and thus also to our definition 5. Thenwe provide
the proofs for the characterisation of general tripartite causally separable processmatrices (Proposition 3)
aswell as for the necessary condition (Proposition 4) and the sufficient condition (Proposition 5) in the general
N-partite case. Note that all the special cases follow frompropositions 4 and 5, andwe could just give the proofs
of those two general propositions. However, for pedagogical reasonswe start with the simpler proofs, whichmay
entail some repetition in the arguments, but allows for greater clarity in presenting the core ideas.

All of the proofs below (of increasing complexity)make use of the same type of argument to prove the
necessity of the respective conditions. This argument is based on the ‘teleportation technique’ that follows
from the lemma below. Before stating it, let us introduce some further notation. For twoHilbert spacesX , ¢X

with the same dimension d, and denoting by ñ =
¢{∣ }( )

i X
i
d

1 an orthonormal basis of eitherX or ¢X , wewill

consider themaximally entangled state F ñ å ñ Ä ñ+ ¢ ¢∣ ≔ ∣ ∣i iX X
d i

X X1 .We also recall that for a givenmatrix

ÎW AIO , we denote by
 ¢

¢
W A AIO

k
I
k
thematrix in  ÄÎ ¢

¢(⨂ )⧹ A Aj k IO
j

I
k that has formally the same form asW,

except that partyAkʼs systemAIO
k is now attributed to an extension ¢

¢AI
k of party ¢Ak ʼs incoming space. Formally

(recalling equation (25)),

å ñá Ä Ä ñá ¢
¢

¢
¢

≔ [∣ ∣ · ] ∣ ∣ ( )⧹W i j W j iTr , B1A A

i j
k

A k A

,

IO
k

I
k

IO
k

I
k

where ñ{∣ }i is an orthonormal basis of ÄA AI
k

O
k
.

LemmaB1 (‘Teleportation technique’).Consider a processmatrix ÎW , to which one attaches amaximally

entangled state F ñáF+ +  ¢
¢∣ ∣A AI

k
I
k
shared by parties Ak and ¢Ak , with dimensions = =

 ¢
¢d d dA A AI

k
I
k

IO
k , and possibly

some other ancillary state r̃ in some further extension  Ä¢
¢


¢⧹A AI

k
I
k . Consider then the case where party Ak applies

the CPmap represented by the positive semidefinite CJmatrix = F ñáF Ä+ +  ¢∣ ∣Mk
A A AIO

k
I
k

I
k
. The resulting

conditionalmatrix for the otherN− 1 parties is then

 





r

r

r

Ä F ñáF Ä

F ñáF Ä Ä Ä F ñáF Ä

= Ä

+ +
= F ñáF Ä

+ + + +



 ¢
¢

+ +  ¢

 ¢  ¢
¢

¢
¢

( ∣ ∣ ˜ )

≔ [∣ ∣ · ∣ ∣ ˜ ]

( )
[ ˜ ] ( )

∣ ∣ ∣

⧹

W

W

d
W

Tr

1
Tr . B2

A A
M

k
A A A k A A

A

A A
k2

I
k

I
k

k
AIO

k AI
k AI

k

IO
k

I
k

I
k

I
k

I
k

IO
k

IO
k

I
k

Proof. For clarity, let us write explicitly as superscripts the spaces inwhich the various operators act.We have:

 

 





 

  

  

  

å

å

r

r

r

r r

Ä F ñáF Ä

= F ñáF Ä Ä Ä F ñáF Ä

= ñá ¢ Ä ñá ¢ Ä Ä Ä ñá ¢ Ä ñá ¢ Ä

= ñá Ä Ä ñá Ä = Ä

+ +
= F ñáF Ä

+ + + +

¢ ¢



 ¢
¢

¢
¢


¢

+ +  ¢

¢ 
 ¢ ¢ 

¢
 ¢

¢
¢

¢

¢


 ¢

¢
 ¢

¢

¢
¢

¢

¢

¢
¢

¢
¢

¢

¢

¢
¢

( )

( ∣ ∣ ˜ )

[∣ ∣ · ∣ ∣ ˜ ]

[∣ ∣ ∣ ∣ · ∣ ∣ ∣ ∣ ] [ ˜ ]

[∣ ∣ · ] ∣ ∣ [ ˜ ] [ ˜ ]

∣ ∣ ∣

( )

( ) ( )

⧹

⧹ ⧹

⧹ ⧹

⧹ ⧹

B3

W

W

i i i i W j j j j

i j W j i W

Tr

Tr Tr

Tr Tr Tr .

A A A A A
M

A
A A A A A A A A A A

d
i i j j

A
A A A A A A A

A
A A

d
i j

A
A A A A

A
A A

d
A A

k

1

, , ,

1

,

1

IO I
k

I
k

I
k

I
k

k
AIO

k AI
k AI

k

II I O
k IO

k
I
k

I
k

II O
k

I
k

IO I
k

I
k

I
k

I
k

AIO
k II O

k IO
k

I
k

IO
k

I
k

IO I
k

I
k

I
k I

k
I
k

AIO
k IO

k IO
k

IO
k

IO I
k

I
k I

k
I
k

AIO
k

IO
k

I
k

2

2 2

,
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We shall also use the following facts in (some of) the proofs below:

Proposition B1.Without loss of generality, each r
( )W k inDefinition(5) can be taken to be of the form rÄ( )W k .

Equation (13) then implies the direct decomposition = å Î ( )W q Wk k k , with each
Î( )W Ak IO being a process

matrix compatible with party Ak acting first (and such that for anyCPmap Î ¢M Ak II O
k , rÄ( )( ) ∣W k Mk

is causally
separable).

Proof. If ρ is pure, then from the extremality of pure states it follows that r= Är
( ) ( )W Wk k . If ρ ismixed one can

first purify it by introducing an additional incoming system for some arbitrary party, obtain the appropriate
decomposition(13) for its purification, and then trace out the additional incoming space just introduced to
reach the same conclusion. As r

( )W k is compatible withAk actingfirst and = r
¢

( ) ( )W WTrk A kI
, then ( )W k itselfmust

also be compatible withAk actingfirst (see remarks in appendix A.3.1). ,

Proposition B2. In a scenario where the parties’ incoming spaces are decomposed as  Ä ¢A AI I (possibly with some

trivial spaces AI
k or ¢AI

k), if a process matrix Î ¢W AII O is causally separable, then so is Î¢ W ATrI IO

(with ¢
¢

≔Tr TrI AI
).

Proof. ForN=1 party any processmatrix is by definition causally separable, so that the claim is trivial.

Suppose the claimholds true in the -( )N 1 -partite case. If Î ¢W AII O is causally separable then by definition

5, for any extension 
AI of the parties’ incoming systems and any ancillary quantum state r Î AI , rÄW has a

decomposition of the form rÄ = å r
( )W q Wk k k with each r

( )W k a valid processmatrix compatible with partyAk

first, and such that for any possible CPmap ¢ Î ¢ M Ak II I O
k applied by partyAk, the conditional -( )N 1 -partite

processmatrix ¢ Är r
¢( ) ≔ [ · ]( ) ∣

⧹
( )W M WTrk M k k

k
kk is itself causally separable.

One then has rÄ = å r
¢ ¢( )( )W q WTr TrI k k I k , with r

¢ ( )WTrI k a valid processmatrix compatible with partyAk

first (see remarks in appendix A.3.1). For any possible CPmap Î M Ak II O
k applied by partyAk, one has

   
 Ä = Ä Ä =r r r r

¢ ¢ ¢ ¢ ¢= Ä
¢

¢
( ) ≔ [ · ( )] [ · ] [( ) ]( ) ∣

⧹
( )

⧹
( ) ( ) ∣W M W M W WTr Tr Tr Tr Tr TrI k M k k

k
I k I k k

A k
k I k M Mk

I
k

k k
A

I
k .

As stated above, 
r

¢= Ä ¢
( )( ) ∣W k M Mk k

A
I
k is causally separable, and by the induction hypothesis so is

 =r r
¢ ¢= Ä ¢¢
[( ) ] ( )( ) ∣ ( ) ∣W WTr TrI k M M I k M

k k
A

I
k

k
.We thus have a valid causally separable decomposition of rÄ¢ WTrI

for any extension ρ, which proves that ¢ WTrI is causally separable, andwhich thus proves, by induction, the
claimof proposition B2. ,

Again, this property is quite intuitive: clearly, discarding some parts of the incoming systems cannot induce
some causal nonseparability where therewas none previously. As for the similar statements for valid process
matrices and for processmatrices compatible with afixed causal order discussed in appendix A.3.1, the converse
is not necessarily true: if ¢ WTrI is a causally separable processmatrix, thenWmaynot necessarily be causally

separable20—unlessW is of the product form
 

r= Ä ¢W W A A
0

IO I , inwhich case by our definition 5 ifW0 is a
causally separable processmatrix then so is r= ÄW W0 .

B.1. Tripartite causally separable processmatrices
B.1.1. Particular tripartite case with =d 1CO

. Let us start by considering the tripartite case where partyC has no
outgoing system (or equivalently, a trivial outgoing system, i.e. =d 1CO

). The following proposition directly
implies (after proper re-normalisationwith appropriate weights q, - q1 ) thefirst part of proposition 1, namely
the equivalence in that case betweenAraújo et alʼs causal separability andOGʼs extensible causal separability
(which, we recall, is what we simply call causal separability here).

Proposition B3 (Characterisation of tripartite causally separable processmatrices with =d 1CO
). In a

tripartite scenario where partyC has no outgoing system, amatrix Î Ä ÄW A B CIO IO I is a valid tripartite causally
separable process matrix (as per definition 5) if and only if it can be decomposed as

= + ( )( ) ( )W W W , B4A B C B A C, , , ,

where, for each permutation (X, Y) of the two parties A and B, ( )W X Y C, , is a positive semidefinitematrix satisfying

= =- - ( )[ ] ( ) [ ] ( )W W0, 0 B5X Y C X Y C Y C X Y C1 , , 1 , ,O IO I O I

(i.e. ( )W X Y C, , is a valid process matrix compatible with the causal order  X Y C).

20
As a counterexample, consider some causally nonseparable bipartite processmatrix Î Ä¢W A BI O IO. The processmatrix

Î Ä¢ W A BTrA O IOI is then compatible with the order A B and thus causally separable (see appendix A.2.3), althoughW is not.
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Proof.Consider a causally separable processmatrix ÎW A B CIO IO I . Let us then introduce an extension
Ä¢ A CI I of partiesA andCʼs incoming spaces, of dimensions = =¢ d d dA C CI I I

, and consider attaching toW
themaximally entangled ancillary state r = F ñáF+ +  ¢∣ ∣C AI I .

AsW is assumed to be causally separable, according to definition 5 and proposition B1 itmust be
decomposable as

= + + ( )( ) ( ) ( )W W W W , B6A B C

where each term Î( )W A B CX IO IO I is a (nonnormalised) processmatrix compatible with partyX actingfirst, and
such that whatever CPmap that party applies to their share of rÄ( )W X , the resulting conditional processmatrix
for the other two parties is causally separable.

As ( )W A is compatible bothwithAfirst andwithC last (since =d 1CO
, see appendix A.2.3), it is compatible

with thefixed causal order  A B C; formally, it satisfies = =- -[ ] ( ) [ ] ( )W W 0A B C A B C A1 1O IO I O I
, see

equation (A17). Similarly, ( )W B is compatible with the order  B A C .
Consider now the term ( )W C . Letting partyC actfirst on rÄ = Ä F ñáF+ +  ¢∣ ∣( ) ( )W WC C

C AI I and project his
incoming systems onto themaximally entangled state F ñ+ ∣ C CI I , according to lemmaB1 (with a trivial extra
ancillary state r̃), partiesA andB are then left with the conditional processmatrix

rÄ µ= F ñáF


+ +  ¢( ) ( )( ) ∣ ∣ ∣ ( )W W . B7C M C
C A

C
CI CI

I I

By assumption this conditional processmatrixmust be a (bipartite) causally separable processmatrix: according
to proposition 2, theremust therefore exist a decomposition for  ¢

( )W C
C AI I of the form

= +  ¢ ¢ ¢ ( )( ) ( ) ( ) ( ) ( )W W W B8C
C A

C A B
C A

C B A
C A

, , , ,
I I I I I I

with Î 
¢

¢ ¢
( ) ( ) ( ) ( )W W A B,C A B
C A

C B A
C A

II O IO, , , ,
I I I I two processmatrices compatible with the fixed orders A B and B A,

respectively—i.e. satisfying

= =

= =

-


-


-


-


¢ ¢

¢
¢ ¢ ( )

[ ] ( ) ( ) [ ] ( ) ( )

[ ] ( ) ( ) [ ] ( ) ( )

W W

W W

0,

0. B9

A B C A B
C A

B C A B
C A

B A C B A
C A

A C B A
C A

1 , , 1 , ,

1 , , 1 , ,

O IO
I I

O
I I

O II O
I I

O
I I

Recall now that  ¢
( )W C
C AI I is formally the samematrix as ( )W C , except that systemCI is replaced by ¢AI . Changing

back ¢AI intoCI in equation (B8), we obtain the decomposition

= + ( )( ) ( ) ( ) ( ) ( )W W W B10C C A B C B A, , , ,

with two positive semidefinitematrices ( ) ( )W C A B, , , Î( ) ( )W A B CC B A IO IO I, , satisfying

= =
= =

- -

- - ( )
[ ] ( ) ( ) [ ] ( ) ( )

[ ] ( ) ( ) [ ] ( ) ( )

W W

W W

0,

0, B11
A B C A B B C A B

B A C C B A A C B A

1 , , 1 , ,

1 , , 1 , ,

O IO O

O IO I O

as implied by equation (B9) after replacing ¢AI byCI. These constraints further imply that

= =
= =

- -

- - ( )
[ ] ( ) ( ) [ ] ( ) ( )

[ ] ( ) ( ) [ ] ( ) ( )

W W

W W

0,

0, B12
A B C C A B B C C A B

B A C C B A A C C B A

1 , , 1 , ,

1 , , 1 , ,

O IO I O I

O IO I O I

i.e. that ( ) ( )W C A B, , and ( ) ( )W C B A, , are processmatrices compatible with thefixed causal orders  A B C and
 B A C , respectively (see equation (A17)).
From equations (B6) and(B10), and by defining +≔( ) ( ) ( ) ( )W W W 0A B C A C A B, , , , and

+≔( ) ( ) ( ) ( )W W W 0B A C B C B A, , , , , we thusfind thatW indeed has a decomposition of the formof equation (B4),
with each term satisfying the constraints of equation (B5).

Conversely, any processmatrixW that can be decomposed as in equation (B4), with processmatrices

( )W A B C, , and ( )W B A C, , satisfying the constraints of equation (B5)—i.e. being compatible with the causal orders
 A B C and  B A C—is clearly causally separable, which concludes the proof of proposition B3. ,

B.1.2. General tripartite causally separable processmatrices. We now turn to proving proposition 3, which
characterises causal separability in the general tripartite scenario where all three parties have nontrivial incoming
and outgoing systems.

Proof.Consider a causally separable processmatrix ÎW A B CIO IO IO. Let us introduce here an extension
Ä Ä Ä Ä Ä¢  ¢  ¢ A A B B C CI I I I I I of all three parties’ incoming spaces, with dimensions = = ¢d d dA B AI I IO

,
= = ¢d d dB C BI I IO

and = = ¢d d dC A CI I IO
, and let us attach toW the

state r = F ñáF Ä F ñáF Ä F ñáF+ + + + + + ¢  ¢  ¢∣ ∣ ∣ ∣ ∣ ∣A B B C C AI I I I I I .
According to definition 5 and proposition B1,Wmust be decomposable as

= + + ( )( ) ( ) ( )W W W W , B13A B C
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where each term Î( )W A B CX IO IO IO is a processmatrix compatible with partyX actingfirst—so that it satisfies in
particular =-[ ] ( )W 0X Y Z X1 O IO IO

(with ¹ ¹X Y Z , see equation (A13)), as in equation (23)—and such that
whatever that party does on rÄ( )W X , the resulting conditional processmatrix for the other two parties is
causally separable.

Consider thefirst term in equation (B13). Letting partyA act first on rÄ( )W A and perform the operation
described by theCJ operator  = F ñáF Ä+ +  ¢∣ ∣M 0A

A A AIO I I , wefind, using lemmaB1 (with r r=  ¢˜ [ ]TrA BI I
),

that the remaining parties B C, are left with the conditional processmatrix

r rÄ µ Ä= F ñáF Ä


¢+ +  ¢
¢

¢ ( ) [ ] ( )( ) ∣ ∣ ∣ ( )W W Tr . B14A M A
A B

A BA
AIO AI AI

IO I
I I I

By assumption this conditional processmatrix—and therefore  ¢
( )W A
A BIO I itself (according to proposition B2,

after tracing out r¢¢  [ ]TrA BI I I
completely)—must be a (bipartite) causally separable processmatrix: theremust

therefore exist a decomposition of the form

= +  ¢ ¢ ¢ ( )( ) ( ) ( )W W W , B15A
A B

A B C
A B

A C B
A B

, , , ,
IO I IO I IO I

where Î 
¢

¢ ¢
( ) ( )W W B C,A B C
A B

A C B
A B

II O IO, , , ,
IO I IO I are bipartite processes compatible with the causal orders B C and

C B, respectively. After re-attributing the system ¢BI toAIO, we obtain a decomposition for ( )W A ,

= + ( )( ) ( ) ( )W W W , B16A A B C A C B, , , ,

with the positive semidefinitematrices ( )W A B C, , , Î( )W A B CA C B IO IO IO, , satisfying the following constraints,

obtained (aswe did in the previous subsection) after replacing ¢BI byAIO in the constraints satisfied by
 ¢

( )W A B C
A B

, ,
IO I

and  ¢
( )W A C B
A B

, ,
IO I :

= =
= =

- -

- - ( )
[ ] ( ) [ ] ( )

[ ] ( ) [ ] ( )

W W

W W

0,

0. B17
B C A B C C A B C

C A B A C B B A C B

1 , , 1 , ,

1 , , 1 , ,

O IO O

O IO IO O

Furthermore, since ( )W A is compatible withA actingfirst it satisfies in particular =-[ ] ( )W 0C B A1 O IO
(see

equation (A13)), and because of equation (B17), we also have =-[ ] ( )W 0C B A B C1 , ,O IO
. Given that

= -( ) ( ) ( )W W WA C B A A B C, , , , , we have =-[ ] ( )W 0C B A C B1 , ,O IO
aswell21. Together with equation (B17), we thusfind

that all constraints of equation (24) forX=A are satisfied.One can similarly show that they are satisfied for
=X B C, , which proves (sincewe noted before that equation (23) is also satisfied) that the decomposition of

proposition 3 is indeed a necessary condition for any causally separable processmatrixW.
Conversely, suppose amatrix Î Ä ÄW A B CIO IO IO has a decomposition of the form(22) that satisfies

equations (23)–(24). Then aswe noted right after proposition 3, each term ( )W X is a valid processmatrix,
compatible with partyX actingfirst. For anyCPmapMX applied by partyX on its share of ( )W X , the resulting
conditional processmatrix for the other two parties Y Z, is

 = Ä = Ä + = +
( )

( ) [ · ] [ · ( )] ( ) ( )( ) ∣ ( ) ( ) ( ) ( ) ∣ ( ) ∣

B18

W M W M W W W WTr TrX M X X
Y Z

X X X
Y Z

X Y Z X Z Y X Y Z M X Z Y M, , , , , , , ,X
IO IO IO IO

X X

with ( )( ) ∣W 0X Y Z M, , X
satisfying

= =
= =

- -

- -

[( ) ] [ ]
[( ) ] [ ] ( )

[ ] ( ) ∣ [ ] ( ) ∣

[ ] ( ) ∣ [ ] ( ) ∣

W W

W W

0,

0 B19
Y Z X Y Z M Y Z X Y Z M

Z X Y Z M Z X Y Z M

1 , , 1 , ,

1 , , 1 , ,

O IO X O IO X

O X O X

(and similarly for ( )( ) ∣W X Z Y M, , X
), as follows from equation (24). This shows that ( )( ) ∣W X Y Z M, , X

and ( )( ) ∣W X Z Y M, , X

are valid bipartite processmatrices compatible with the orders Y Z and Z Y , respectively, so that ( )( ) ∣W X MX

is causally separable. Note that for any ancillary state ρ, rÄW also has a decomposition as in equation (22),
obtained simply by attaching the ancillary state to every individual term in the decomposition ofW. Therefore,
the same reasoning as above applies, which implies thatW is causally separable. This thus shows that the

21
Note that this is the stepwhere the tripartite proof does not generalise straightforwardly to N 4 parties. In particular, we cannot use the

same argument to prove that the constraints(29) that appear in our necessary condition are satisfiedwithout tracing out theXIO on thefirst
and fourth lines (as onewould need if the terms in equation (28)were to satisfy equation (32) and thus specify a decomposition satisfying also

our sufficient condition for causal separability). One indeed obtains e.g. = - -- -
 

([ ] ( ) [ ] ( ) ( )
[ ] [ ]

W W WZ Y T X Z Z Y T X X Y Z T1 , 1 , , ,O IO IO

X Y

O IO IO

X Y

- - = - -
   

) ( )( ) ( ) ( ) [ ] ( )
[ ] [ ] [ ] [ ]

W W W WX Y T Z X T Y Z X T Z Y Z Y T X T Z Y, , , , , , , , , 1 , , ,

X Y X Y X Y

O IO IO

X Y
which, a priori, may still be nonzero.
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decomposition of proposition 3 is also a sufficient condition for amatrixW to represent a causally separable
processmatrix, which concludes the proof of that proposition. ,

Let usmention here that proposition B3, for the particular tripartite case where =d 1CO
, could also be

obtained as a corollary of the general tripartite case considered by proposition 3. Indeed, in the case where
=d 1CO

thematrices ( )W A and ( )W B in equation (22) are compatible with the fixed causal orders  A B C and
 B A C , respectively (as they are compatible with bothA orBfirst, andC last); furthermore, thematrix

( )W C A B, , satisfies = =- -[ ] ( ) [ ] ( )W W 0A B C A B B C A B1 , , 1 , ,O IO O
and therefore = =- -[ ] ( ) [ ] ( )W W 0A B C C A B B C C A B1 , , 1 , ,O IO I O I

,
which implies that it is also compatible with  A B C; and similarly, thematrix ( )W C B A, , is also compatible
with  B A C . The decomposition of equation (22) thus provides a decomposition in the form

= +˜ ˜( ) ( )W W WA B C B A C, , , , with = +˜( ) ( ) ( )W W WA B C A C A B, , , , and = +˜( ) ( ) ( )W W WB A C B C B A, , , , satisfying the con-
straints of equation(B5).

B.1.3. Particular tripartite case with =d 1AI
. Another particular tripartite case of interest is onewhere one

party, say nowA, has no incoming space (or a trivial one, with =d 1AI
). The following characterisation is also

obtained as a corollary of the general tripartite case above.

Proposition B4 (Characterisation of tripartite causally separable processmatrices with =d 1AI
). In a

tripartite scenario where party A has no incoming system, amatrix Î Ä ÄW A B CO IO IO is a valid tripartite
causally separable process matrix (as per definition 5) if and only if

=- ( )[ ] W 0 B20A B C1 O IO IO

andW can be decomposed as

= + ( )( ) ( )W W W , B21A B C A C B, , , ,

where, for each permutation (X, Y) of the two parties B andC, ( )W A X Y, , is a positive semidefinitematrix satisfying

= =- - ( )[ ] ( ) [ ] ( )W W0, 0. B22X Y A X Y Y A X Y1 , , 1 , ,O IO O

Note already that contrary to the decomposition of proposition B3, the two summands ( )W A B C, , and ( )W A C B, ,

above are not necessarily valid processmatrices: indeed, they are not required to satisfy =-[ ] ( )W 0A B C A X Y1 , ,O IO IO

(only their summust satisfy equation (B20)). This allows for dynamical causal orders, whereA (incoherently)
controls the causal order between the next partiesB andC.

Proof.According to proposition B7, a causally separable processmatrix Î Ä ÄW A B CO IO IO must have a
decomposition of the form(22) that satisfies the constraints(23)–(24).

In particular, the constraints = =- -[ ] ( ) [ ] ( )W W 0A B C A C A B C A1 , , 1 , ,O O O
imply =-[ ] ( )W 0C B C A1 , ,O

. The con-
straints on ( )W B A C, , and ( )W B C A, , in turn imply that = =- -[ ] ( ) [ ] ( )W W 0A C B C B1 1O IO O

, which, together with
=-[ ] ( )W 0B A C B1 O O IO

, further imply that = =- -[ ] ( ) [ ] ( )W W 0A B C B B C B1 1O IO IO O IO
. Similarly, one also

has = = =- - -[ ] ( ) [ ] ( ) [ ] ( )W W W 0A B C C C B C B C1 1 1O IO IO O IO O
.

It then follows, since = + +( ) ( ) ( )W W W WA B C and =-[ ] ( )W 0A B C A1 O IO IO
, that =-[ ] W 0A B C1 O IO IO

aswell;
furthermore, by defining = +˜( ) ( ) ( )W W WA B C A B C B, , , , and = +˜( ) ( ) ( )W W WA C B A C B C, , , , , we obtain the decomposi-
tion = +˜ ˜( ) ( )W W WA B C A C B, , , , of the form(B21), with ˜( )W A B C, , and ˜( )W A C B, , satisfying the constraints(B22).

Conversely, it is clear that the decomposition of proposition B4 is a particular case of that of proposition 3
(with = =( ) ( )W W 0B C ), so that any processmatrix that can be decomposed as in equation (B21) and satisfies
equations (B20) and(B22) is causally separable according to proposition 3. ,

B.1.4. Allowed and forbidden terms in aHilbert–Schmidt basis decomposition. We note that [17] already
provided a characterisation of general tripartite causally separable processmatrices—or ‘extensibly’ causally
separable processmatrices, in their terminology. Let us prove here the equivalence with our own
characterisation (Proposition 3) explicitly.

According to Proposition3.3 in [17], every tripartite (extensibly) causally separable processmatrix
Î Ä ÄW A B CIO IO IO can bewritten in the form

= + + ( )( ) ( ) ( )W W W W , B23A B C

where each ( )W X contains onlyHilbert–Schmidt terms (see appendix A.4) that are allowed in a processmatrix
compatible with partyX actingfirst as per Proposition3.2 in [17]—i.e. Î 

( )
{ }W X

X Y Z, in our language—and
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has the form

 = W Ä + W Ä ( )( ) ( ) ( )W , B24X X Y Z
Z

X Z Y
Y

, , , ,O O

where W Î Ä Ä( ) X Y ZX Y Z IO IO I, , and W Î Ä Ä( ) X Y ZX Z Y IO I IO, , are positive semidefinite. (Wechanged here
the notations of [17] tomatch ours; note in particular that unlike in [17], we again ignore the normalisation
constraints in the decomposition ofW.)

Any suchprocessmatrix can thusbedecomposedas inproposition3,with  = W Ä( ) ( )W 0X Y Z X Y Z
Z

, , , , O (which
also implies = +( ) ( ) ( )W W W 0X X Y Z X Z Y, , , , ).As Î 

( )
{ }W X

X Y Z, , it satisfies inparticular =-[ ] ( )W 0X Y Z X1 O IO IO

(see equation (A13)), as in equation (23). It is furthermore immediate to see that each = W Ä( ) ( )W X Y Z X Y Z
Z

, , , , O

satisfies the secondconstraint in(24), i.e. =-[ ] ( )W 0Z X Y Z1 , ,O
. Finally, onehas =-[ ] ( )W 0Y Z X1 O IO

(see again
equation (A13)) and =-[ ] ( )W 0Y X Z Y1 , ,O

,which implies = - =- - ( )[ ] ( ) [ ] ( ) ( )W W W 0Y Z X Y Z Y Z X X Z Y1 , , 1 , ,O IO O IO
, i.e. the

first constraint in equation (24). Thus, anyprocessmatrix that satisfies the characterisationofproposition3.3 from [17]
also satisfies thatofourproposition3.Conversely, letWbeaprocessmatrix thathas adecompositionas inproposition
3.Asdiscussedafter thatproposition, the conditions(23)–(24) imply that Î 

( )
{ }W X

X Y Z, . Furthermore,
( )W 0X Y Z, , and =-[ ] ( )W 0Z X Y Z1 , ,O

implies that ( )W X Y Z, , is of the form W Ä( )X Y Z
Z

, , O with W( ) 0X Y Z, , , so that
= +( ) ( ) ( )W W WX X Y Z X Z Y, , , , is of the form(B24). This indeed establishes the equivalenceofProposition3.3 in [17]

withourproposition3.
As emphasised before, thematrices = W Ä( ) ( )W X Y Z X Y Z

Z
, , , , O need not be valid processmatrices (the only

requirement is that W( ) 0X Y Z, , ). Both individual summands in equation (B24) can thus contain terms that are
forbidden in a processmatrix compatible with partyX actingfirst, as long as these terms cancel out in the sum.
More precisely, in addition to the terms that are allowed in a processmatrix withXfirst, ( )W X Y Z, , and ( )W X Z Y, ,

can contain terms of the form s sm n
X X Y ZI O IO IO with s ¹n

X XO O (i.e. n 1). Any other term that is forbidden in a
processmatrix withXfirst has a nontrivialσ operator on eitherYO orZO, and thus cannot appear in W( )X Y Z, , or
W( )X Z Y, , , and cannot be cancelled out in equation (B24). In the explicit example of equation (41) given at the end
of section 4.5, for instance, on can check indeed that ( )W A B C, , and ( )W A C B, , contain theHilbert–Schmidt term

ẑA B CO
c

IO
t

IO
t
, which comewith opposite signs and cancel out in the sum.

B.2. Generalmultipartite causally separable processmatrices
B.2.1. Necessary condition for causal separability. Let us nowprove the necessary condition for general
multipartite causal separability given by proposition 4.

Proof.Consider anN-partite causally separable processmatrix ÎW AIO . Let us introducenow, for eachpartyAk, an

extension  Ä¢Î ¢ ¬ ¢  ¢
⨂ ( )⧹ ( ) ( )

A Ak k I
k

I
k

k k
of their incoming space,withdimensions =

¬ ¢¢
¢

( )
d dA AI

k

k
IO
k and =

 ¢( )
d dA AI

k

k
IO
k ,

and let us attach toW the state r = F ñáF Ä F ñáF¢Î ¹ ¢
+ + + + ¢ ¬¢

¢

¢

¬ ¢¢⨂ (∣ ∣ ∣ ∣ )( ) ( ) ( ) ( )k k k k
A A A A

, ,
I

k

k
I k

k
I k

k
I

k

k

—i.e.weprovide
eachpair of partieswith twomaximally entangled states,whichwill allowus touse the teleportation technique in
either direction.

According to definition 5 and proposition B1,Wmust be decomposable as


å=
Î

( )( )W W , B25
k

k

where each term ( )W k is a processmatrix compatible with partyAk actingfirst, and such that whatever that party
does on rÄ( )W k , the resulting conditional processmatrix for the other -N 1parties is causally separable.

Consider, for a given Îk , the processmatrix rÄ( )W k , and let partyAk perform, for a given ¢ ¹k k, the

CPmap  = F ñáF Ä+ +  ¢ ¢∣ ∣ ( )M 0k
A A AIO

k
I

k

k

I
k
rest , with = Ä¢ ¢ Î ¢ ¢ ¬ ¢ ¬   

⨂ ( )⧹{ }( ) ( ) ( )
A A A AI

k
I
k

k k k I
k

I
k

,k k krest
. The

resulting conditional processmatrix for the other -N 1parties is then, according to lemmaB1 (with
r r=

 ¢ ¬¢
¢˜ [ ]

( ) ( )
TrA AI

k

k
I k

k ),

r rÄ µ Ä


¬¢
¢

¬¢
¢( ) [ ] ( )( ) ∣ ( )

( )

( )
W W Tr Tr . B26k M k

A A
k Ak

IO
k

I k

k

I k

k

As this conditional processmatrixmust be causally separable, it then follows fromproposition B2 that


¬¢
¢

( )
( )W k

A AIO
k

I k

k

itselfmust be causally separable, which concludes the proof of proposition 4 (where


¬¢
¢

( )
( )W k

A AIO
k

I k

k

was simply denoted  ¢
¢

( )W k
A AIO

k
I
k

). ,

B.2.2. Sufficient condition for causal separability. Herewe shall prove the sufficient condition for general
multipartite causal separability given by proposition 5. Let us howeverfirst prove the claim that wasmade just
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after that proposition, namely that if equation (32) is satisfied for all ¼( )k k, , n1 , then one also has, for all
¼( )k k, , n1 with  <n N1 , that

  


 " Í ¼ ¹ Æ = - ¼
Î

¼⧹{ } ( )[ ] ( )⧹{ } ⧹k k W, , , , 0. B27n A A k k1 1 , ,
i

O
i

IO
k kn n1, ,

1

Proof.This can be seen (by induction) as follows. Assume that equation (32) is satisfied for all ¼( )k k, , n1 .
Equation (B27) is indeed satisfied for all ¼( )k k, , n1 for = -n N 1, as in that case

=¼ ¼- -( ) ( )W Wk k k k k, , , , ,N N N1 1 1 1
satisfies =- ¼ -[ ] ( )W 0A k k1 , ,O

kN
N1 1

by assumption(32).
Suppose then that for a given value of n 2, equation (B27) is satisfied for all ¼( )k k, , n1 . Consider a given

ordered subset of parties ¼ -( )k k, , n1 1 and a given nonempty subset Í ¼ -⧹{ }k k, , n1 1 , and define for ease

of notation the linear function 


 
¼  -- Î

¼ -( ) ≔{ } [ ] ⧹{ } ⧹f W W
k k A A, , 1n i O

i
IO

k kn
1 1

1, , 1 .

Let then Î ¼ -⧹{ }k k k, ,n n1 1 . If = { }kn then  = =¼ - ¼¼ -( )( ) [ ] ( )⧹{ }f W W 0k k A A k k, , 1 , ,n O
kn

IO
k kn kn n1 1, , 1,

1

according to equation (32). If on the other hand ¹ { }kn , then depending onwhether Îkn or Ïkn ,
we have  

 =¼ -  - ¼
Î ¢

¼ - ¢( ) ( )( ) [ ] [ ] ( )⧹{ } ⧹f W Wk k A A A k k, , 1 1 , ,n O
kn

i O
i

IO
k kn kn n1 1, , 1,

1
with ¢ = ⧹kn, or

 
 =¼  - ¼

Î
¼ -( ) ( )( ) [ ] ( )⧹{ } ⧹f W Wk k A A A k k, , 1 , ,n IO

kn
i O

i
IO

k kn kn n1 1, , 1,
1

. In both cases,  Í ¼ ¹ Æ¢ ¢⧹{ }( ) ( )k k, , ,n1 , so

that by the induction hypothesis  =¼( )( )f W 0k k, , n1
, which thus holds for all Î ¼ -⧹{ }k k k, ,n n1 1 . As

= å¼ Î ¼ ¼- - -( ) ⧹{ } ( )W Wk k k k k k k k, , , , , , ,n n n n n1 1 1 1 1 1
, we also have  =¼ -( )( )f W 0k k, , n1 1

, which, by induction,

concludes the proof of equation (B27) for all ordered subsets ¼( )k k, , n1 with  <n N1 . ,

In particular for the case n=1, equation (B27) togetherwith equation (32) imply that eachmatrix ( )W k1
is a

valid processmatrix compatible with party Ak1
actingfirst (see equation (A13)).

Let us nowprove proposition 5 by induction.

Proof.Clearly, it trivially holds forN=1 (inwhich case equation (32) ensures in particular thatW is a valid
processmatrix). (Note also that forN= 2 and 3, it reduces to the sufficient conditions of propositions 2 and 3,
respectively.)

Suppose proposition 5 holds in the -( )N 1 -partite case, and consider amatrix ÎW AIO that can be
decomposed as in equation (30), with all partial sums ¼( )W k k, , n1

satisfying equation (32). Thenwe have


å=
Î

( )( )W W B28
k

k

1

1

with (as noted above) each ( )W k1
being a valid processmatrix compatible with party Ak1

actingfirst.
Consider a CPmap Mk1

applied by party Ak1
on = åp pÎP( ) ( )

W Wk k1 1
. The resulting conditional process

matrix for the remaining -N 1parties is

 åÄ =
p

p
ÎP

( ) ≔ [ · ] ( ) ( )( ) ∣
⧹

( ) ∣
( )

W M W WTr B29k M k k
k

k Mk

k

k1 1 1 1
1

1

1

1

with Äp p( ) ≔ [ · ]∣
⧹W M WTrM k k

k
k1 1 1

1 . By denoting by P ⧹k1 the set of permutations of ⧹k1 (and by
P ¼( )

⧹
k k

k
, , n2

1 the set of those that start with ¼k k, , n2 ), by writing any permutationπ of  that starts with k1 as

p p= ¢( )k ,1 with p¢ Î P ⧹k1, and by defining p p¢ ¢[( ) ] ≔ ( )( ) ∣ ( ) ∣W Wk M k M,k k1 1 1 1
, we can re-write equation (B29) as


å=

p
p

¢ÎP
¢( ) [( ) ] ( )( ) ∣ ( ) ∣

⧹
W W , B30k M k Mk

k
k1 1

1
1 1

in a similar form to equation (30). For = ¼n N2, , , and for any ordered subset of parties ¼( )k k, , n2 of ⧹{ }k1 ,
the partial sums


å å= =

p
p

p
p¼

¢ÎP
¢

ÎP
¼

¼ ¼

[( ) ] ≔ [( ) ] ( ) ( ) ( )( ) ∣ ( ) ( ) ∣ ∣ ( ) ∣

( )
⧹

( )

W W W W B31k M k k k M M k k k M, , , , ,k n

k kn

k
k

k k kn

k n k1 1 2

2, ,
1

1 1

1, 2, ,

1 1 2 1

then satisfy

 



=

= =
- ¼ - ¼

- ¼

¼ ¼

¼

[( ) ] [( ) ]
( ) ( )

[ ] ( ) ∣ ( ) [ ] ( ) ∣

[ ] ( ) ∣

⧹{ } ⧹{ } ⧹{ }

⧹{ }

W W

W 0 B32

A A k M k k A A k k k M

A A k k k M

1 , , 1 , , ,

1 , , ,

O
kn

IO
k k kn k n O

kn
IO

k k kn n k

O
kn

IO
k k kn n k

1 2, ,
1 1 2 1, 2, ,

1 2 1

1, 2, ,
1 2 1

by assumption(32). Thus, equation (B30) provides a decomposition of the -( )N 1 -partite processmatrix
( )( ) ∣W k Mk1 1

of the same form as in equation (30), with positive semidefinitematrices p¢[( ) ]( ) ∣W k Mk1 1
andwith all

partial sums satisfying the analogue constraints as those of equation (32). By the induction hypothesis, this
implies that ( )( ) ∣W k Mk1 1

is causally separable.
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Note that the exact same reasoning also goes through if instead ofWwe consider rÄW with any ancillary
state ρ. Indeed, rÄW also has a decomposition as in equation (30) obtained simply by attaching the ρ to every
individual term in the decomposition ofW. This shows thatW is causally separable, and by induction this proves
that the decomposition of proposition 5 is indeed a sufficient condition forW to be causally separable. ,

For clarity and to get some better intuition on how it generalises the characterisation of proposition 3 for the
tripartite case, let us write the sufficient condition of proposition 5 explicitly in the fourpartite case:

Proposition B5 (Sufficient condition for fourpartite causally separable processmatrices). If amatrix
Î Ä Ä ÄW A B C DIO IO IO IO can be decomposed as

ðB33Þ
with, for each permutation of the four parties ( )X Y Z T, , , , positive semidefinitematrices ( )W X Y Z T, , , ,

+≔( ) ( ) ( )W W WX Y X Y Z T X Y T Z, , , , , , , and + +≔( ) ( ) ( ) ( )W W W WX X Y X Z X T, , , satisfying

=- ( )[ ] ( )W 0, B34X Y Z T X1 O IO IO IO

=- ( )[ ] ( )W 0, B35Y Z T X Y1 ,O IO IO

= =- - ( )[ ] ( ) [ ] ( )W W0, 0, B36Z T X Y Z T T X Y Z T1 , , , 1 , , ,O IO O

thenW is a valid fourpartite causally separable processmatrix (as per our definition 5).

It follows from equations (B35)–(B36) that for each partyX, ( )W X also satisfies
= = =- - - - - -[ ] ( ) [ ][ ] ( ) [ ][ ][ ] ( )W W W 0Y Z T X Y Z T X Y Z T X1 1 1 1 1 1O IO IO O O IO O O O

for all ¹ ¹ ¹X Y Z T (see
equation (B27)). This, together with equation (B34) and the fact that ( )W 0X , implies that ( )W X is a valid
processmatrix, compatible with partyX actingfirst (see equation (A13)).

Similarly, it follows from equation (B36) that for each pair of parties X Y, , ( )W X Y, also satisfies
= =- - -[ ] ( ) [ ][ ] ( )W W 0Z T X Y Z T X Y1 , 1 1 ,O IO O O

for all ¹ ¹ ¹X Y Z T . This, togetherwith equation (B35) and the
fact that ( )W 0X Y, , implies that whatever CPmapMX partyX applies, the conditional processmatrix
( )( ) ∣W X Y M, X

is a valid tripartite processmatrix for parties Y Z T, , , compatible with partyY actingfirst.
Finally, equation (B36) implies that whatever CPmapsMX,MY partiesX andY apply, the conditionalmatrix

Ä( )( ) ∣W X Y Z T M M, , , X Y
is a valid bipartite processmatrix for parties Z T, , compatible with partyZ acting first.

B.3. Fourpartite causally separable processmatrices in the particular casewith =d 1DO

Consider now a fourpartite situationwhere partyD has no outgoing system (or a trivial one, with =d 1DO
). It

turns out that in such a case our sufficient condition above is also necessary, and it simplifies as follows (note the
similarity with proposition 3).

Proposition B6 (Characterisation of fourpartite causally separable processmatrices with =d 1DO
). In a

fourpartite scenario where partyD has no outgoing system, amatrix Î Ä Ä ÄW A B C DIO IO IO I is a valid
fourpartite causally separable processmatrix (as per definition 5) if and only if it can be decomposed as

ðB37Þ

where, for each permutation ( )X Y Z, , of the three partiesA,B andC, ( )W X Y Z D, , , and
+≔( ) ( ) ( )W W WX X Y Z D X Z Y D, , , , , , are positive semidefinitematrices satisfying

=- ( )[ ] ( )W 0, B38X Y Z D X1 O IO IO I

= =- - ( )[ ] ( ) [ ] ( )W W0, 0. B39Y Z D X Y Z D Z D X Y Z D1 , , , 1 , , ,O IO I O I

Proof.According to the necessary condition of proposition 4, a causally separable processmatrix
Î Ä Ä ÄW A B C DIO IO IO I must have a decomposition of the form = + + +( ) ( ) ( ) ( )W W W W WA B C D where

each ( )W X is a processmatrix compatible withXfirst, such that for any ¹Y X ,  ¢
( )W X
X YIO I is causally separable.

Consider firstX=A, and note already that as ( )W A is compatible withAfirst, one has, from equation (A13),

=- ( )[ ] ( )W 0. B40A B C D A1 O IO IO I
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Taking nowY=B, we have that Î Ä Ä
¢

¢
( )W B C DA
A B

II O IO I
IO I is a tripartite causally separable processmatrix

in a scenario where one party (D) has no outgoing space. Using the characterisation of proposition B3, and re-
attributing the system ¢BI back toAIO (as we did, e.g. in the proof of proposition B3), we obtain that ( )W A must
have a decomposition of the form

= + ( )( ) ( ) ( )W W W B41A A B C D A C B D, , , , , ,

with ( ) ( )W W, 0A B C D A C B D, , , , , , satisfying

= =
= =

- -

- - ( )
[ ] ( ) [ ] ( )

[ ] ( ) [ ] ( )

W W

W W

0,

0. B42
B C D A B C D C D A B C D

C A B D A C B D B D A C B D

1 , , , 1 , , ,

1 , , , 1 , , ,

O IO I O I

O IO IO I O I

Thefirst line further implies that =-[ ] ( )W 0;C B D A B C D1 , , ,O IO I
noting that =-[ ] ( )W 0C B D A1 O IO I

as well (as ( )W A is
compatible withAfirst, see again equation (A13)) and that = -( ) ( ) ( )W W WA C B D A A B C D, , , , , , , we also have

=- ( )[ ] ( )W 0. B43C B D A C B D1 , , ,O IO I

Hence, the term ( )W A can be decomposed as in equation (B37), with the corresponding constraints being
satisfied. The same holds, in a similar way, for the terms ( )W B and ( )W C .

Consider now ( )W D . Taking e.g.Y=A, we have that Î Ä Ä
¢

¢
( )W A B CD
D A

II O IO IO
I I is a tripartite causally

separable processmatrix, whichmust have a decomposition as in proposition 3. After relabelling thematrices

( )W X Y Z, , from equation (22) in the decomposition thus obtained to  ¢
( )W X Y Z D
D A

, , ,
I I , re-attributing the system ¢AI back

toDI and applying themap ·DI
to all constraints of equations (23)–(24), we find that ( )W D also has a

decomposition as in equation (B37) that satisfies the constraints(B38)–(B39).
Altogether,W is thus a combination of terms that have a decomposition as in proposition B6; combining

these decompositions, it directly follows thatW itself has a decomposition of the formof equation (B37) that
satisfies the required constraints.

Conversely, it is easy to see that if amatrixWhas adecompositionof the form(B37), then it is also of the
form(B33) (where all terms ( )W X Y Z T, , , with ¹D T are 0, and thus only the terms =( ) ( )W WX Y Z D X Y, , , , remain).
Furthermore, if the decomposition satisfies the constraints of equations (B38)–(B39), then it also satisfies those of
equations (B34)–(B36). According toproposition 5, this implies that such aprocessmatrixW is causally separable. ,

One can further simplify the characterisation above in theparticular fourpartite casewhere, in addition toone
party (D)havingnooutgoing system,one alsohas a party (A)withno incoming system.We thenobtain the following:

Proposition B7 (Characterisation of fourpartite causally separable processmatrices with =d 1AI
and

=d 1DO
). In a fourpartite scenario where partyA has no incoming system and partyD has no outgoing system, a

matrix Î Ä Ä ÄW A B C DO IO IO I is a valid fourpartite causally separable processmatrix (as per definition 5) if
and only if

=- ( )[ ] W 0 B44A B C D1 O IO IO I

andW can be decomposed as

= + ( )( ) ( )W W W , B45A B C D A C B D, , , , , ,

where, for each permutation (X, Y) of the two parties B andC, ( )W A X Y D, , , is a positive semidefinitematrix satisfying

= =- - ( )[ ] ( ) [ ] ( )W W0, 0. B46X Y D A X Y D Y D A X Y D1 , , , 1 , , ,O IO I O I

Weemphasise again that the two summands ( )W A B C D, , , and ( )W A C B D, , , above are not necessarily valid process
matrices, thus allowing for dynamical causal orders.We omit the proof of proposition B7 here, as it follows that
of proposition B4 very closely.We note, as an aside, that both propositions B3 andB4 could be obtained as
corollaries of proposition B7 after removing one party. Namely, by imposing =d 1AO

above (which, in
particular,makes equation (B44) trivial), ignoringA and relabelling ( ) ( )B C D A B C, , , , we obtain
proposition B3; by imposing =d 1DI

instead in proposition B7we directly obtain proposition B4.

To conclude this section, we further note that propositions B6 andB7 generalise straightforwardly to cases
withmore parties ¼D E, , that have no outgoing spaces (by simply replacingDI by D EI I ). Hence, we can give
necessary and sufficient conditions for causal separability in anyN-partite scenario inwhich atmost three
parties have nontrivial outgoing spaces.

AppendixC. Explicit witness of causal nonseparability forW act.

In this appendixwe provide an explicit witness of causal nonseparability for the processmatrixW act. introduced
in section 3.3.
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According to equation (G5) in appendixG.2 below, in the tripartite scenario inwhichW act. is defined, where
=d 1CO

, the cone of causal witnesses can be characterised as

 



= Î = + + = =

= + + = =

+ +
- -

+ +
- -

{ ∣
} ( )

( ) ( ) ( ) ( )
[ ]

( ) ( )
[ ]

( ) ( )

( ) ( ) ( ) ( )
[ ]

( ) ( )
[ ]

( ) ( )

S A B C S S S S S S S S S

S S S S S S S S S

with 0, , ,

with 0, , . C1

IO IO I A A A A A B C A A B C A A

B B B B B A C B B A C B B

1 2
1

1 1
1

2 2

1 2
1

1 1
1

2 2
O IO I O I

O IO I O I

Using the approach of section 4.4, we obtained the following causal witness forW act., written, as in the
definition(10) ofW act., in the order C A B A BI I I O O:

     

      

= - - - + +

+ - - + - - + + -

⎡
⎣⎢

⎤
⎦⎥

( ˆˆ)( ˆˆ) (ˆ ˆ ˆ ˆ)( ˆ ˆ )

ˆ( ˆ ˆ )( ˆˆ) ˆ (ˆ ˆ ˆ ˆ)( ˆ ˆ ) ˆ (ˆ ˆ ˆ ˆ)( ˆ ˆ ) ( )

S
1

4
zz zz

2

3
xx yy z z

1

3
z z z zz

1

3
x xy yx z z

1

3
y xx yy z z . C2

act.

To see that Sact. indeed defines a valid causal witness, one can verify that it admits decompositions as in
equation (C1) above, with (still written in the same order) =( )S 0,A

1  = - +[ (ˆ ˆ ˆ ˆ) ˆ]( )S xx yy z ,A
2 1

4

4

3

= -+( ) ( )S S SA A
act. 2 and similarly =( )S 0,B

1  = - +[ (ˆ ˆ ˆ ˆ) ˆ ]( )S xx yy z ,B
2 1

4

4

3
= -+( ) ( )S S SB B

act. 2 . One can easily check

that all constraints in equation (C1) are satisfied.
With Sact. thus defined, onefinds = - - <[ · ] ( )S WTr 2 0act. act. 4

3
, which proves thatW act. is indeed

causally nonseparable according to our definition 5—or equivalently, to Araújo et alʼs definition 2, or ‘extensibly
causally nonseparable’ according to definition 4—even though, as proven in section 3.3, it is causally separable
according toOGʼs definition 3.

Since the causal witness Sact. abovewas obtainedwith the SDP optimisation technique described in
section 4.4, it allows us to determine the robustness ofW act. towhite noise. From equation (39)we thusfind that
its random robustness is * = - = - [ · ]r S WTr 2 0.31act. act. 4

3
.

‘Activation’ of causal nonseparability withW act.

It is instructive to see explicitly how causal nonseparability can be ‘activated’ by attaching an entangled ancillary
state toW act..

Recall thatW act. is compatible with partyC acting first. As shown in section 3.3, it is such that for anyCPmap
(or POVMelement) Mc applied byC, the conditional bipartite processmatrix ( )∣W M

act.
c
is causally separable.

This is precisely whyW act. is considered to be causally separable according toOGʼs definition 3.
Consider now attaching an ancillarymaximally entangled state r = F ñáF+ + ¢ ¢∣ ∣A CI I , shared byA andCwith

dimensions = =¢ ¢d d dA C CI I I
, and lettingC project his two incoming systems onto F ñáF+ + ¢∣ ∣C CI I . The resulting

conditional processmatrix rÄ = F ñáF+ +( )∣ ∣ ∣W M
act.

C
shared byA andB is then (up to normalisation)  ¢( )W C Aact. I I ,

i.e. it is formally represented by the samematrix asW act., equation (10), with partyCʼs incoming systemnow
given to partyA (see lemmaB1 of appendix B). One can verify that rÄ = F ñáF+ +( )∣ ∣ ∣W M

act.
C

thus obtained is
causally nonseparable by constructing a (bipartite) causal witness using, for instance, the explicit
characterisation of equation (G3) below, in a similar way towhat we did forW act. above.

Note, however, that this argument is not sufficient to conclude thatW act. is (extensibly) causally
nonseparable: one indeed needs to prove that for any possible decomposition of the form

rÄ = + +r r r
( ) ( ) ( )W W W WA B C

act. with each r
( )W X compatible with partyX actingfirst, there exist CPmapsMA,

MB, orMC, thatmake either r( )( ) ∣W A MA
, r( )( ) ∣W B MB

or r( )( ) ∣W C MC
causally nonseparable22. Our construction of a

22
Indeed, a processmatrix compatible withCfirst (in short, of the form = ( )W W C ), and such that for someCPmapMC the conditional

processmatrix ∣W MC is causally nonseparable,may still be causally separable if it also has another, causally separable, decomposition of the
form = ¢ + ¢ + ¢( ) ( ) ( )W W W WA B C . An example is for instance = Ä F ñáF+ + ¢ ¢∣ ∣W W A C

0 I I with (written again in the order C A B A BI I I O O)

      = + + + + - - - + - - -
⎡
⎣⎢

⎤
⎦⎥( ˆˆ ˆ ˆ ˆˆ ) (ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ) ˆ (ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ) ˆ ( )W

1

8
zz z z zz xxx xyy yxy yyx x yyy yxx xyx xxy y . C30

1

2

1

2

One can check that Î { }W C A B, and that with = F ñáF+ + ¢∣ ∣MC
C CI I , the bipartite conditional processmatrix ∣W MC is causally

nonseparable—even thoughW is also compatible with thefixed order  A B C (and is hence causally separable). (Here the ancillary
entangled state attached toW0 and theCPmapMC allow partyC to ‘teleport’ their incoming system inW0 toA; the same observation holds if
C teleports his system toB instead.)A similar observation can bemade at the level of correlations: a tripartite correlation ( ∣ )P a b c x y z, , , ,
compatible withCfirst and such that the bipartite conditional correlation ( ∣ ) ≔ ( ∣ )P a b x y P a b x y z c, , , , , ,z c, is noncausal for some z c, may
in general still be causal. An example with binary inputs and outputs 0, 1 is d d Å( ∣ ) ≔P a b c x y z, , , , b x c a y

1

2 , , , which is indeed compatible with
Cfirst (as =( ∣ )P c x y z, , 1

2
does not depend on x y, ) and is such that conditioned onCʼs output c=0, the resulting conditional bipartite

correlation d d== ( ∣ )P a b x y, ,z c b x a y, 0 , , shared byA andB is noncausal (it violates the ‘Guess YourNeighbourʼs Input’ inequality [34]
maximally). Nevertheless, P is clearly also compatible with thefixed order  A B C , and is hence causal. Note that the argument given by
OG in [17] to show activation of causal nonseparability consisted precisely in proving that, after attaching an ancillary state, the correlations
generated by a given tripartite processmatrixwere compatible withCfirst and such that the bipartite conditional correlation ( ∣ )P a b x y, ,z c,

was noncausal. In that case, however,Cwas performing a deterministic operation (i.e. c could only take a singlefixed value), so this argument
was enough, in their case, to prove that the tripartite correlation under considerationwas indeed noncausal [22, 46].
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causal witness forW act. confirms nonetheless that thismust indeed be the case, which allows us conclude, using
OGʼs terminology, that the entangled ancillary state ρ introduced here indeed ‘activates’ the causal
nonseparability ofW act..

AppendixD. Equivalence betweenOreshkov andGiarmatziʼs extensible causal (non)
separability and our definition of causal (non)separability

In this appendixwe prove thatOGʼs definition 4 of extensible causal (non)separability and our definition 5 of
multipartite causal (non)separability are equivalent.

Proof. LetW be anN-partite processmatrix that is causally separable as per our definition 5. The conditional
-( )N 1 -partite processmatrices = Är r( ) [ · ]( ) ∣

⧹
( )W M WTrk M k k

k
kk in definition 5 are again causally

separable (as per our definition), and thus fulfil in particular definition 3. Therefore, rÄW is causally separable

as perOGʼs definition 3 (OG-CS) for any 
¢AI and any ancillary quantum state r Î ¢AI . That is,W is extensibly

causally separable as perOGʼs definition 4 (OG-ECS).
The proof of the converse ismore involved. The idea is to consider, for anN-partiteOG-ECS processmatrix

W and two ancillary quantum states r¢ and r, the extended processmatrices rÄ ¢W and r rÄ ¢ Ä W , which
are bothOG-CS. By comparing the corresponding decompositions wewill show that the conditional

-( )N 1 -partite processmatrices obtained from the decomposition of rÄ ¢W are not onlyOG-CS, but also
OG-ECS. From there, one can conclude by induction thatW then also satisfies our definition 5.

The difficulty here is that the causally separable decomposition of rÄW (for r r= ¢ or r r r= ¢ Ä  in our
case here) depends, a priori, on ρ. The following proposition states, however, that there exists a decomposition of
W that provides a unique causally separable decomposition of rÄW for any ρ.

PropositionD1.AnyN-partite extensibly causally separable (OG-ECS) processmatrixW, as per definition 4, can be
decomposed as


å=
Î

( )( )W q W , D1
k

k k

with q 0k , å =q 1k k , andwhere for each k, ( )W k is a process matrix compatible with party Ak acting first, and is

such that for any extension 
¢AI , any ancillary quantum state r Î ¢AI and any possible CPmap Î ¢M Ak II O

k applied
by party Ak, the conditional -( )N 1 -partite processmatrix r rÄ Ä Ä( ) ≔ [ · ]( ) ∣

⧹
( )W M WTrk M k k

k
kk

is
causally separable (OG-CS) as per definition 3.

Proof.Consider anN-partiteOG-ECS processmatrixW. By definition 4, for any extension 
¢AI and any state

r Î ¢AI , the extendedN-partite processmatrix rÄW must have a decomposition of the form


årÄ = r

Î

( )( )W q W , D2
k

k k

where for each k, r
( )W k is a processmatrix compatible with partyAk actingfirst, and such thatwhatever that party

does, the resulting conditional processmatrix for the other -( )N 1 parties isOG-CS.
By an argument similar to that of proposition B1, it is easy to see that r

( )W k canwithout loss of generality be

taken to be of the form r= Är
( ) ( )W Wk k .We emphasise again that the convex decomposition of

= å Î ( )W q Wk k k that then follows from equation (D2) could a priori depend on the ancillary state ρ.Wewill
however now show that for all extensions and ancillary quantum states one can choose the same decomposition
ofW.

First, note that for anyfinite set of extensions   ¼{ }A A A, , ,I I In1 2
and ancillary quantum states

  r r rÎ Î ¼ Î{ }A A A, , ,I I n I1 2 n1 2
under consideration, one can indeed choose the same decomposition—

consider the ancillary state  r rÄ Ä Î Ä Ä A An I I1 n1
, and the corresponding decomposition


år r r rÄ Ä Ä = Ä Ä Ä
Î

  ( )( )W q W , D3n
k

k k n1 1

with each r rÄ Ä Ä( )W k n1 —and therefore, each ( )W k —a processmatrix compatible with partyAk acting
first, and such that for any operationMk applied byAk the resulting conditional processmatrix

r rÄ Ä Ä( )( ) ∣W k n M1 k
for the other -( )N 1 parties is OG-CS. Proposition B2 now implies that these

conditional processmatrices remain causally separable when tracing out all but one ancillary states in the tensor
product. Therefore, the decomposition ofW obtained from equation (D3) can be chosen for any of the
individual r Î Aj Ij

.

Next, one uses the following result frombasic topology:

34

New J. Phys. 21 (2019) 013027 JWechs et al



Theorem2.36 in. [47] If a{ }K is a collection of compact subsets of ametric spaceX such that the intersection of every
finite subcollection of a{ }K is nonempty, then a⋂K is nonempty.

Here, let the index set be the set of all possible ancillary quantum states (of any dimension), and the setKρ,
indexed by some quantum state ρ, be the set of possible causally separable decompositions ofW corresponding
to the ancillary state ρ. Thefinite intersection property follows from the observation above—for anyfinite set of
ancillary states r r¼{ }, , n1 , there exists a commondecomposition, that is, the intersection ÇÇr rK K

n1
is

nonempty. As the conditions of the above theorem are satisfied23, it guarantees that the intersection r⋂K over all
quantum states ρ is nonempty. That is, there exists indeed a convex decomposition ofW,


å=
Î

( )( )W q W , D5
k

k k

with q 0k , å =q 1k k , andwhere for each k, ( )W k is a processmatrix compatible with partyAk actingfirst, and

is such that for any extension 
¢AI , any ancillary quantum state r Î ¢AI and any possible CPmap Î ¢M Ak II O

k

applied by partyAk, the conditional -( )N 1 -partite processmatrix rÄ( )( ) ∣W k Mk
is OG-CS. ,

One can nowprove by induction that anyOG-ECS processmatrix is causally separable according to our
definition 5. In the single-partite case ( =N 1), the claim is trivial. Suppose, for N 2, that the claimholds true
in the -( )N 1 -partite case. Let thenW be anN-partiteOG-ECS processmatrix. According to proposition B8,

Whas a decomposition of the form(D1), such that for any k, for any arbitrary extensions 
¢AI , 


⧹AI

k, any

ancillary quantum states r¢ Î ¢AI , r Î 
⧹AI

k, and anyCPmap Î ¢M Ak II O
k applied by partyAk, the

conditional -( )N 1 -partite processmatrices rÄ ¢( )( ) ∣W k Mk
and r r r rÄ ¢ Ä  = Ä ¢ Ä ( ) ( )( ) ∣ ( ) ∣W Wk M k Mk k

areOG-CS. That is, for any 
¢AI , r¢ andMk, rÄ ¢( )( ) ∣W k Mk

is OG-ECS—and therefore, by the induction

hypothesis, it is causally separable according to our definition 5. Summing up, we thus have, for any 
¢AI and any

r¢ Î ¢AI , a decomposition of the form r rÄ ¢ = å Ä ¢( )W q Wk k k such that for any Î ¢M Ak II O
k , rÄ ¢( )( ) ∣W k Mk

is causally separable. Thismeans thatW itself is causally separable as per our definition 5, which concludes the
proof. ,

Appendix E. Causally separable processmatrices can only generate causal correlations

Herewe show explicitly that causally separable processmatrices, according to our definition 5, can only generate
so-called ‘causal correlations’ (evenwhen attaching ancillary entangled states).

Let usfirst recall the definition ofN-partite causal correlations given in [22] (which is equivalent to thatfirst
introduced in [17]):

Definition E1 (N-partite causal correlations). ForN=1, any correlation ( ∣ )P a x1 1 is causal. For N 2, anN-
partite correlation

 ( ∣ )P a x is said to be causal if and only if it can be decomposed as


 å=

Î

   ( ∣ ) ( ∣ ) ( ∣ ) ( )⧹ ⧹P a x q P a x P a x , E1
k

k k k k k x a k k, ,k k

with q 0k , å =q 1k k , where (for each k) ( ∣ )P a xk k k is a single-partite (and hence causal) correlation and (for
each k x a, ,k k)  

 ( ∣ )⧹ ⧹P a xk x a k k, ,k k
is a causal -( )N 1 -partite correlation.

By this definition, forN=1, any correlation—and in particular, any correlation generated by a (trivially)
causally separable single-partite processmatrix—is causal.

Assume, for >N 1, that any correlation generated by a -( )N 1 -partite causally separable processmatrix is

causal. Consider then anN-partite processmatrix ÎW AIO , some ancillary state r Î ¢AI , and someCPmaps
Î ¢∣M Aa x II Ok k

(for any k x a, ,k k), which all together generate the probability distribution

23
More precisely, letX be the space ofN-tuples ofHermitianmatrices = ¼


( )( ) ( )W W W, , N1 , equippedwith the standard Euclideanmetric,

and let the setsKρ be defined as

  å r¼ = Î " " Ä - "r
=


⎪

⎪⎧⎨
⎩

⎛
⎝⎜

⎞
⎠⎟≔ ( ) ( ) ( ) (( ) )}

( )

( ) ( ) ( ) ( )
( ⧹ )

( ) ( ) ∣K W W W W W k W k W k M, , and and 0 and is OG CS , .

D4

N
k

N

k k
A A

k k M k1
1

k k
k

It follows from the positivity of the ( )W k ʼs and the normalisation ofW that the setsKρ are bounded. One can further easily convince oneself
that the sets characterised by the four individual conditions in equation (D4) are closed, and thus, as it is the intersection of closed sets, that
Kρ is closed. The setsKρ being bounded and closed, it follows from theHeine-Borel theorem that they are compact, as required for theorem
2.36 in [47] to be applicable here.
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r= Ä Ä Ä
  ( ∣ ) [ · ] ( )∣ ∣P a x M M WTr , E2a x a xN N1 1

as in equation (4). Assuming thatW is causally separable, according to definition 5 rÄW can be decomposed as
in equation (13), which allows us towrite


å= Ä Ä r

Î

  ( ∣ ) [ · ] ( )∣ ∣ ( )P a x q M M WTr . E3
k

k a x a x kN N1 1

Here r
( )W k is compatible with partyAk actingfirst, so that for any set of CPTPmaps ¢Mxk

with ¢ ¹k k,



  

= =r r r

¢Î ¢Î
¢ ¢

[ ⨂ · ] [ ⨂ · ] [( ) ] ( )∣
⧹

( ) ∣
⧹

( ) ( ) ∣
⧹

∣M M W M W
d

WTr Tr
1

Tr , E4a x
k k

x k a x
k k

d k
A

k Mk k k k k
AO

k

O
k

ak xk

which does not depend on the choice of CPTPmaps ¢Mxk
, and defines a probability distribution ( ∣ )P a xk k k for

partyAk.
The conditional processmatrix r( )( ) ∣ ∣W k Mak xk

for parties in ⧹k can be renormalised (when nonzero) by

defining
~r r( ) ≔ ( )( ) ∣ ( ∣ ) ( ) ∣∣ ∣W Wk M P a x k M

1
ak xk k k k

ak xk
, so that

~r
( )( ) ∣ ∣W k Mak xk

is now a properly normalised processmatrix

(according to equation (E4) above that defines ( ∣ )P a xk k k , we indeed have =~r
[( ) ]( ) ∣ ∣

⧹W dTr k M Aak xk O
k, as required

by equation (A3)).We can thenwrite equation (E3) as

  
 å å= =r

Î ¢Î Î
¢ ¢

   ⎡
⎣
⎢⎢

⎤
⎦
⎥⎥( ∣ ) ⨂ · ( ) ( ∣ ) ( ∣ ) ( )

⧹
∣ ( ) ∣ ⧹ ⧹∣P a x q M W q P a x P a xTr E5

k
k

k k
a x k M

k
k k k k k x a k k, ,k k ak xk k k

with

 


~r

¢Î
¢ ¢

  ⎡
⎣
⎢⎢

⎤
⎦
⎥⎥( ∣ ) ≔ ⨂ · ( ) ( )⧹ ⧹

⧹
∣ ( ) ∣ ∣P a x M WTr . E6k x a k k

k k
a x k M, ,k k k k ak xk

Now, by assumption and according to definition 5
~r

( )( ) ∣ ∣W k Mak xk
must a causally separable processmatrix; by

the induction hypothesis it can only generate causal correlations, which implies that  
 ( ∣ )⧹ ⧹P a xk x a k k, ,k k

is causal.
Equation (E5) thus provides a causal decomposition of

 ( ∣ )P a x as in equation (E1) of definition E1, which proves
that the correlation

 ( ∣ )P a x obtained from theN-partite causally separable processmatrixW is causal, and
which, by induction, concludes the proof.

Appendix F. Relationship between our necessary and sufficient conditions for causal
separability

F.1. A necessary but not sufficient condition
In our recursive necessary condition of proposition 4 for generalmultipartite causal separability, we require the

-( )N 1 -partite processmatrices  ¢
¢

( )W k
A AIO

k
I
k

to be causally separable for each ¢ ¹k k. In the tripartite case, it is
not necessary to impose this explicitly, since considering the teleportation ofAkʼs systems to some arbitrary ¢Ak

yields necessary conditions that already coincide with the sufficient conditions for tripartite causal separability
(see the proof in appendix B.1.2). In the general case, however, considering the teleportation to just one or some
of the parties yieldsweaker necessary conditions thatmay not be sufficient. In this appendixwe present an
explicit fourpartite example.

We consider the fourpartite scenariowhereA has a trivial incoming space ( =d 1AI
) andD has a trivial

outgoing space ( =d 1DO
), and define the followingmatrix in Ä Ä ÄA B C DO IO IO I :

    + +Ä
⎡
⎣⎢

⎤
⎦⎥≔ ˆ( ˆˆ ˆ ˆˆ) ( )W

1

8

1

2
z zz z xz . F1gap 6

It is easy to verify thatW gap satisfies equation (18) for =A Ak , i.e. that it is a valid processmatrix compatible
with partyA actingfirst (note its similarity with the original processmatrix ofOreshkov, Costa and Brukner [2]).
Furthermore, it satisfies = = =- - -[ ] [ ] [ ]W W W 0B A C D C A D D1

gap
1

gap
1

gap
O O IO I O O I O

(aswell as
= =- -[ ] [ ]W W 0C A B D B A D1

gap
1

gap
O O IO I O O I

). Thus,W gap can be decomposed as in equations (27)–(28)with
Y=D and a single term in the decomposition, = = = 

( ) ( )
[ ]

( )
[ ]W W W WA A B

A D
A B C D
A Dgap

, , , , (or
= = = 

( ) ( )
[ ]

( )
[ ]W W W WA A C

A D
A C B D
A Dgap

, , , , ) satisfying equation (29). In other words, the tripartite conditional
processmatrix that we obtain by teleportingAO to ¢DI is causally separable (it is compatible with bothfixed
causal orders  B C D and  C B D).

However, this is not the casewhen teleportingAO to ¢BI , or to ¢CI .W gap indeed cannot be decomposed as in
equation (28)withY=B orC, and is thus causally nonseparable. This can be certified by the causal witness
(obtained as described in section 4.4, with the characterisation of equation (G11) in appendix G.2)
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    - +Ä≔ [ ˆ( ˆˆ ˆ ˆ ˆ) ] ( )S
1

8
z zz z xz , F2gap 6

for whichwe obtain = - <[ · ]W STr 1 2 0gap gap .
This shows that, in the generalmultipartite case, there is indeed a gap between the necessary conditions

obtained by teleporting to just some of the parties and those obtained by teleporting to each of the parties, and
that the former are not sufficient.

(Note that in the example aboveDI did not play any role, as we always had DI in all termsWe could in fact
consider the casewhereDI is also trivial, =d 1DI

.We kept here a nontrivial systemDI to clarify the fact thatW gap

was defined in a fourpartite scenario, and that partyD does play a role in the argument.)

F.2.Numerically investigating the (in)equivalence of our necessary and sufficient conditions
In order to investigate whether the (full version of the)necessary condition in proposition 4 and the sufficient
condition in proposition 5 differ in general, we conducted numerical testing to seewhetherwe could find
processmatrices contained in the cone+

sep but not in-
sep (i.e. the outer and inner approximations of sep

arising from the necessary and sufficient conditions, respectively). To this end, we considered the following
general approach: wefirst generated a large number of randomprocessmatrices. For each processmatrixW, we
then solved the primal SDP optimisation problem(37) over the cones

sep to obtain the corresponding
random robustnesses *r . If wewere tofind * *¹+ -r r (up to numerical error; note that, since Í- +

sep sep, one
always has * *+ -r r ), this would imply the cones differ since onewould have * + Î+ +

◦W r sep

but *+ Ï+ -
◦W r W sep.

The size of the SDPproblems associatedwithfinding the random robustness of a processmatrixmeant that
we could not solve these problems for the ‘complete’ fourpartite scenario with qubit incoming and outgoing
spaces for each party (recall that, for three parties, the conditions are already known to coincide).We therefore
considered the restricted scenario inwhich =d 1AI

while the remainingHilbert spaces are two-dimensional, so
thatW is thus ´( )128 128 -dimensional.We note that in any simpler scenario, the necessary and sufficient
conditions can be be proven to coincide,making this the simplest case of interest. Indeed, in appendix B.3we
already showed that they coincide if one of the four parties has a trivial outgoing space. If, on the other hand, a
second party were to have a trivial incoming space (e.g. =d 1BI

), it is not difficult to show they again coincide by
writing explicitly the necessary and sufficient conditions of propositions 4 and 5, by using the fact that they
simplify to proposition B4 in a tripartite case where (at least) one party has a trivial incoming space, and by using
the linearity of the subspaces appearing in the constraints.We leave the explicit proof of this as an exercise for the
reader.

To generate randomprocessmatrices, one could follow the hit-and-run approach of [43]. Although this
approach is guaranteed to sample processmatrices uniformly, the high dimensionality of the space of valid
processmatrices (in this scenario it is 7597-dimensional) renders this approach intractable. Instead, forgoing
uniformity, we generatedmatrices by randomly samplingHermitian positive semidefinitematrices, projecting
themonto the space  of valid processmatrices before addingwhite noise (i.e. ◦)until the resultingmatrix
was again positive semidefinite.

We solved the SDPoptimisation problems for the necessary and sufficient conditions for approximately
1000 randomly generated processmatrices (including several hundreds inwhich an additional constraint,
namely the symmetry ofW between permutations of the partiesB,C andD, was imposed). These numerical tests
failed to provide any potential counterexamples: in all cases we found * *=+ -r r up to numerical precision.

However, since the space of valid processmatrices is so high-dimensional and our samplingmethod non-
uniform,we do not believe that our results on this number of samples provide enough evidence to reasonably
conjecture that the necessary and sufficient conditions coincide in this scenario.

AppendixG. Construction ofwitnesses of causal nonseparability through SDP

In this appendixwe give some further details relating to the construction of witnesses of causal nonseparability
through SDP. Firstly, we discuss the duality of the two SDPproblems given in section 4.4, showing that they are
indeed dual and that the StrongDuality theorem is satisfied.We then give some additional details on how the
characterisations of causal separability can be explicitly translated into SDP constraints in order tofindwitnesses
in practice, giving some explicit examples that both illustrate this and, at the same time, allow the results in
section 4.5 to be readily verified.

G.1.Duality of SDPproblems
Since both the set of causally separable processmatrices sep and its dual * = ( )sep (or the inner and outer
approximations

sep of sep arising frompropositions 4 and 5 and their respective duals * = ( )sep , see
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section 4.4) are convex cones, the problems ofminimising the amount of white noise thatmust be added to
make a processmatrix causally separable and finding thewitness of causal separability with themost negative
value for a given processmatrix can be formulated as SDP problems as in equations (37) and(38), respectively.
For these problems to be efficiently solvablewith standard algorithmic techniques for SDP, however, onemust
show that they have no duality gap (i.e. no difference between the optimal values of an SDPproblem and its
dual). Here, wewill show that equations (37) and(38) are indeed a primal-dual pair, and that the StrongDuality
theoremholds [48], implying that that their optimal solutions indeed coincide and can therefore be efficiently
obtained. This shows, in particular, that the solution to the SDPproblem(38) is the optimal witness with respect
to the random robustness.

Reference [14] showed the duality of two variations of the SDPproblems(37) and(38) in the bipartite case:
rather than consider the robustness towhite noise of a processmatrix, they considered the robustness ofmixing
a givenWwith any valid processmatrix. The optimal solutions to the corresponding SDPproblems give the
generalised robustness ofW. Nevertheless, their approach to proving duality, and the applicability of the Strong
Duality Theorem, is easily adapted to (and even simpler for) the random robustness, and the bipartite and some
restricted tripartite versions of equations (37) and(38)were already given in [15]. The same approach can be
used in themore generalmultipartite case to show that these problems (considering the cones sep or

sep)
satisfy the required properties. Rather than repeating these (somewhat technical and lengthy) arguments, we
instead refer the reader to appendixEof [14] and prove explicitly only themain technical lemmaneeded to
generalise their approach.

First, as noted already in [14, 15], it is sufficient just to consider the restriction    Ç≔ ofwitnesses in
 . Indeed, for any ^S in the orthogonal subspace  ^( ) of  and any processmatrixW one has

=^[ · ]S WTr 0, and thus for any ÎS there exists ¢ ÎS such that = ¢[ · ] [ · ]S W S WTr Tr for all
ÎW . The formulations given in equations (37) and(38) are only formally dual when sep and  are

considered as subsets of the vector space  [orwhen  is replaced by  in equation (38)]. However, the fact
that the restriction to  does not change the optimal value of the problem ensures that the optimal solutions
coincide in themore general formulation.

The primary element of the proof in [14]which needs to be generalised beyond two parties is the need to
show that sep has a nonempty interior (within  , see their lemma 7;we also need to check that it is pointed,
which is trivial). To this end, it is sufficient to show that thewhite noise processmatrix ◦ is in the interior of
 sep, i.e. that there exists e > 0 such that for any ÎW with e< W HS (where · HS is theHilbert–
Schmidt norm), one has  + Î◦ W sep.

Recalling from appendix A.4 the characterisation of  in terms of ‘allowed’ terms in aHilbert–Schmidt

basis decomposition, let usfirst note that any allowedHilbert–Schmidt termTkwhich contains sm A A
k
I
k

O
k

(with s ¹m
A

k
I
k

) for some Îk is compatible with anyfixed causal order where partyAk comes last—i.e. that

Î p p - ( ) ( )Tk
A A Ak k N k1 1 for any permutation pk of parties such that p =( )N kk (the same also trivially holds

for the allowed identity term  ). Indeed, =-[ ]T 0A k1 O
k and =T 0A k

IO
k , so that equation (19) holds for any such

order. It follows that any ÎW can bewritten as = å W=W k
N

k1 , where each W Î p p - ( ) ( )
k

A A Ak k N k1 1 (for
some arbitrary pk for each k); furthermore, the terms Wk can be taken to be orthogonal, so
that = å W=   W k

N
kHS

2
1 HS

2 .
Note that the Wkʼsmay not, in general, be positive semidefinite. Nevertheless, if we takeW such that

e<  ≔W
NdHS

1

I
, with  Î≔d dI k AI

k, then each W W <   k k NdHS
1

I
(where · is now the spectral

norm), so that  + W 0
Nd k

1

I
. For any suchW, we thus obtain a decomposition

 å+ = + W
=

⎛
⎝⎜

⎞
⎠⎟ ( )◦ W

Nd

1
G1

k

N

I
k

1

with   + W Î Ç p p - ( ) ( )
Nd k

A A A1

I

k k N k1 1 , which proves that  +◦ W is the sumof (valid) processmatrices

compatible withfixed causal orders, and hence is causally separable:  + Î◦ W sep, as desired.
With this verified, the approach of [14] can be applied, with the appropriatemodifications for the random

robustness24, to show that the required duality indeed holds and that the conditions of the StrongDuality
theorem are satisfied.

G.2. Explicit SDP constraints and example constructions
In order to characterise  more explicitly for a given scenario, as well as to solve both the primal and dual SDP
problemusing convex optimisation algorithms [49], it is helpful towrite sep explicitly as intersections and
Minkowski sums of convex cones corresponding to individual constraints on causally separable process

24
Namely, one can change equations (E.3)–(E.7) in [14] to =E ,  = sep,  = Î{ ∣ }◦r r , b=W and  =  Îc dk AO

k (using
their notations for  E b c, , , , ) and then adapt the proof accordingly.
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matrices. The duality relations(35) can then be exploited to describe  . Herewe give some examples to illustrate
this procedure.

The simplest example is the bipartite scenario. From the definition in equation (3)we see that
  = + A B B Asep , where  = Ç A B A B and similarly for B A. Using equation (19) towrite
 A B and  B A in terms of spaces defined by individual linear constraints, or directly referring to proposition 2,
we see that

      = Ç Ç + Ç Ç- - - - ( )[ ] [ ] [ ] [ ], G2A B B B A A
sep

1 1 1 1O IO O O IO O

with  Î =- -≔ { ∣ }[ ] [ ]W A B W 0A B IO IO A B1 1O IO O IO
,  Î =- -≔ { ∣ }[ ] [ ]W A B W 0B IO IO B1 1O O

, etc. It follows that

*       = = + + Ç + +-
^

-
^

-
^

-
^( ) ( ) ( ) ( )[ ] [ ] [ ] [ ] , G3A B B B A A

sep
1 1 1 1O IO O O IO O

wherewe used the fact that  is self-dual, andwhere  = Î =-
^

-{ ∣ }[ ] [ ]S A B S SA B IO IO A B1 1O IO O IO
is the

orthogonal subspace of  -[ ]A B1 O IO
,  = Î =-

^
-{ ∣ }[ ] [ ]S A B S SB IO IO B1 1O O

is the orthogonal subspace of  -[ ]B1 O
,

etc.
Note that a slightly different, but equivalent, characterisationwas given for the bipartite scenario in [14, 15].

Although their formulation is slightly simpler, we choose to give the above form as it showsmore clearly the
procedure of obtaining explicit SDP characterisations from the characterisations of causally separable process
matrices given in themain text, and it generalisesmore directly to themultipartite scenario.

The next simplest case is the tripartite scenario with =d 1CO
. In this case, causally separable processmatrices

are characterised by proposition B3, fromwhich it follows that

      = Ç Ç + Ç Ç- - - - ( )[ ] [ ] [ ] [ ] , G4A B C B C B A C A C
sep

1 1 1 1O IO I O I O IO I O I

with similar notations for  -[ ]A B C1 O IO I
,  -[ ]B C1 O I

, etc as before. Similarly to the bipartite case, this leads to

      = + + Ç + +-
^

-
^

-
^

-
^( ) ( ) ( )[ ] [ ] [ ] [ ] . G5A B C B C B A C A C1 1 1 1O IO I O I O IO I O I

Wenote again that two slightly different, but once again equivalent, characterisations were given in [14, 15] for
this particular tripartite case.

In the tripartite scenariowith =d 1AI
instead (as, e.g. in the example of ‘activation of causal nonseparability’

given byOreshkov andGiarmatzi [17]), proposition B4 leads to

       = Ç Ç Ç + Ç Ç- - - - -[ ] ( )[ ] [ ] [ ] [ ] [ ] . G6A B C B C C C B B
sep

1 1 1 1 1O IO IO O IO O O IO O

It follows that

       = + + + Ç + +-
^

-
^

-
^

-
^

-
^( ) ( ) ( )[ ] [ ] [ ] [ ] [ ] . G7A B C B C C C B B1 1 1 1 1O IO IO O IO O O IO O

In the general tripartite case, the characterisation of proposition 3 shows thatwe canwrite sep as

       

      

      

= Ç Ç Ç + Ç Ç
+ Ç Ç Ç + Ç Ç
+ Ç Ç Ç + Ç Ç

- - - - -

- - - - -

- - - - -

( )
( )
( ) ( )

[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] , G8

A B C B C C C B B

B A C A C C C A A

C A B A B B B A A

sep
1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

O IO IO O IO O O IO O

O IO IO O IO O O IO O

O IO IO O IO O O IO O

fromwhich it follows that cone of witnesses is

       

      

      

= + + + Ç + +

Ç + + + Ç + +

Ç + + + Ç + +

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

-
^

( ( ) ( ))

( ( ) ( ))

( ( ) ( )) ( )

[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] . G9

A B C B C C C B B

B A C A C C C A A

C A B A B B B A A

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

O IO IO O IO O O IO O

O IO IO O IO O O IO O

O IO IO O IO O O IO O

Finally, in the fourpartite scenario with = =d d 1A DI O
(as, e.g. in the version of the quantum switch in

equation (40)), proposition B7 leads to

       = Ç Ç Ç + Ç Ç- - - - -[ ] ( )[ ] [ ] [ ] [ ] [ ] G10A B C D B C D C D C B D B D
sep

1 1 1 1 1O IO IO I O IO I O I O IO I O I

and

       = + + + Ç + +-
^

-
^

-
^

-
^

-
^( ) ( ) ( )[ ] [ ] [ ] [ ] [ ] . G11A B C D B C D C D C B D B D1 1 1 1 1O IO IO I O IO I O I O IO I O I

Once again, formore general scenarios it remains an open questionwhether the necessary and sufficient
conditions of propositions 4 and 5 coincide. Nonetheless, the same approach here can be applied to our
necessary condition, which defines the cone+

sep that is an outer approximation of sep, to characterise a
subset + of causal witnesses. Solving the dual SDP problem(38) over this set allows one tofind validwitnesses
of causal nonseparability for a given processmatrixW, even though (without proof that the necessary and
sufficient conditions coincide) such awitnessmay not be optimal amongst the full set of causal witnesses  .
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