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Abstract
Voice conversion technique, which is to change one speaker’s
voice to sound like it was pronounced by another speaker, has
the potential to break down a speaker verification system. The
vulnerability of text-independent speaker verification systems
under spoofing attack simulated by statistical voice conversion
has been confirmed in our previous work. In this study, we con-
tinue the study of vulnerability of the text-dependent speaker
verification system attacked voice conversion techniques. We
implemented both the joint density Gaussian mixture model
(JD-GMM) based voice conversion and the unit-selection based
voice conversion systems to simulate spoofing attack. In addi-
tion, the performances of text-independent and text-dependent
speaker verification systems are compared. We conduct the
experiments using RSR2015 database which is recorded using
mobile device. The experiments show that .......................
Index Terms: Speaker verification, text-dependent, text-
independent, voice conversion, spoofing attack, security

1. Introduction
A large number of measurements have been investigated for
biometric recognition systems. One of the most popular mea-
surements is voice, which is easy to collect and use. To auto-
matically and accurately verify the claimed identity of a speaker
based on the speaker’s speech sample is the main task of speaker
verification. There are two kinds of speaker verification sys-
tems: text-independent speaker verification (TD-SV) and text-
dependent speaker verification (TI-SV). TD-SV requires the
speaker to speak a specific textual transcription, while TI-SV
does not have this constraint and allows the speaker to speak
anything for verification. Therefore, TD-SV is able to make use
of phonetic/linguistic information to make the decision. Both
TD-SV and TI-SV have many applications in access control
systems, such telephone banking [1], to protect personal secret
and privacy. Thus, the security of such verification system is the
major concern to the clients.

To respond to such concern, the vulnerability of speaker
verification systems under spoofing attacks has been studied.
Several methods have been employed to simulate the spoof-
ing attack, including replay attack [2, 3], human voice mim-
icking [4] and artificial signal spoofing[5]. The above spoofing
techniques are not so flexible to generate the claimed speaker’s
voice, especial to generate a voice uttering a specific transcrip-
tion which is required in a text-dependent speaker verification
system. Due the popular available of speech synthesis and voice

conversion techniques, speech synthesis and voice conversion
methods become to be the easiest available techniques for the
attackers, and these techniques are seriously threat to speaker
verification system. In [6], the authors use an adapted HMM-
based speech synthesis system, which is flexible to generate one
speaker’s voice given the transcripts, to simulate the spoofing
attack. In [7], voice conversion technique is employed to sim-
ulate the spoofing attack, and text-independent speaker verifi-
cation systems with and without high level text-constraint in-
formation are compared. In addition to the studies using high
quality speech, spoofing attack studies are also carried out using
telephone quality speech. In [8, 9], voice conversion technique
is adopted to convert telephone quality speech to attack sev-
eral different speaker verification systems including the classic
GMM-UBM system and the state-of-the-art joint factor analysis
system .

However, above spoofing attack studies are all employing
text-independent speaker verification systems, which do not uti-
lize phonetic information. It has been shown that the perfor-
mance of the text-independent speaker verification systems can
be degraded to an unacceptable level [8, 9]. However, whether
a text-dependent speaker verification system is robust against
spoofing attack is still an open question. Due to the popular of
smart phones or mobile devices, the speaker verification tech-
nique starts to have application in unlocking the phone or de-
vices [10]. To this end, the security of speaker verification
systems is important to mobile devices users. To respond to
this question, in this study, we focus on evaluating the perfor-
mance of speaker verification systems under spoofing attach on
smart phone or mobile device. We adopt both text-dependent
speaker verification system and text-independent speaker veri-
fication for comparison. In addition, we use two voice conver-
sion methods: joint density Gaussian mixture model and unit
selection methods, to simulate the spoofing attack.

2. Voice conversion techniques
The task of voice conversion is to modify one speaker’s (source)
voice to sound like it was uttered by anther speaker (target)
while keeping the linguistic information. Thus, it has potential
ability to break down both text-dependent and text-independent
speaker verification systems. In a typical voice conversion sys-
tem, it consists of off-line training and run-time conversion pro-
cesses. During off-line training, a relationship between the
source and target speech is established. In the run-time con-
version process, the relationship is applied to the input testing
speech to generate the converted speech signal. In this study, we



employ two voice conversion systems to simulate the spoofing
attack.

2.1. GMM-based voice conversion

The first voice conversion method is based on the joint density
Gaussian mixture model (JD-GMM), which is originally pro-
posed in [11] and become the mainstream approach [12, 13].

Given a parallel training data from source X speaker and
target Y speaker, dynamic time warping is employed to
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The joint probability density of X and Y is modeled by
GMM as in (1):
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pectation maximization (EM) algorithm in maximum likelihood
sense.

In the conversion phase, given a source speech feature vec-
tor x, the joint density model is adopted to formulate a trans-
formation function to predict the target speaker’s feature vector
ŷ = F (x), as follows:
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where pl(x) is the posterior probability of source vector x be-
longing to the lth Gaussian component.

The transformation function is applied to the source speech
feature vectors, then the converted feature vectors are passed to
speech synthesis vocoder to reconstruct audible speech signals.

2.2. Unit-selection based voice conversion

Different from GMM-based voice conversion, unit-selection
based method directly makes use of the original training data,
instead of transforming the source speech to the target speech
space. In this section, we will introduce implementation the
unit-selection based voice conversion method used in this study.

Similar as that in the GMM-based voice conversion
method, dynamic time warping is employed to find the frame

alignment Z of the parallel data from source X and target Y
speakers. During conversion, each input source speech vector
x̂τ is paired up with a source speech vector xt from training
data. Thus, the aligned target vector yt is used the converted
speech vector for x̂τ .

2.3. Setups of voice conversion

3. Speaker verification systems
In this study, we compare the performance of text-dependent
and text-independent speaker verification systems under spoof-
ing attack. In this section, we introduce the setups of the two
speaker verification systems.

3.1. Text-Dependent Speaker Verification System

3.2. Text-Independent speaker verification system

4. Database
In this study, we employ the RSR2015 database [14] to design
the spoofing attack database and conduct the speaker verifica-
tion experiments. The RSR2015 database has three parts. In
part 1, each speaker reads 30 utterances and the average dura-
tion of each utterance is 3.2 seconds; in part 2, each speaker
is asked to pronounce short command; while in part 3, ran-
domly prompted digit sequences is recorded by each speaker.
300 speakers including 157 male and 143 female speakers take
part in the whole recording process. In speaker verification task,
we use part 1 for speaker verification experiments. We note that
the verification test is gender dependent and only the trials with
match transcripts are used in the test. The trials statistics of the
speaker verification test is presented in Table 4.

Table 1: Statistics of the trials in the speaker verification test
Development Evaluation

Male Female Male Female
Target speakers 50 47 57 49
Impostor trials 437,631 389,160 573,664 423,312
Genuine trials xx xx xx xx

To generate the spoofing database, we use part 2 of the
RSR2015 database, which has different transcripts from part
1, to train the conversion functions or to find frame pairs be-
tween source and target speech. We use the conversion func-
tions or frame pairs to convert the impostor’s speech to the target
speaker, making the converted speech sound like it was uttered
by the target speaker. We note that only the impostor trials in
the speaker verification data set are converted while the genuine
trials are kept as the same as original.

5. Experimental results and discussion
6. Conclusions
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