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WELL-POSEDNESS FOR SOME NON-LINEAR SDES AND RELATED PDE ON
THE WASSERSTEIN SPACE

PAUL-ERIC CHAUDRU DE RAYNAL AND NOUFEL FRIKHA

ABSTRACT. In this paper, we investigate the well-posedness of the martingale problem associated to non-
linear stochastic differential equations (SDEs) in the sense of McKean-Vlasov under mild assumptions on
the coefficients as well as classical solutions for a class of associated linear partial differential equations
(PDEs) defined on [0,T] x R% x P2(R9), for any T > 0, P2(R%) being the Wasserstein space (i.e. the
space of probability measures on R? with a finite second-order moment). In this case, the derivative
of a map along a probability measure is understood in the Lions’ sense. The martingale problem is
addressed by a fixed point argument on a suitable complete metric space, under some mild regularity
assumptions on the coefficients that covers a large class of interaction. Also, new well-posedness results
in the strong sense are obtained from the previous analysis. Under additional assumptions, we then
prove the existence of the associated density and investigate its smoothness property. In particular,
we establish some Gaussian type bounds for its derivatives. We eventually address the existence and
uniqueness for the related linear Cauchy problem with irregular terminal condition and source term.

CONTENTS

1 In‘rroduc‘rloﬂ 1

: A
4.  Well-posedness of the martingale r)rob]elm

ﬁ_&lﬂmand_mglllarltv properties of the transition density 27

32

Appendix A. Proof of Propositionﬁ 36
Appendix B. Proofs of the technical resultd 72
Acknowledgments) 125
eference, 125

1. INTRODUCTION

In this work, we are interested in some non-linear Stochastic Differential Equations (SDEs for short):

(1.1) Xp=¢+ /t b(s, X5, [X{])ds + /t os, X3, [XS))dWs,  [€] = u € P(RY),
0 0

driven by a ¢g-dimensional W = (W1, ... W49) Brownian motion with coefficients b : Ry x R? x P(RY) —
R? and o : Ry x RY x P(R?) — R? ® R?. Here and throughout, we denote by [f] the law of the random
variable §. This kind of dynamics are also referred to as distribution dependent SDEs or mean-field or
McKean-Vlasov SDEs as it describes the limiting behaviour of an individual particle evolving within a
large system of particles interacting through its empirical measure, as the size of the population grows
to infinity. More generally, the behaviour of the particle system is ruled by the so-called propagation of
chaos phenomenon as originally studied by McKean [McKG67] and then investigated by Sznitman [Szn91].
Roughly speaking, it says that if the initial conditions of a finite subset of the original system of particles
become independent of each other, as the size of the whole system grows to infinity, then the dynamics
of the particles of the finite subset synchronize and also become independent.

Since the original works of Kac [Kac56] in kinetic theory and of McKean [McK66] in non-linear par-
abolic partial differential equations (PDEs for short), many authors have investigated theoretical and
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numerical aspects of McKean-Vlasov SDEs under various settings such as: the well-posedness of re-
lated martingale problem, the propagation of chaos phenomenom and other limit theorems, probabilistic
representations to non-linear parabolic PDEs and their numerical approximation schemes. We refer to
Tanaka [Tan78], Gartner [Gar88], [Szn91] among others.

On the well posedness of (LI)). Well-posedness in the weak or strong sense of McKean-Vlasov SDEs
have been intensively investigated under various settings by many authors during the last decades, see e.g.
Funaki [Fun84], Oelschldger [Oel84], [Gar88|, [Szn91], Jourdain [Jou97], and more recently, Li and Min
[LM16], Chaudru de Raynal [CdR19], Mishura and Veretenikov [MV18], Lacker [Lacl8] and Hammersley
et al. [HvS18| for a short sample.

Classical well-posedness results usually rely on the Cauchy-Lipschitz theory when both coefficients
b and o are Lipschitz continuous on R? x P,(R?) equipped with the product metric, the distance on
Pp(RY) being the Wasserstein distance of order p, see e.g. [Szn91].

It actually turns out to be a challenging question to go beyond the aforementioned framework. Indeed,
as it has been highlighted by Scheutzow in [Sch87], uniqueness may fail for a simple version of (I)):
when p=¢=1,0 =0, for all (¢,7,m) in R} x R x P(R?), b(t,x,m) = [ b(y)dm(y), for some bounded
and locally Lipschitz function b : R — R, the SDE (II)) with random initial condition have several
solutions. Note that in this case the drift, seen as a function of the law, is only Lipschitz with respect to
the total variation distance. Nevertheless, still in this setting, it has been shown by Shiga and Tanaka in
[ST85] that pathwise uniqueness holds when o = 1. In that case, one may also relax the local Lispchitz
assumption of the function b and only assume that it is bounded and measurable. Such a result has
been extended by Jourdain [Jou97] where uniqueness is shown to hold for more general measurable and
bounded drift b satisfying only a Lipschitz assumption with respect to the total variation distance and
diffusion coefficient ¢ independent of the measure argument. These results have been recently revisited
and extended to other non degenerate frameworks (allowing the diffusion coefficient to depend on the
time and space variables) in Mishura and Veretenikov [MV18], Lacker [Lacl8] and to possibly singular
interaction of first order type by Rockner and Zhang in [RZ18]. We importantly emphasize that in all
the aforementioned works, the diffusion coefficient only depends on the time and space variables and
that the Lipschitz assumption of the drift coefficient with respect to the total variation distance as well
as the non-degeneracy of the noise play a crucial role.

We start our work by revisiting the problem of the unique solvability of the SDE (II]) by tackling
the corresponding formulation of the martingale problem. Our main idea consists in a fixed point
argument applied on a suitable complete metric space. To do so, we rely on a mild formulation of the
transition density of the unique weak solution to the SDE (ILI]) with coefficients frozen with respect to
the measure argument. This formulation may be seen as the first step of a perturbation method for
Markov semigroups, known as the parametrix technique, such as exposed in Friedman [Fri64], McKean
and Singer [MS67]. We also refer to Konakov and Mammen [KMO00], for the expansion in infinite series
of a transition density and Delarue and Menozzi [DM10] or Frikha and Li [FL17] for some extensions of
this technique in other directions.

Compared to the aforementioned results, our approach allows to deal with coefficients satisfying mild
regularity assumption with respect to the space and measure variables. In particular, the diffusion
coefficient may not be Lipschitz with respect to the Wasserstein distance which, to the best of our
knowledge, appear to be new. Let us however mention the recent work [CdR19] of the first author where
such a framework is handled for a particular class of interaction (of scalar type) and under stronger
regularity assumptions on the coefficients. Then, by adding a Lipschitz continuity assumption in space
on the diffusion coeflicient, we derive through usual strong uniqueness results on linear SDE the well-
posedness in the strong sense of the SDE (I.TJ).

Existence of a density for (1) and associated Cauchy problem on the Wasserstein space.
The well-posedness of the martingale problem then allows us to investigate in turn the regularity
properties of the transition density associated to equation (II]) and to establish some Gaussian type
estimates for its derivatives. Some partial results related to the smoothing properties of McKean-Vlasov
SDEs have been obtained by Chaudru de Raynal [CdR19], Bafios [Banl8|, Crisan and McMurray [CM17].
In [CdR19], such type of bounds have been obtained in a regularized framework for McKean-Vlasov SDE
(uniformly on the regularization procedure) with scalar interaction only. In [Banl8], a Bismut-Elworthy-
Li formula is proved for a similar equation (with scalar type interaction) under the assumption that both
the drift and the diffusion matrix are continuously differentiable with bounded Lipschitz derivatives in
both variables and the diffusion matrix is uniformly elliptic. In [CM17], in the uniform elliptic setting,
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using Malliavin calculus techniques, the authors proved several integration by parts formulae for the
decoupled dynamics associated to the equation (L)) from which stem several estimates on the associated
density and its derivatives when the coefficients b, o are smooth and when the initial law in (L)) is a
Dirac mass.

Here, we will investigate the regularity properties of the density of both random variables Xf and
Doy el (given by the unique weak solution of the associated decoupled flow once the well-posedness for
(LI) has been established) under mild assumptions on the coefficients, namely b and a = oo* are assumed
to be continuous, bounded and Hoélder continuous in space and a is uniformly elliptic. In this case, both
the drift and diffusion coefficients are also assumed to have two bounded and Holder continuous linear
functional (or flat) derivatives with respect to its measure argument. We briefly present this notion of
differentiation in SectionZI]and refer to Carmona and Delarue [CD18] and Cardaliaguet & al. [CDLIL19]
for more details. Within this framework, we are able to take advantage of the smoothing property of
the underlying heat kernel and to bring to light the regularity properties of the density with respect
to its measure argument for a coarser topology. Namely, the coefficients admit two linear functional
derivatives but the density admits two derivatives in the sense of Lions (see section 2.1 for definitions),
which appears to be a stronger notion of differentiation. As a consequence, we recover an ad hoc version
of the theory investigated in the linear case in the monograph of Friedman [Fri64], [Frill]. In particular,
we establish some Gaussian type estimates for both densities and their derivatives with respect to the
time, space and measure arguments.

Finally, the previous smoothing properties of the densities enable us to investigate classical solutions
for a class of linear parabolic PDEs on the Wasserstein space, namely

{(at F LUtz p) = f(tz,pn)  for (t,a,p) € [0,T) x RY x Py(RY),

(1.2) UT,z,p) = h(z, 1) for (z, 1) € R? x Py(RY),

where the source term f : Ry x R? x Py(R%) — R and the terminal condition h : R? x Py(RY) — R are
some given functions and the operator £; is defined by

d d

Etg(xv /L) = Z bi(ta xz, u)azig(za ,LL) + % Z Q.5 (ta xz, H)agi,xjg(% /L)
d | 1 d
(1.3 N RD SUICENNCIIENNICIIER D SRR IL MR TENNIE) I8 PR

and acts on sufficiently smooth test functions g : R? x Py(R%) — R and a = oo™ is uniformly elliptic.
Though the first part of the operator appearing in the right-hand side of (3] is quite standard, the
second part is new and involves the Lions’ derivative of the test function with respect to the measure
variable u, as introduced by P.-L. Lions in his seminal lectures at the Collége de France, see [Liol4]. We
briefly present this notion of differentiation on the Wasserstein space in Section 211 together with the
chain rule formula established in Chassagneux et al. [CCD14], see also Carmona and Delarue [CD18§],
for the flow of measures generated by the law of an Itd process. Classical solutions for PDEs of the form
(L2) have already been investigated in the literature using different methods and under various settings,
e.g. Buckdhan et al. [BLPR17| (for f = 0), [CCD14] and very recently [CM17] (for f = 0). We also refer
the reader to the pedagogical paper Bensoussan et al. [BEY17] for a discussion of the different point of
views in order to derive PDEs on the Wasserstein space and their applications.

In the classical diffusion setting, provided the coefficients b and ¢ and the terminal condition h are
smooth enough (with bounded derivatives), it is now well-known that the solution to the related linear
Kolmogorov PDE is smooth (see e. g. Krylov [Kry99]). In [BLPR17], the authors proved a similar
result in the case of the linear PDE (L2 (with f = 0) and Chassagneux et al. [CCD14] reached the
same conclusion for a non-linear version also known as the Master equation. In this sense, the solution
of the considered PDE preserves the regularity of the terminal condition. Still in the standard diffusion
setting, it is known that one can weaken the regularity assumption on h if one can benefit from the
smoothness of the underlying transition density. Indeed in this case, u(t,z) = [h(y)pt, T,z,y) dy,
y — p(t,T,x,y) being the density of the (standard) SDE taken at time T and starting from x at time
t. However, in order to benefit from this regularizing property, one has to assume that the associated
operator L satisfies some non-degeneracy assumption. When the coefficients b, a = oo* are bounded
measurable and Holder continuous in space (uniformly in time) and if a is unformly elliptic, it is known
(see e.g. [Fri64]) that the linear Kolmogorov PDE admits a fundamental solution so that the unique
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classical solution exists when the terminal condition h is not differentiable but only continuous. In the
seminal paper [Hor67], Héormander gave a sufficient condition for a second order linear Kolmogorov PDE
with smooth coefficients to be hypoelliptic. Thus, if Hérmander’s condition is satisfied then the unique
classical solution exists even if the terminal condition is not smooth. Note that this condition is known
to be nearly necessary since in the non-hypoelliptic regime, even in the case of smooth coefficients, there
exists counterexample to the regularity preservation of the terminal condition, see e.g. Hairer and al.
[HHJ15].

The recent paper [CM17] provides the first result in this direction for the PDE (L2) without source
term and for non differentiable terminal condition A using Malliavin calculus techniques under the as-
sumption that the time-homogeneous coefficients b, o are smooth with respect to the space and measure
variables. In particular, the function h has to belong to a certain class of (possibly non-smooth) func-
tions for which Malliavin integration by parts can be applied in order to retrieve the differentiability of
the solution in the measure direction. This kind of condition appears to be natural since one cannot
expect the solution of the PDE (L2]) to preserve regularity in the measure variable in full generality as
it is the case for the spatial argument, see Example 5.1 in [CM17] for more details on this loss of regularity.

Under the aforementioned regularity assumptions on the coefficients b and a and if the data f and h
admit a linear functional derivative satisfying some mild regularity and growth assumptions, we derive
a theory on the existence and uniqueness of classical solutions for the PDE (I2)) which is analogous to
the one considered in Chapter 1 [Eri64] for linear parabolic PDEs.

Organization of the paper. The paper is organized as follows. The basic notions of differentiation
on the Wasserstein space with an emphasis on the chain rule and on the regularization property of a
map defined on P3(R?) by a smooth flow of probability measures that will play a central role in our
analysis are presented in Section 2l The general set-up together with the assumptions and the main
results are described in Section Bl The well-posedness of the martingale problem associated to the SDE
(T is tackled in Section @ The existence and the smoothness properties of its transition density are
investigated in Section[Bl Finally, classical solutions to the Cauchy problem related to the PDE (L2) are
studied in Section [l

Notations: In the following we will denote by C' and K some generic positive constants that may
depend on the coefficients b and 0. We reserve the notation ¢ for constants depending on |o|s and A
(see assumption (HE) in Section B]) but not on the time horizon T. Moreover, the value of both C, K
or ¢ may eventually change from line to line.

We will denote by P(R?) the space of probability measures on R? and by P,(R?) C P(R?), ¢ > 1, the
space of probability measures with finite moment of order q.

For a positive variance-covariance matrix %, the function y — ¢(X%,y) stands for the d-dimensional
Gaussian kernel with X as covariance matrix ¢(X, z) = (2r)~ % (det £) 2 exp(—3 (X7 'z, z)). We also de-
fine the first and second order Hermite polynomials: H{ (%, z) := —(X " a); and HY? (2, z) := (27 ') (S 1z),—
(2715, 1 < i,j < d which are related to the previous Gaussian density as follows 9,,9(%,z) =
Hi(Z,2)9(%,x), 97, 4,9(5,2) = Hy? (2, 2)g(2, x). Also, when ¥ = ¢ly, for some positive constant ¢, the
latter notation is simplified to g(c, x) := (1/(2mc))¥? exp(—|z|?/(2¢)).

One of the key inequality that will be used intensively in this work is the following: for any p,q > 0
and z € R, |gc|pe_qc”2 < (p/(2qe))P/?. As a direct consequence, we obtain the space-time inequality,

(1.4) Vp, ¢ >0, |z[Pglct,z) < CtP/2g(c't, x)

which in turn gives the standard Gaussian estimates for the first and second order derivatives of Gaussian
density, namely

| Q

(1.5) Ve > 0, |[Hi(ct,x)|g(ct, ) < —g(ct,x) and |Hy? (ct,z)|g(ct,z) <

%Q(C’t, )

~
W=

for some positive constants C, ¢’. Since we will employ it quite frequently, we will often omit to mention
it explicitly at some places. We finally define the Mittag-LefHer function E, g(2) := ", <, 2"/T(an+ ),
zeR, a, 8 >0. B
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2. PRELIMINARIES: DIFFERENTIATION ON THE WASSERSTEIN SPACE AND SMOOTHING PROPERTIES
OF MCKEAN-VLASOV EQUATIONS

2.1. Differentiation on the Wasserstein space. In this section, we present the reader with a brief
overview of the regularity notions used when working with mappings defined on Py(R%). We refer the
reader to Lions’ seminal lectures [Liold], to Cardaliaguet’s lectures notes [Carl3], to the recent work
Cardaliaguet et al. [CDLLI19] or to Chapter 5 of Carmona and Delarue’s monograph [CD18] for a more
complete and detailed exposition. Unless otherwise specified, we equip the space P(R¢) with the topology
induced by the total variation metric dry defined by

drv(s ) = sup / (4 — v)(dz).
AcB(RY) J A

The space P2(R?) is equipped with the 2-Wasserstein metric

1
2

Wa(p,v) = inf (/ | — y|* (dx, dy))
TEP (1,v) R4 xRd

where, for given p, v € Po(R?), P(u,v) denotes the set of measures on R? x R? with marginals y and v.

In what follows, we will work with two different notions of differentiation of a continuous map U
defined on P(RY). The first one, called the linear functional derivative and denoted by 6U/dm, will be
intensively employed in our linearization procedure to tackle the martingale problem and to study the
smoothing properties of McKean-Vlasov SDEs. The second one is the Lions’ derivative, L-derivative
in short, and will be denoted by d,U. Compared to the flat derivative, the L-derivative requires addi-
tional smoothness and will be our central object in order to establish the well-posedness of the PDE (L.2).

Linear functional derivative.

Definition 2.1. The continuous map U : P(R%) — R is said to have a linear functional derivative if
there exists a real-valued bounded measurable function

oU

P(RY) x R 3 (m,z) — —(m)(z) € R,

om
such that for all z in R?, the map P(RY) > m ~ [§U/dm](m)(z) is continuous and such that for all m
and m’ in P(R?), it holds

U((l—=eym+em')—U(m) U

(2.1) lim . = /. 5, M)y d(m” —m)(y).

The map y — [6U/dm](m)(y) being defined up to an additive constant, we will follow the usual normal-
ization convention [o,[6U/dm](m)(y)dm(y) = 0. Observe from the above definition that for all m and
m’ in P(R?)

(2.2) vm) ~vem) = [ [ O (1= Xym ) () dm’ — m)(y) dA.

Note that the boundedness assumption of the map x +— [6U/ém](m)(x), uniformly in m guarantees the
well-posedness of the integral appearing in the right-hand side of (Z.2)).

Remark 2.2. (i) Such a notion of derivative was introduced in [CDIS], see also [CDLL19|, with
P(RY) being replaced by P2(RY), equipped with the 2-Wasserstein metric. In this case, the map
[0U/dm](m)(.) is assumed to be continuous but allowed to be of quadratic growth, uniformly on
bounded set K C P2(R?).

(i) If a map U admits a flat derivative in the above sense then one may deduce an additional regu-
larity property with respect to the total variation distance. Observe indeed that as [6U/dm](.)(.)
is bounded, then from (22)) it is readily seen that for all m and m’ in P(R%)

2.3 Um) = U< sup 130 ")()oe ey (m ).
mreP(Rd) OM

Therefore, if the map U admits a linear functional derivative in the sense of Definition 1] then
it is Lipschitz continuous with respect to the total variation metric.
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With the above definition in mind, one may again investigate the smoothness of m — [6U/dm](m)(y)
for a fixed y € RY. We will say that U has two linear functional derivative and denote [62U/dm?](m)(y)
its second derivative taken at (m,y) if m — [dU/dm](m)(y) has a linear functional derivative in the sense
of Definition Il As a consequence, for all m and m’ in P(R?) it holds

U, U LU , , , ,
= _ = - 21— _
W) = 5o mw) = [ SR (= Nm e ) ) dln’ — (') i
and if P(RY) x (RH2 3 (m,y,y’") ~ [62U/6m?)(m)(y,y’) is continuous then [§2U/dm?](m)(y,y’) =
(62U /6m?)(m)(y',y) for all (m,y,y’) € P(RY) x (R?)2. Again, for more details on the above notion of
derivative, we refer to [CDLL19] and [CD18]].

The L-derivative. We now briefly present the second notion of derivatives that we will employ as
originally introduced by Lions [Liol4]. His strategy consists in considering the canonical lift of the
real-valued function U : Py(R?) > p + U(p) into a function U : L > Z — U(Z) = U([Z]) € R,
(Q,F,P) standing for an atomless probability space, with € a Polish space, F its Borel o-algebra,
Ly = Lo(Q, F,P,R%) standing for the space of R?-valued random variables defined on © with finite
second moment and Z being a random variable with law p. Taking advantage of the Hilbert structure
of the Ly space, the function U is then said to be differentiable at p € Po(R?) if its canonical lift U is
Fréchet differentiable at some point Z such that [Z] = p. In that case, its gradient is denoted by DU.
Thanks to Riezs’ representation theorem, we can identify DI as an element of L2, It then turns out that
DU is a random variable which is o(Z)-measurable and given by a function DU (u)(.) from R to R,
which depends on the law p of Z and satisfying DU (p)(.) € L2(R%, B(R?), u; R?). Since we will work with
mappings U depending on several variables, we will adopt the notation 9, U()(.) in order to emphasize
that we are taking the derivative of the map U with respect to its measure argument. Thus, inspired by
[CD18], the L-derivative (or L-differential) of U at y is the map 9,U(u)(.) : RY 3 v = 9,U(u)(v) € R,
satisfying DU = 0,U (u)(Z).

It is important to note that this representation holds irrespectively of the choice of the original
probability space (9, F,P). In what follows, we will only consider functions which are C!, that is,
functions for which the associated canonical lift is C! on IL2. We will also restrict our consideration to the
class of functions which are C! and for which there exists a continuous version of the mapping P2 (R%) x
R > (u,v) — 9,U(p)(v) € RE Tt then appears that this version is unique. We straightforwardly
extend the above discussion to R%-valued or R? ® R%valued maps U defined on P2(R%), component by
component.

Remark 2.3. Let us point out the link between this notion of derivative and the regularity property with
respect to the Wasserstein metrics of order one and two. Observe indeed that if a map U is continuously
L-differentiable and if the Fréchet derivative of its lift DU is bounded in Lo then for all g and g’ in
Pa(R?) it holds

U () = U ()| =

< ||DUHL2W2(,U/3MI)5

/1 E[0,U(AX + (1 = MX'DAX + (1 — N)X')(X — X')]dA
0

thanks to Cauchy-Schwarz’s inequality and where above X and X’ denote two independent random
variables in Lo with respective law p and p/. In comparison with Remark [Z2] more precisely the
estimate (Z3)), if one now assumes that the L-differential 0,U, viewed as the map Py(R%) x R? 3
(i, y) — 0,U(p)(y), is bounded in supremum norm then, from the above computations one readily sees
that
Up) =U@W)l < sup [J0.U ") )llooWa g, 1).
M//EPQ(Rd)
Linear functional and L-derivative, link and examples. As underlined in Proposition 5.48 of
[CD18], the following relation holds between the linear functional and the L-derivative. If a map h :
Py(R?) — R admits a linear functional derivative dh/ém (see Remark (i)) such that for any p in
Py(R?), the map v — [§h/dm](u)(v) is differentiable and its derivative is jointly continuous in v and u
and at most of linear growth in v uniformly in y for any u in bounded subset K of Py (R?) then it holds
a.h 19) Oh
(2.4) uh(1) () = Oul5 =1 (1) ().

Below are some examples of functions admitting linear functional. One can thus, under an additional
regularity assumption, deduce its L-derivative.
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Example 2.4. In the following, h denotes a map from P(R?) to R. We can straightforwardly consider
their multidimensional version.

(1) First order interaction. We say that h satisfies a first order interaction if it is of following form:
for some bounded and mesurable function i : R? — R, it holds

h(p) = /Rd h(y)(dy).

(2) N order interaction. We say that h satisfies an N order interaction if it is of following form: for
some bounded and mesurable function A : (R4)Y — R, it holds

= [ ) ) )

(3) Polynomials on the Wasserstein space. We say that a function h is a polynomial on the Wasser-
stein space if there exist some real-valued bounded and mesurable functions hq, --- , hx defined
on R? such that

o =T [ haentaz)

(4) Scalar interaction. We say that a function h satisfies a scalar interaction if there exist a continu-
ously differentiable real-valued function h defined on RY with bounded first order derivative as
well as some real-valued bounded and mesurable functions A1, - - - , hx defined on R? such that

) = ([ Tnt uta) - [ ixnian).

(5) Sum, product and more generally any smooth composition of N order interactions, polynomials
on Wasserstein space or scalar interaction.

Smooth maps defined in the strip [0,7] x R? x P»(RY) and associated chain rule formula. In
order to tackle the PDE (.2) defined in the strip [0,7] x RY x P3(R9), we need a chain rule formula
for (U(t, Yz, [Xt]))t>0, where (X¢)i>0 and (Y2)i>0 are two Itd processes defined for sake of simplicity on
the same probability space (2, F,F,P) assumed to be equipped with a right-continuous and complete
filtration F = (F;)¢>0. Their dynamics are given by

t t
(25) Xt:X0+/ b5d5+/ O'SdWS,X()GLQ,
0 0

t t
(2.6) Y; =Yy + / ns ds + / ~vs AW
0 0

where W = (W,);>0 is an F-adapted d-dimensional Brownian, (b;)i>0, (t)i>0, (04)i>0 and (v:)i>0 are
F-progressively measurable processes, with values in R?, R?, R? ® R? and R%*¢ respectively, satisfying
the following conditions

T

T
(2.7) VT > 0, E[/ (|be|* + |o¢|*) dt <ooand]P’</ (|77t|+|%|2)dt<+oo>1.
0 0

We now introduce two classes of functions we will work with throughout the paper.

Definition 2.5. (The space CP22([0,T] x R? x Py(R%)), for p = 0, 1) Let T' > 0 and p € {0,1}. The
continuous function U : [0, T] x R x Pa(R9) is in CP22([0, T] x R x Pa(R9)) if the following conditions
hold:
(i) For any p € P2(R?), the mapping [0,7] x RY > (t,x) = U(t,z, p) is in CP2([0,T) x R?) and the
functions [0, T] x R? x Pa(R?) 3 (¢, 2, p) = XU (t, z, ), 0.U(t, z, ), O*U(t,z, p) are continuous.
(ii) For any (t,7) € [0, 7] x R%, the mapping P2(R?) 3 p + U(t,z, ) is continuously L-differentiable
and for any p € P2(R?), we can find a version of the mapping R? 3 v — 9,U(t,z, u)(v) such
that the mapping [0,7] x R? x Py(R?) x R? > (t,2, p,v) — 9,U(t,z,n)(v) is locally bounded
and is continuous at any (¢, x, 4, v) such that v € Supp(u).
(iii) For the version of 9,U mentioned above and for any (¢, z, u) in [0, 7] x R% x P (R?), the mapping
RY > v+ 0,U(t,x, u)(v) is continuously differentiable and its derivative 8,[0,U(t,z, u)](v) €
R¥* is jointly continuous in (t,z, i, v) at any point (¢, z, i, v) such that v € Supp(u).
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Remark 2.6. We will also consider the space C1'P([0,T] x Pa(R?)) for p = 1, 2, where we adequately
remove the space variable in the Definition More precisely, we will say that U € C11([0, 7] x Pa(R%))
if U is continuous, t +— U(t, u) € C*([0, 7)) for any p € P2(RY), (¢, 1) = ;U (t, 1) being continuous and
if for any ¢ € [0,T], p — U(¢, ) is continuously L-differentiable such that we can find a version of
v = 0,U(t, pu)(v) satistying: (¢, p,v) — 0,U(t, p)(v) is locally bounded and continuous at any (t, u, v)
satisfying v € Supp(u).

We will say that U € C2([0,T] x P2(RY)) if U € CH1([0,T] x P2(R?)) and for the version of 9,U
previously considered, for any (t,u) € [0,T] x P2(R?), the mapping R? 5 v — 9,U(t, u)(v) is contin-
uously differentiable and its derivative 9,[0,U (¢, n)](v) € R4*? is jointly continuous in (¢, u,v) at any
point (¢, u, v) such that v € Supp(u).

With the above definitions, we can now provide the chain rule formula on the Wasserstein space that
will play a central role in our analysis.

Proposition 2.1 ([CDI§|, Proposition 5.102). Let X and Y be two Ito6 processes, with respective
dynamics (Z35) and (Z0), satisfying (7). Assume that U € C1%2([0,T] x R? x Py(R%)) in the sense of
Definition such that for any compact set X C R? x Py(R?),

(28) s [ 00 @F i+ [ 100,00 0F s} <.

(t,z,n)€[0, TIXK

Then, P-a.s., Vt € [0,T], one has

Ut Yin [X,]) = U(0, Yo, [Xo]) + / 0,U (5, Y, [Xs]) e dVV,
(2.9) +/0 {c’)sU(s, Y, [Xs]) + 0:U (s, Ys, [Xs])ms + %Tr(c?iU(s, Y, [Xs])%vf)} ds

t o o~ o~ 1~ S o~
+/0 {E[ZLU(S,YS, [XS])(Xs)bs] + §E [Tr(av[a,uU(sa}/Sa [XS])](XS)G’S)] } dS

where the Itd process ()Zt,gt,&vt)ogtST is a copy of the original process (Xi, b, 0¢)o<t<T defined on a
copy (€, F,P) of the original probability space (2, F,P).

2.2. Smoothing properties of McKean-Vlasov semigroup. One of the central feature of our anal-
ysis relies on the smoothing properties of a non-degenerate McKean-Vlasov semi-group. In our current
setting, this effect translates into a weakening of the topology with respect to which maps are, a priori,
smooth. In particular, the composition of a flat differentiable map with a non-degenerate and smooth
flow of probability measures allows to achieve a stronger form of differentiability, in the sense that such
composition is now differentiable in the sense of Lions.

In order to foster the understanding of the key idea, let us consider a map h : P(R?) — R which is
assumed to admit a linear functional derivative dh/dm. Recall importantly from (Z3]) that this implies
that the map h is Lipschitz continuous with respect to the total variation distance. Consider the simplest
version of (LI)) (i.e. withd=¢=1,b=0 and o = 1 therein) that is the process X* = ¢ + W;, where
(€] = 1 € P(RY) and recall that W is a Brownian motion independent of €. Observe that, the law [X?]
only depends on ¢ through its law pu.

Let us first show how the noise regularizes the map g — h([X?]) in the sense that it is now Lipschitz
with respect to a weaker topology and differentiable in a stronger sense (i.e. in the sense of Lions).
Note first that in that setting, p — h([X]) rewrites s h(i* g¢), g+ being the Gaussian density with
variance t and where % stands for the usual convolution product that is for all A in B(R?), (ux g¢)(A) =
[ J49¢(y — ) dydp(z). From (Z2), for all probability measures p and z’ in P(R?), it holds

h(IXP]) = h(IX]) = h(ux g) — h(u*gt)

/ /Rd g (e (1= ') * ge)(y) gie(y — ) d(p — p') () dydX

(2.10) = [ 2 Ot (- )+ 000 Bl — )~ € i

where & and &’ have respective law p and p'.
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On the one hand, we readily obtain from the previous identity and the mean-value theorem as well as
(CH) that for any ¢ > 0

’ (Sh _1 .
W(XE]) = (XD <C sup == (m")()]ot™? _ inf /{lw —yl A 1}dr(z,y)
m’” €P(RY) om well(m,m’)

=0 s I ) oot~ Edl ),
m’eP(RL) OM
where TI(u, /) denotes the set of probability measures 7 € P(R? x R?) with y and p’ as respective
marginals. Hence, starting at time 0 with a map h being Lipschitz in total variation distance, we end up
at any time ¢ > 0 with a map which is Lipschitz w.r.t. the distance d defined above, which is well seen
to be less than the total variation distance and the Wasserstein distance Wj.

On the other hand, coming back to (ZI0) and restricting our considerations to initial conditions with
law in Po(R%) (i.e. £ and ¢ are now assumed to belong in IL2), one can choose ¢’ = ¢ 4 €Y for some Y
in Ly and € > 0 and we have, from the dominated convergence theorem, continuity of the integrands in
the right hand side and then Fubini’s theorem, that for any ¢ > 0, it holds

ti = (B([XT]) = n([X09))

) 1 5h
_ hm/o /Rd%((Amm+(14>[§1>>*gt><y>

0

XE[/O (—Hi-g)(y = N(€+eY) — (1 = N)(g)) - YdX]dydA

= 2 |( [ Frtead) gl Ody) v |

where we importantly used the boundedness of the map (m, z) — [dh/dm](m)(z) together with the fact
that lime o dov (g * g, (A[§ + Y]+ (1 — AN)[€])) xg¢) = 0 for any A € [0, 1] and any ¢ > 0. Thus, the map
w— h([X}']) is L-differentiable for any ¢ > 0.

Let us eventually conclude this illustration in view of the relation (Z4) between the flat and Lions
derivatives. We readily have from (ZI0) and the previous computation that for any ¢ > 0

Ou[h([XEDI(0) = O[5 [R(XED] (1) (v) = g—h([Xf])(z)(—Hl “91)(z —v) dz
Rd 0T
so that, for any p € P2(R?) and any ¢ > 0, the map v — [6/0m](h([X}]))(1)(v) is clearly a smooth
function with bounded derivatives of any order and v — 9, [h([X{])](v) is also a smooth and bounded
function. This immediately gives that u — h([X}]) is Lipschitz continuous with respect to the 2-
Wasserstein metric.

From the above simple but quite enlightening illustration, it is then naturally expected that such
regularizing effect along smooth flows of probability measures holds in a more general way. Let us recast
the above discussion in our framework with the following Proposition which will play a major role in our
analysis.

Proposition 2.2. Assume that the continuous map h : P(R%) — R admits a linear functional derivative.
Consider a map (t,z,u) — p(u,t,T,2,2) € CH22([0,T) x R x Py(R%)), for some prescribed T > 0,
2z p(p,t, T, x, z) being a density function, such that the probability measure given by (p(u,t, T, ., dz)tu)
belongs to P2 (R%), locally uniformly with respect to (¢, ) € [0,T) x P2(R?), i.e. uniformly in (¢, u) € K,
K being any compact subset of [0,7") x Po(R?). Assume additionally that the mappings R? > v
Joa 103 [0up(p, ¢, T2, 2)](v) | dz, [ou |OET (0, t, T, v, 2)| dz, for n € {0,1}, are at most of linear growth,
uniformly in (¢, 4, z) in compact subsets of [0,7) x Po(R?) x R? and such that for any compact set
K' C[0,T) x Pa(R?) x (R?)?, and any n € {0,1}

(2.11) / sup {107 p(p,t, Ty, 2)| 4 | 8, " pls t, Ty, 2)| + 103 [0up(p, 8, T, , 2)) (v)] } dz < o0
R (t,p,xz,y)EL’

Consider the map © : [0,T) x P2(R%) — P2(R?) defined by

O(t,1)(d2) = (P, 1. T, 2i) (02) = | plp,t. 7., 2)(d)
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Then, the following statements hold:

e the map h(O(.,.)) € CL2([0,T) x P2(RY)),
e Its L and time derivatives satisfy for any n € {0, 1}

arlouheE mw) =3[, /}W (Ot ) plv 1. T, 2) dzv(dn)] ()
(212) = [ [ (@m)) ~ 5o (Ot )] 02l . 7.0, ds
v /) (4. 10)E) = 3 (Ot 1)) ()| OF Byt T2, ] (0) d (),
OOt m) = / S OGP T )]
(213) - /() [§—Z<e<t,u>><z> D Ot ) (x)] Auplan 1. T, 2) dz ().

Remark 2.7. o Importantly, we note that in the above proposition we do not impose the intrinsic
smoothness (i.e. smoothness in the sense of Lions) of the map h but only require the existence of a linear
or flat derivative. In this regard, the composition with the smooth flow (¢, u) — O(t, u) of probability
measures of Py (R?) allows to regularize the map h, the regularity being understood for a coarser topology.
As already mentioned before, in what follows, the map © will be the one generated by the unique weak
solution of the SDE (IT)), i.e. we will be interested in the smoothness of [0,7) x Po(R?) > (¢, )
h([X75))-

o For functions h : P(RY) — R? and h : P(R?) — R4 we will straightforwardly extend the previous
proposition to each component and still denote [§h/dm] : P(R?) x R — R and [6h/ém] : P(R?) x RY —
R¥*4 the corresponding maps.

o The second equalities in [Z12) and (Z.I3) are related to cancellation argument. Such arguments play
a key role when investigating the regularity property of a map h : P(R%) — R? composed with a smooth
flow of probability measure satisfying the above assumptions when the linear functional derivative of h is
further assumed be Holder continuous in space uniformly with respect to its measure argument. This will
be a crucial tool in our analysis of the regularity of the transition density associated to a non-degenerate
McKean-Vlasov diffusion process.

Proof. The proof is divided into two steps: we first prove continuity of [0,7) x Pa(R?) > (¢, pu)
h(©(t, ) and then its differentiability.

Step 1: Continuity of the map [0,T) x P2(R?) > (¢, ) = h(O(t,pn)). Let (tn, fn)n>1 be a sequence of
[0,T) x P2(R?) satisfying lim,, |t, — t| = lim,, Wa(un, 1) = 0. In order to prove that [0,7) x Pa(R%) >
(t, 1) = h(O(t, p)) is continuous, it is sufficient to prove that lim,, drv (O (tn, in), O(t, ) = 0. Let h be
a bounded and measurable real-valued function defined on R? satisfying ||, < 1. We use the following
decomposition

(5Ot pa)) = (1006 0) = [ FIplnsta, T 2) o) = [ BE)pla T, 0,2 )
= A,h + B,h

with

>I

A= [ Bt T2, 2) delp (),

Buhvi= [ BBl T, 2) — st T 2,2) dop(d)
(Re)?
Let us note that from condition (ZII)) and the dominated convergence theorem, one directly gets

lim,, supjz <1 |B.h| < f(Rd)2 lim,, [p(ten, tn, T, 2, 2) — p(p, t, T, z, 2)| dzp(dz) = 0, where the supremum

on the left-hand side is taken over all bounded and measurable real-valued function h defined on R¢ such
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that |h|e < 1. Then, we decompose A, h as the sum of two terms namely
ahi= [ o BT, ) — ) ),
ahi= [ o FEn 10, T, 2) 2 (= ) — ) )

where ng, R > 1, is a non-negative smooth cutoff function such that 0 <nr <1, ngr(x) =1 for |z| < R,
nr(z) = 0 for |z| > 2R and |VnR|oo < C, C being a positive constant independent of R. Observe that
the map fR:RY> x — Ja M(2)p(pin, tn, T, 2, 2)nR(x) dz is continuously differentiable with a first order
derivative uniformly bounded by

[V iEloo < C(l —|—/ sup |0xp (e, t, Ty, 2)] dz>
Rd (

t,p,x)EXLXBagr

where K is a compact set of [0,T) x P2(R?) containing the sequence (%, ftn)n>1 and Bag is the closed
ball of radius 2R around the origin. From the Monge-Kantorovich duality principle, we thus get

sup ALKl < C(l —|—/ sup |02p(u, t, T, x, 2)| dz) W (s 1)
|h]oo <1 Re (t,u,2)EXX Bar

which clearly yields lim,, sups < |ALA| = 0.
Now, from the boundedness of h and the weak convergence of (tn)n>1 towards u, we obtain

limsup sup |AZh| < (hmsup/ un(dx)Jr/ ,u(das)) < 2/ wu(dz).
" |hles<1 n Jlz|zR || >R || >R

which in turn, by letting R 1 oo, implies lim sup,, supjz__ <1 |A2h| = 0.
Combining the previous arguments, we eventually obtain

lim (Ot ) O(t, 1) = lim sup[{F, ©(t, 1) — Ot p))] = 0.

" |hle<1
This concludes the proof of the first step.

Step 2: Continuous differentiability of the map [0,T) x Po(R%) 3 (¢, 1) = h(O(t, 11)). We start this step
by proving the continuous differentiability of [0,T) 3 ¢ + h(O(t,u)) for any fixed u € P2(R?). Let us
set O A (t, 1) := (1= N)O(t, u) + AO(t + ¢, ), for a fixed (¢, u) € [0,T) x Po(R?) and & > 0 small enough.
Then,

hO(t +e,u)) — h(O(t 1))

et o o)l o) i

(2.14)
[ (st ~ SO @)} i+ 7). )] )

where for the last equality we used the fact that the two maps y — p(u,t +¢,T,z,y) and y +—
p(p,t, T, x,y) are density functions. Observe that dry (O (t, 1), O(t, 1)) < f(Rd)Z Ip(p,t +¢&,T,x,y) —
p(p,t, T, x,y)| dyu(dx) so that, by (ZII]), the continuity of [0,T) > t — p(u,t, T, z,y) and the dominated
convergence theorem, passing to the limit as € | 0 clearly yields lim. o dry (©c 1 (t, 1), ©(t, 1)) = 0 which
in turn, by continuity of m — [dh/dm](m)(y), implies lim, o[0h/dm]|(Oc A(t, 1)) (y) = [0h/om](O(t, 1)) (y).
Hence, dividing on both sides of ([2.I4]) by ¢ and letting & goes to zero yields that ¢t — h(O(t, u)) is right-
differentiable and also continuously differentiable since the limit is continuous on [0,7). Moreover, the
identity (ZI3) follows. The continuity of the map [0,7) x Po(R%) > (¢, 1) +— 0:h(O(t, 1)) then follows
from the relation (ZI3) and arguments similar to those employed previously in step 1 of the proof.

We now prove that p — h(©(t, 1)) is continuously L-differentiable for any fixed ¢t € [0,T). Let us
introduce for convenience the probability measures O, »(t, u) := (1 — N)O(t, 1) + AO(t, (1 — &)y + ep)
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and ey = (1= M)+ N[(1 — &) + ep'], for a fixed (¢, pu, 1') € [0,T) x (P2(R%))%. Then,
WO, (1 — o)+ enl)) — WOt 1)

/ /Rd Ocn(t, )W) {p((L—e)pu+eu,t,T,y) — p(u, t,T,y)} dydX
- / / s (@t M) (1~ )t 21,72, )[(1 )+ 2p) ) — (.1, T, ()] dy A
- 5/ /nw g—Z(@a,A(t,u))(y)p((l —pte b, Ty, y) dy (W — p)(da) dX
£ e L L O 0 D0) SO | ol b7, ) ) ) ) AN

Observe now that drv (O (t, 1), O(t, 1) < [u [P((1 —e)p+ep/ t, T, 2) — p(p, t, T, z)| dz so that, by
the continuity of P2(RY) > u + p(u,t, T, z), (ZII) and the dominated convergence theorem, we obtain
lime o dpv(Oea(t, 1), O(t, 1)) = 0. Note also that lime o Wa(ue x, ) = 0. Hence, dividing by € both
sides of the previous identity and letting € goes to zero yields that u — h(©(t, 1)) admits a continuous
linear functional derivative thanks to the dominated convergence theorem as well as the continuity of
the maps p — [dh/om](u), [0p/om](u,t, T, z,y)(x'), the boundedness of [6h/dm] and (ZTITl). Moreover,
it holds

oh

om

+ /@w)z {—(e(t,u))(z) - %(@(t,m(x)} 5Pt T2, 2)(v) dzp(d).

om

i[h(@(t,u))](v) :/ ~—(O(t, 1)) (2) p(p, t, T, v, 2) dz

om

Each term appearing in the right-hand side, seen as a function of v, is continuously differentiable on
R? so that for any vy € RY

av[%[h(@(t ) = /R d )Pt T, v, 2) d-)

/ (f" (Ot m)(2) ~ (Ot 1)) (w)| 0 2pl, 1. T, 2, 2)(0) dd(a)
(]Rd)Z m m ] m

= [ [5r(©t1)(2) = 5 (Ot 1)) (w0)] Dup .0, 2)

001, 1))~ (1, 1) ()] O 1. T, 2) ) dcl)

(R4)2 | om
+0v( ;Z(@(t w)(vo) p(p,t, Ty v, 2) dz)
(2.15) - [f—h@(t,u»(z) — S (O(t 1)) ()] el Ty, 2) =
Rd m m
oh oh
(2.16) t [ O~ 5O m)e) a7, 2)0) it

where we used the fact that the last term appearing in the last but one equality is 0 since z —
p(p,t, T,v,z) is a density function. The joint continuity of the map (¢, u,v) — &J%[h(@(t,g))ﬂ (v)
then follows from the above identity and similar arguments as those previously employed in the first step
of the proof. Moreover, from the boundedness of (v,m) — [dh/ém](m)(v) and the linear growth of the
maps v — [pa [0up(p,t, T, v, 2)| dz, [pa |0up(p,t, T, 2, z)(v)| dz, uniformly in 4 € K, we deduce that pu —
h(©(t,n)) is continuously L-differentiable. The identity ([2I2) for n = 0 then follows by taking vy = v.
One may again differentiate ([2I5) and ([2I6) with respect to v for a fixed (¢, ) € [0,T) x Po(R?) and
then select vg = v. Then, one obtains (ZI2) for n = 1 from the boundedness of (v, m) — [0h/dm](m)(v)
and the linear growth v — [o. [02p(p,t, T, v, 2)| dz, [4a|0:0,p(1.t, T, 2, 2)(v)| dz, uniformly in p € K.
The continuity of the map (¢, ,v) — 0y[0, [h(O(t, 11))]](v) finally follows from arguments similar to

those previously employed in the first step of the proof. The remaining technical details are omitted.
O
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3. OVERVIEW, ASSUMPTIONS AND MAIN RESULTS

3.1. On the well-posedness of the martingale problem related to the SDE (LI)). We first
present the martingale problem associated to equation (LTI).

Definition 3.1. Let u € P(R?). We say that the probability measure P on the canonical space
C([0,00),R%) (endowed with the canonical filtration (F;);>0) with time marginals (P(t));>0, solves the
non-linear martingale problem associated to the SDE (1)) with initial distribution p at time 0 if the
canonical process (y;)¢>o satisfies the following two conditions:

(i) P(yo €T) = u(D), I' € B(R?).
(ii) For all f € C3(R), the process

d

t d
(3.1) fye) = f(wo) */ Zbi(s,ys,]f”(@)axif(ysH% > aii(s, 95, P(5))07, 4, f (ys) p ds

0 i,j=1

is a square integrable martingale under P.

Remark 3.2. A similar definition holds by letting the canonical process starts from time ¢y with initial
distribution p, in which case we say that the initial condition is (to, ) and (7) is replaced by the condition:
P(y(s) € T30 < s < to) = p(I).

Having this definition at hand we now introduce some assumptions on the coefficients:

(HR) (i) The drift coefficient b : Ry x R? x P(R?) — R is a bounded and measurable function.
Moreover, for any (t,x) € Ry x R?, the map m ~ b(t, 2, m) is Lipschitz-continuous for the
total variation metric, uniformly with respect to t, z, that is, there exists a positive constant
C such that for all (¢,z) € Ry x R%, for all m,m’ € P(R?)

|b(t, z,m) — b(t,z,m')| < Cdpy(m,m’)

where we remind the reader that drv denotes the total variation metric on ’P(Rd).

(ii) The diffusion coefficient a : R x R% x P(RY) — R¢ ® R?, where a(t,z,m) = (00*)(t, =, m),
is a bounded and continuous function. Moreover, for any (t,m) € Ry x P(R%), the function
R? > 2+ a(t,z,m) € R?®R? is uniformly 7-Holder continuous for some 7 € (0, 1], namely

[a]H — sup |a(t,:c,m) — a(tvyam)| < 00
£20, 27y, meP(RY) @ =yl

(iii) For any (i,j) € {1,--- ,d}* and any (t,2) € Ry x R%, the map P(R%) 5 m — a; ;(t,z,m)
has a linear functional derivative.

(iv) For any (i,j) € {1,---,d}* and any (t,m) € Ry x P(R%), the map (RY)? > (z,y) —
[0ai j/om](t, x,m)(y) is an n-Holder continuous function, for some n € (0, 1], uniformly with
respect to the variables ¢t and m.

(HE) The diffusion coefficient is uniformly elliptic, that is, there exists A > 1 such that for any
(t,m) € [0,00) x P(RY) and any (z,2) € (R4, \1[2P < {a(t,z,m)z, 2) < A2]%.

Remark 3.3. o Assumption (HR)(i) may be reformulated as the following slightly stronger assumption:
the map P(R?) > m + b(t,z,m) has a linear functional derivative.

o Note that under assumption (HR)(iii) and (iv), the map P(RY) > m ~ a; j(t,z,m) is Lipschitz-

continuous with respect to the distance

well(m,m’)

dy(m,m') = inf / {lz —y|" A1} 7(dz, dy)
(R4)?
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where II(m,m') is the set of all transference plan from m to m’. Indeed, for any m,m’ € P(R?%) and any
transference plan 7 € II(m, m’)

|a”txm) a; j(t,z,m’)]|

[ B2 0 20— )

[ 5;;5 (12, (1= Xy (@) = (0,2, (1= N+ ') ) A (e, dy)|

5(1”-
= (t,x,m)(. z—y|" A1} w(dx,d
e mO], [ eyl a1y (e dy

A

sup [
t,x,m

where sup, ,. ., [[0ai,; /6m](t,z,m)(.)] 5 denotes the uniform Holder modulus of the map [da; ; /dm](t, z, m)().
Finally, the claim follows by taking the infimum in the previous inequality with respect to = € II(m, m’).

Our first main result concerns the well-posedness of the martingale problem associated to the SDE

@D.

Theorem 3.4. Under (HR) and (HE), the martingale problem associated with (L] is well-posed for
any initial distribution x € P(R?). In particular, weak uniqueness in law holds for the SDE (1.

When investigating strong well-posedness of non-linear SDE an interesting fact is that, combining
uniqueness in law for the non-linear SDE together with strong uniqueness result for the associated linear
SDE, i.e. the same SDE with time-inhomogeneous coefficients, the law argument being now treated as
a time-inhomogeneity, immediately yields to strong uniqueness. To be more specific, from the previous
well-posedness result we have that any strong solution Y of the SDE (1)) (if it exists) writes

(3.2) Yi=¢&+ /Ot b(s, Y, [X£])ds + /Ot o (s, Ye, [XE])dW,

implying that, setting b : RT x R? 3 (¢,) = b(t,y,[X5]) € R and & : RT x R 5 (t,y) = 5(t, y, [XE]) €
R? x R?, it solves

(3.3) §+/O b(s, Y)der/O o(s,Ys)dWs.

But this linear SDE is well posed in the strong sense under the additional assumption that the diffusion
coefficient & is Lipschitz in space (see [Ver80]). Hence, any strong solutions of [B:2) are equals P-a.s.
so that strong well-posedness follows from the Yamada-Watanabe theorem. This gives the following
corollary.

Corollary 3.5. Assume that the assumptions of Theorem hold and, that for all (t,m) in Ry X
P(R?), the map x + o(t,z,m) is Lispchitz continuous uniformly with respect to t and m. Then, strong

uniqueness holds for the SDE (LT)).

3.2. On the density of the solution of the SDE (1)) and its regularity properties. Under the
assumption of Theorem [34] by weak uniqueness, the law of the process (X; ’5),25 given by the unique
solution to the SDE (1)) starting from the initial distribution p = [¢] at time s only depends upon &
through its law p. Given p € Py(R?), it thus makes sense to consider ([X;*]);> as a function of y (and
also of the time variable s) without specifying the choice of the lifted random variable £ that has p as
distribution. We then introduce, for any = € R¢, the following decoupled stochastic flow associated to

the SDE (I]:[I)
t t
(3.4) XpoH = g 4 / b(r, X35, [X24]) dr + / o(r, X350, [X24]) WV,

We note that the previous equation is not a McKean-Vlasov SDE since the law appearing in the
coefficients is not [X2¥#] but rather [X¢], that is, the marginal law of the solution to the SDE (L))
(starting at time s from the initial distribution u) evaluated at time r. Under the assumptions of
Theorem B.4] the time-inhomogeneous martingale problem associated to the SDE (B.4)) is well-posed, see
e.g. Stroock and Varadhan [SV79]. In particular, weak existence and uniqueness in law holds for the

SDE (34).
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Moreover, from Friedman [Fri64], see also McKean and Singer [MS67], it follows that the transition
density of the SDE (34) existd]. In particular, the random variable X ;""" has a density that we denote
by z — p(u, s,t, x, z) which admits a representation in infinite series by means of the parametrix method
that we now briefly describe. We refer the reader to [Fri64] or Konakov and Mammen [KMO00] for a
more complete exposition. We first introduce the approximation process ()A(gz“ )to>t, obtained from
the dynamics ([B4]) by removing the drift and freezing the diffusion coefficient in space at a fixed point
y, namely

~ t2
(3.5) Rivon _ +/ o (ry, [X2€]) AW,

t1

The process ()A(fgm” )to>t, is a simple Gaussian process with transition density given explicitly by

to
DY (1, 8,11, t0,,2) i =g (/ a(r,y, [ X3%)) dr, z — x) )

t1
To make the notation simpler, we will write p(p, s, t1, t2, x,y) := p¥(u, s, t1,te, z,y) and p¥(u, 8, ta, x, 2) =
pY(u, s, s,ta, x, z). Note importantly that the variable y acts twice since it appears as a terminal point
where the density is evaluated and also as the point where the diffusion coefficient is frozen. Note also
that in what follows we need to separate between the starting time ¢; of the approximation process and
the starting time s of the original McKean-Vlasov dynamics. We now introduce the two infinitesimal
generators associated to the dynamics ([8.4) and (3.3]), namely

d d

s 1 s
Es,tf(ua t,l’) = Z bi(taxa [Xt 75])6I1f(ua t,l’) + 5 Z ai,j(ta xz, [Xt 16])83-;,11-.]0(”) t,l’),
i=1 ig=1
. 1<
Es,tf(/j/a tal') = 5 Z ai,j(tay) [Xf,é])ai,”z]f(,u/ata :C)
ij=1
and define the parametrix kernel H for (u,r,z,y) € P2(RY) x [s,t) x (R?)?
H(,U/a SaTatvxvy) = (Es,r - ES,T)ﬁ(/’[’) Sarvtaxay)
d
= Zbi(raxa [Xﬁﬁ])@Zli)\(’u’ Saratvwvy)
i=1
1 d
+ 5 Z (aiJ (7“, Ty [Xfﬁg]) — Q5 (7“, Y, [Xf’g]))aii@jﬁ(u, s, 1,1, %, y)
ij=1

Now we define the following space-time convolution operator

t
(f@g)(u st xy) = / /d fluys,rr’ x, 2)g(p, 8,77t 2, y) dz dr’
r R

and to simplify the notation we will write (f ® g)(u, s,t,x,y) := (f ® 9)(u, s, s,t,x,y), H(u, s, t,z,2) =
H(u, s,5,t,2,2) and proceed similarly for other maps. We also define f @ H*) = (f @ H*—D) @ H for
k > 1 with the convention that f ® H(®) = f. With these notations, the following parametrix expansion
in infinite series of the transition p(u,s,t,z,z) holds. Let T > 0. For any 0 < s < t < T and any
(12, 9) € Pa(RY) x (RY)?

(3.6) Pl s, t,2,y) = D, 8,6, 2, 9) +p @ H(p, s,t,2,y).

so that, by induction

(3.7) pli stz y) =Y (POHE)(p, s,t,2,y).
k>0

Moreover, the above infinite series converge absolutely and uniformly for (u, z,y) € P2(R%) x (R%)? and
satisfies the following Gaussian upper-bound: for any 0 < s < t < T and any (i, r,y) € Pa(R?) x (R%)?2

(38) p(,U/, s,t,x,y) S En/2,1(c(|b|00 + 1)) g(C(t - S)) Yy — ‘T)

Un [Fri64], it is proved that if z — b(r,z) = b(r, , [Xf’g]) is bounded and Holder-continuous then the fundamental
solution associated to the infinitesimal generator of ([3.4) exists and is unique by means of the parametrix method. However,
existence of the transition density as well as weak existence and weak uniqueness can be derived under the sole assumption
that the drift coefficient is bounded and measurable and the diffusion matrix is uniformly elliptic, bounded and Holder
continuous.



16 P.-E. Chaudru de Raynal and N. Frikha

where C' := C(T, \,n) and ¢ := ¢()) are two positive constants. We refer to [MS67] for a proof based on
Kolmogorov’s backward and forward equations satisfied by p, see also Frikha [Fril7] for a proof based
on probabilistic arguments.

Under the additional assumption that x +— b(t,x, u) is n-Holder continuous, it turns out that z —
p(p, 8,t, 2, 2) is two times continuously differentiable. Moreover, the following pointwise Gaussian esti-
mates for its derivatives hold: for any S € [0,7), there exist some positive constants C' := C (T, b, a, A\, 1),
Cg := C(T,b,a,\,n, B) and ¢ := ¢(A) such that for any (11, 7,y,2) € Pa(RY)x (R)3 andany 0 < s <t < T

(39) bl t.2,2)] € g glelt = 5). 2 =x). m=0.1.2

and
z—ylf

(B10) 19290052 2) = plh 59,1 < Cor T [ofelt =92 =)+ glet =92 )]
o

We refer again to [Fri64] for a proof of the above estimates. Let us point out that the differentiability
of the map [0,2) x P2(R%) > (s, 1) = p(u, s,t,z,2) is the main question that we want to address here.

A similar representation in infinite series is also valid for the density of the random variable X, ’5,
denoted by z — p(u, s,t, z), but we will not use it explicitly. Actually, we will make use of the following
key relation

(3.11) p(p, s, t,2) = /]Rd o, s, t,x, z) u(dx).

The representation in infinite series of p(y, s,t, z) is thus obtained by integrating x — p(y, s,t,x, z)
against the initial distribution p, in other words, z — p(u, s, t, 2) is the density of the image measure of
the map x — p(u, s,t,x, z) by the measure p.

We now introduce the following additional assumption on the coeflicients.

(HR,) The coefficients b and a satisfy (HR) and the following additional assumptions :
(i) The drift coefficient b : Ry x R? x P(R?) — R? is a continuous function. For any (t,m) €
R xP(R%), the function R? >  + b(t, z, ) € R? is n-Holder continuous for some 7 € (0, 1],
uniformly with respect to the variables t and m, namely

b(t —b(t
[b]H = sup | ( ,x,m) ( ayam)l
t>0, z#y, meP(R?) |:C - y|77

(ii) For any (i,j) € {1,---,d}* and any (t,z,y) € Ry x (R9)2, the map P(RY) > m
[6a; j/dm](t, z,m)(y) has a linear functional derivative, such that the map (R%)? > (x,y’) —
[62a; ;/6m?](t,z,m)(y,y’) is n-Holder continuous uniformly with respect to the other vari-
ables.

(iii) For any i € {1,---,d} and any (t,z) € Ry x R? the map P(R?) > m ~ b;(t,z,m) has
a linear functional derivative, such that y +— [6b;/0m](¢,z,m)(y) is n-Holder continuous
uniformly with respect to the other variables. Moreover, for any ¢ € {1,---,d}, for any
(t,x,y) € Ry x (RY)?2, the map P(R?) > m ~ [6b;/6m](t, z,m)(y) has a linear functional
derivative, such that y' +— [62b;/6m?|(t,x,m)(y,y’) is n-Hélder continuous uniformly with
respect to the other variables.

Our next result concerns the regularity properties of the two maps (s, u) — p(u, s,t, z) and (s, p, ) —
p(p, s,t,x,z) and also important pointwise Gaussian estimates on its derivatives. As mentioned above
under the assumptions of Theorem B4 and (HR ), RY Sz — p(p, 8,t,x,2) is two times continuously
differentiable. In view of the relation ([B.IT), it thus suffices to investigate the smoothness of the map

Sy 1y ) = Py 85T, 2, 2).
t

Theorem 3.6. Assume that (HE) and (HR,) hold. Let T > 0 and (t,z) € (0,7] x R% Then, the
mapping [0,%) x R? x Po(RY) > (s, u) = p(p, s,t,, 2) is in CH32([0,t) x RY x Py(R?)). Moreover, for
any (,LL,[LI,S,SC,SC/,U,’U/) € (PQ(Rd))Q X [Ovt) X (]Rd)4 and any (51; 52) € [Oat)v
n C
(312) |av [a,up(,uv S,t,I, Z)](’U)| < Wg(c(t - S)a zZ = ZL'), n e {05 1}7
— )
C

(3.13) [Osp(, 5,8, 2, 2) < +—

g(e(t —s), 2 — x),
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for any 3 € [0,1]if n=0or any 8 € [0,n) if n =1,

|a:}[a#p(ﬂa S, tv Zz, Z)](’U) - ag[aﬂp(uv S, ta zlv Z)](’U)|

(3.14) < OB% [o(elt = ), — 2) + glelt = 8),2 — 2}
_s L

for any 8 € [0,7),

lv—v'|P

(3'15) |6U[8Mp(lu”s’tvwvz)](v) - av[au‘p(u’s’t7$7z)](v )l < Cﬁm

g(c(t —s),z — x),

for any 3 € [0,1] if n € {0,1} or any 8 € [0,7) if n = 2,

Wy (u, 1)

(3.16) 05, s,t, 2, 2) — Opp(p, 8,1, @, 2)|(v)] < Cp 0
R

glet —s), 2 — x),

for any B € [0,1]if n=0or any 8 € [0,n) if n =1,
W’B !

B0 L, N0) = D20, )0 < OF el gttt =)= )
o)

for any 8 € [0,1] if n =0, any 8 € [0,1—‘2”1) ifn=1orany ge0,3)if n=2,

|a;lp(ﬂa Sl,t,ﬂC,Z) - a;lp(ﬂa 527t5z52)|
§1— S B
(3.18) < Cp {7(1 = 51)?"‘5 glelt — s1),2 —x) +

and for any § € [O,HT")ifnzOoranyBG[O,g)ifn: ,
|a:}[aup(ﬂa 51,1, xaz)](v) - a:}[aup(/% So, t, x,z)](v)|

(3.19) <Cy {

|s1 — 2|
(t— s9) " F 48

|51 — so|”

———g(c(t — 51),2 — ) +
(t_81)1+721, n 13 g( ( 1) )

gle(t = s2), 2 = w)} ,
where C := C(T,(HR), (HE)), Cs := C(T, (HR), (HE), /5), C’g = CE(T, (HR,), (HE), ) and ¢ :=
¢(X) are positive constants.

From this result and the key relation ([BIT) we deduce the following corollary.

Corollary 3.7. Assume that (HE) and (HR.) hold. Let T > 0 and (t,z) € (0,T] x R%. Then, the
mapping [0,t) x P2(R?) 3 (s,u) + p(u,s,t,z) in CH2([0,t) x Pa(RY)). Moreover, there exist positive
constants C := C(T,(HR), (HE)) and c := c()\) such that for any (u,s,v,) € Po(R?) x [0,1) x R?,

10, [Oup (1, 5,8, 2)] (v)] < C{ %Q(C(t —s),z—v)

(t—s)z
1
(3.20) + m/ﬂw g(c(ts),zz)u(dz)}, n€{0,1},
(3.21) ol s.t,2)] < 7 [ a(e(t = 9.2 = o)uldo)

3.3. On the Cauchy problem related to the PDE ([Z). The previous regularity properties on the
density of the random variables X;** and X;"** allow us in turn to tackle the Cauchy problem related
to the PDE (LZ) on the Wasserstein space defined in the strip [0,7] x R? x Py(R%). We introduce the
following assumption on the two real-valued maps f and h appearing in (L2):

(HST) (i) The two maps [0,7] x R? x Py(R?) > (t,z,m) — f(t,z,m) and R? x Pa(R?) > (x,m)
h(x,m) are continuous and the two maps Po(R%) > m + f(t,z,m), h(z,m) have a con-
tinuous linear functional derivative for any fixed (t,z) € [0,7] x R, c.f. Remark
(i). Moreover, the maps [0,7] x (R9)? x Po(R?Y) > (t,x,y,m) — [5f/0m](t,z,m)(y),
(R92 x Py(RY) 3 (z,y,m) — [6h/dm](z,m)(y) are continuous.

(ii) The maps f, h, [0f/dm] and [0h/0m] satisfy the following regularity and growth assump-
tions: there exist C := C(T) > 0 and ¢ > 1 such that for any (t,z,y,m) € [0,T] x (R%)? x
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P5(R?) and any bounded set D C R?,
|f(ta x, m) B f(ta :L'/a m)'

(3.22) sup < C(1+ Mi(m)),
z#x! x,x' €D |:C - :L'/|77
of/om](t, z,m —[8f/dm](t, z,m)(y’ 2
b2y [0S0 BRI gy (oL 1ty
and
2
(3.24) Pt zm)| + (e m)| < Cexp (l2) (14 ag(m)),

%f(t,x,m)(yn+|ih<x,m><y>|gcexp( Y (4 g2+ g

where My(m) := [p. |z|*m(dz) and « is any non-negative constant satisfying o < (2¢)7*,
the constant c belng the maximum among the constants ¢ appearing in the estimates (3.9)

and (3.20).
Theorem 3.8. Assume that (HE), (HR;) and (HST) hold. Then, the function U defined by

(3.25)

T
(326)  Ulto,p) = / Bz, [XEE) plus . T, 2) de — / £, 20 [XEE) pu t, 5, 7, 2) dz ds
R4 t R4

=E

T
h(X?z’“,[X?g])*/t fs, Xm0, [Xﬁ’f])dS]

where ¢ € L? with [¢] = p, is a solution of the Cauchy problem (LZ) (in the strip [0,7] x R? x Py(R%))
and

kx|
(B.27) (Ut < Cexp (=
where C' := C(T, (HR), (HE)) and k := k(\, ) are positive constants.
Moreover, U is unique among all of the classical solutions to the PDE ([L2)) satisfying (2.8, T being
replaced by any 77 € [0,T), as well as the exponential growth assumption ([B.27) and with h and f
satisfying (3:24) and ([B25)) for some positive constants k and «.

)(1 +MI(n),  for (t,a,p) € [0,T] x RY x Py(RY)

Remark 3.9. We importantly point out that in order to address the continuity of the map ¢t — U (¢, z, u)
at time T as well as its differentiability on the interval [0,7T), we here impose a stronger regularity
assumption on the terminal condition h and source term f compared to (HR) or (HR). In particular,
we assume that h and f are continuous in the measure direction with respect to 2-Wasserstein distance.
This seems natural inasmuch if (¢,),>0 is a sequence of [0, T] such that ¢, — T', the convergence of the
sequence of probability measures ([XtT"’g])nzo only holds weakly in P3(R?) or equivalently with respect
to the 2-Wasserstein distance and not with respect to the total variation distance.

3.4. Examples. Here are some examples of McKean-Vlasov SDEs whose coefficients satisfy assumptions
(HE) and (HR) or (HR).

Example 3.10. (First order interaction) Consider the following non-linear SDE with coefficients b :
Ry x (R*)2 - R? and 0 : Ry x (R%)? — R ® RY:

(3.28) x5 = §+/t [b(s, X& XE)]ds+/tﬁ[a(s,X§,)~(§)]dWS, [€] = 1 € Po(RY),
0 0

where the process ()A(:g)t>0 is a copy of (X )t>0 defined on a copy (Q ]-" ]P’) of the original probability
space (Q, F,P).
e If b and o are bounded and measurable functions and if moreover o is n-Holder continuous
uniformly with respect to t then, b and a = oo™ satisfy (HR).
e If in addition b is n-Hoélder continuous uniformly with respect to ¢ then, b and a = oo™ satisfy
(HR,).
o If ([o(t,z,z)m(dz))([ o(t, x, z)m(dz))* is uniformly elliptic, uniformly with respect to the vari-
ables t, z, m, then (HE) holds.
Example 3.11. (N order interaction) For some positive integer N, we consider the following non-linear
SDE with coefficients b : R} x (R)V*+1 — R? and o : Ry x (R})N+L — Rdxq;

t t
0 0
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where the processes {(Xf’(i))tzo, 1< < N} are mutually independent copies of the process (Xf)tzo

defined on a copy ((NZ, F, ﬁ) of the original probability space (Q, F,P).
e If b and o are bounded and measurable functions and if moreover ¢ is continuous in ¢ and
n-Holder continuous uniformly with respect to t then, b and a = oo™ satisfy (HR).
e If in addition b is continuous in ¢ and n-Hdélder continuous uniformly with respect to ¢ then, b
and a = oo* satisfy (HR,).
e Let my denotes the N-fold product measure of p. If ([ o(t,z, z)mn(dz2))([ o(t, z, 2)my(dz))*
is uniformly elliptic, uniformly with respect to the variables ¢, x, m, then (HE) holds.

Example 3.12. (Scalar interaction(s)) For some N > 0 and some measurable maps ¢1,¢1 -+ , YN, ¢N :
R? — R, we consider the following non-linear SDE with coefficients b : R, x R? x RY — R? and
o:Ry xREx RN = RY @ RY:

§+/Otb<s,X§,I~E[1/11()~(§)L"' 7]E[¢N()~(§)Dd8

(3.30) +/Ota(s,X§,E[@1()E§)},.. E[pn(X )DdW

where the process ()A(:g)t>0 is a copy of (X )t>0 defined on a copy (Q F, ]P’) of the original probability
space (Q, F,P).

e If b is a bounded and measurable function which is Lipschitz in space uniformly in time, if
(1i)1<i<n are bounded maps, if o is a bounded and measurable function continuous in ¢ and
such that each entry of o(t, ., z) is uniformly n-Holder continuous, o(t, z, -) is continuously differ-
entiable with a bounded derivative uniformly in ¢ and z and if (;)1<;<n are n-Holder continuous,
then (HR) holds.

e If b, o are continuous w.r.t. the time variable and if in addition for any ¢, x, the maps b(¢, z, -)
and a(t,z,-) are two times continuously differentiable with bounded derivatives and (¢;)1<i<n
are n-Holder continuous, then (HR,) holds.

e If a = oo™ is uniformly elliptic then (HE) holds.

Example 3.13. (Polynomials on the Wasserstein space) We consider the following scalar non-linear
SDE

(3.31) X§ = §+/HE it XE, X9)] ds+/HE ei(t, X5, XE) [ aw,

for some measurable maps wl, 2% S UN,on : Ry x R?2 — R, the process ()N(f)tzo being a copy of
(X8>0 defined on a copy (Q, F, ]P’) of the original probability space (Q, F,P).

o If the functions (¢;); are bounded and if the functions (¢;)1<i<ny are continuous in time and
n-Holder continuous in space uniformly in time, then (HR)) holds.

e If in addition the functions (¢);)1<i<n are continuous in time and uniformly n-Ho6lder continuous
in space uniformly in time, then (HR ) holds.

e If there exists A > 0 such that for any i € {1,--- , N} and any (¢,7,2) € Ry x R% X < ¢;(t, 2, 2)
then (HE) holds.

Remark 3.14. A multi-dimensional version of the SDE ([B.31]) in the above example can be described as
follows. We consider measurable maps ¢; : Ry x (R9)? — R%-1 @R%, i =1,---, N, for some positive in-
tegers qo, - - - , qn satisfying go = dand gy = gand ¢ ; : Ry x(RY)? - R,i=1,...,N,j=1,--- ,d. Set
bj (t’ €T, m) = szil fRd Q/Ji,j (t’ €T, Z) m(dz) and a(t’ €T, m) = (Hi\il f (pi(t’ €T, Z) m(dz))(HzJ\il f ‘pi(t’ €T, Z) m(dz))*
o If the maps (v;,):; and (p;); are bounded, if o;(t, -, -) is uniformly n-Hélder continuous, and is
continuous in time, then (HR) holds.
e If in addition each (¢; ;(¢,-,-)):  is n-Holder continuous and continuous in time, then (HR)
holds.
o If each a;(t,z,m) := ([ @i(t,z, 2)m(dz))([ ¢i(t,x, z)m(dz))*, i =1, , N, is uniformly elliptic
then a(t,x,m) is also uniformly elliptic so that (HE) holds.

4. WELL-POSEDNESS OF THE MARTINGALE PROBLEM

In this section, we tackle the martingale problem associated to the SDE (LI). We thus assume that
(HE) and (HR) are in force throughout this section. As mentioned in the introduction, the proof follows
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from a fixed point argument, more precisely from the Banach fixed point theorem applied to suitable
map and complete metric space. The definition of the underlying complete metric space and map is
introduced in subsection [l In subsection 2] we establish some important technical estimates for
the difference of the transition densities associated to two successive iterates of the map. The proof of
Theorem B4 is tackled in subsection

4.1. Definition of the complete metric space and the map. Let (s, 1) € R, x P(R?) be the initial
condition of the martingale problem of Definition Bl Recalling that (P(R%), dv) is a complete metric
space, for any fixed T' > s, we consider the following set

Ay, ={PeC(s,T],P(RY): P(s) = u}.

Observe that o 7, is a closed subspace of the complete metric C([s,T], P(R?)) equipped with the
uniform metric ds (P, P') = supe(s 7 drv (P(t), P'(t)). Hence, (s 1., ds 1) is also a complete metric
space.

We define the map J : o 1, — < 1, which to a probability measure Q) € o7 1, associates the
flow of probability measures .7 (Q) € @ r,, induced by the unique weak solution to the following SDE
with dynamics

¢ B ¢ ~
52«5—1—/ b(r,Xf’g,Q(r))dr—i—/ a(r,Xf’g,Q(r))dWT, telsT],

that is, 7 (Q)(t) = [X:*%], t € [s,T]. Let us note that under our current assumptions (HE) and (HR.),
the martingale problem associated to the above SDE is well-posed so that weak existence and uniqueness
holds and the map 7 is well-defined. Moreover, any fixed point of .7 is a solution to the martingale
problem on the considered time interval [s, T.

4.2. On the distance between two successive iterations of the map. For fixed P, P» € % 1, we
now consider the two following sequences of SDEs (X()),5q and (X?®));5¢ constructed by induction
on ¢ as the unique weak solution to the following SDEs:

(1) X g [ GO O+ [ o X, O, € [s,T)

S S

where [)_(ti’(o)] = P;(t) for i = 1,2. Again, observe that under our current assumptions, for any ¢ > 0,
the above SDE admits a unique weak solution so that ([X; ’(é)])te[s,T] is uniquely determined. We denote
by P = 70(P) = 7(70(R)) = (PO ieer) € oy, TO(P) = P, the time marginals
mduced by (X ’(e))te[s,T].

The density function of the random vector )_(Z (E41) given by the solution to the SDE [I]) at time ¢

(€+1)(

and denoted by p 1, 8, t,.) satisfies

P (5.t 2) = /pz(“l)(u,s,t,w,Z)u(dx)

(€+1)( i,(0+1),x,p

where z — p w,r,t, 2, z) is the density function of the random variable X , given by the

unique weak solution at time ¢ to the SDE obtained as the decoupling field assomated to (IZ:[I) Observe

that the notation p( +1)( (e+1 )(

X,

u,s,t,x,z) (and also p; 1, 8,t, z)) makes sense since, by weak uniqueness,
only depends on £ through its law pu.
We then proceed using the first step of the parametrix expansion [.6) with p, L+, L5+ and H defined

accordingly, namely, for any i = 1, 2, for any fixed (¢,2) € (0,7] x R?, we write

{+1
P (st 2) =

(4.2) / / P (5,12, ) (COF — EODNPED (7, 2) dy dr

A(Hl)(u,s t,x,z)
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where for any r € [s,t)

t
P (1, 5,1, 2) :=g(/ ar', =, [X Z“’])dr',z—x),

d

d
' 1
LOR@) =Y b, (KON h(@) + 5 Y o, (XD, L h(w),
— k=1
o 1<
L n(z) = 5 ap(r, 2z, [X2ONO2, , h(z).
k,l=1

Clearly, since the law appears as a parameter in the coefficients b; and «a; ;, from (HR) and (HE),
similarly to (3.8]), the following (uniform) Gaussian upper-estimate holds : there exist positive constants
C = C(T,b,a,n,\), ¢ :== c(\) such that for any integer ¢, any (u,z,2) € Po(R?) x (R%)? and any
0<s<t<T

(4.3) D (.2, 2)| < Cgle(t — 5),2 — ).

Also, from the previous expression of ﬁg”l), (HE) and (L), the following estimates are satisfied: for
any positive integer n, there exist some positive constants C := C(T,b,a,n, \), ¢ := ¢(\) such that for
any integer £, any (u,,z) € Po(R?) x (RY)? and any 0 < s <t < T

ﬁg(c(t —8),z—x).

For the sake of clarity, we introduce the following notations. For any r € [s,t) and any integer ¢, we
let

5(‘65‘@) - Z(Z))AMJFD (M7T7t, Y, Z) = (‘Cv(" (6) 1) 1€+1) (M7T7t, Y, Z) - (‘67("2)12 - ‘C( )2 )A(é-i_l)(ﬂa T Z)a
5’“+1 (pyr,tyx, 2) = (A(Hl) ’(“_1))

(4.4) 07 (, 5, 8,2, 2)] <

ILL T7t’z7z)’

(
ap D (pymt, 2) o= (Y = pST ) (ot 2).

From the first order expansion ([@Z), we thus see that sp(+1 (u, s,t,, 2) := (p&“l)fpg“l))(
satisfies the following relation

M’S7t7x7z)

t
op" T (u, s, t, @, 2) = 69T (u, 5,1, 2, 2) +/ apU D (5,2, y) (L9 — LONGE (7t y, 2) dy dr
s JRd

(45) / / (e+1) M’Sv’r,fvy) 6(‘65“@ - E’E‘Z))I/)\(Z-i_l) (H7T7t7y7z) dy dr.

Let us note that for the second term of the above identity, one may use the uniform n-Hoélder regularity
of a(t,.,m), [@4) and the space-time inequality (4, for any integer ¢, it holds

(L1 — Ey)»l)ﬁgﬁlﬂ(u,nt,y, 2) < (t%g(c(t —r),z—y)
so that
! = 0+1)
[ ] s (20T = EONFD ot ) dyde
s t 1
(4.6) < C/ /Rd 16pH V] (, s,r,x,y)mg(c(t — 1),z —y) dydr.

The first and third term appearing in the right-hand side of (£3H]) will be handled thanks to the follow-
ing technical estimates that will play an important role in order to prove the existence and uniqueness of
a fixed point for the map 7 if T' > s is small enough. Its proof is postponed at the end of this section.

Lemma 4.1. For any T > 0, there exist some positive constants C' := C(T, (HR), (HE)) and ¢ := ¢(}\)
such that for any (i, x,2) € Po(R?) x R%, any 0 < s <r < t < T, any positive £ and any n € {0,1, 2}

0559V (w7t 0, 2)

t
A s [ e ANl ) d () (et ), )
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6L — OV (b, 2, 2)|

1
<c / 1600 (s, 5,727 ') dy/ (da’)
(t—7r)z J(ra)2

W=

(49) +ﬁ o O = ADIO5.7.2% )
= W USRI TNy dy'u(dx’>dr’} et =)=~ ),
while for £ =0,
(49) 285 (1. 2) € e (P Pa)a(elt = 1), 2 = ),
and
(4.10) 16(£8 — L) (p, 71,3, 2)| < ﬁd&t(ﬂ, Py)gle(t—7),z — x).

The previous lemma together with (L8], the Gaussian upper-estimate (@3] as well as the semigroup
property of Gaussian kernels yield for any positive integer ¢

10 (e, 5,8, 2, 2)

— 2" A1) [0p O (p, 5,72y ) dy’ pu(da’) dr g(e(t — s), 2 — )

Rd)z

+C// |5t ( u,srfcy)( 1>1 7 9(c(t —r),2 —y)dydr

+C/ W/( ay2 (ly' = /12 AD)[6p (. s, 7,2, y) dy’ p(da’) dr g(c(t — s), 2 — x)
s - 4 R

L |
+ C/ . / 10| (1, 5,7, 2", y) dy’ p(da’) dr g(e(t — s), 2 — x)
s (t— 7’)5 (RY)2

+C/ 0 / / 1) 16p (5,7, 2" y) dy’ p(da’) dr’ dr g(c(t — s), 2 — )
—r (R4)2

which in turn, by Fubini’s theorem, implies

10p TV (u, 5, ¢, 7, 2)

(ly' = 2'[" A1) 16p (5,7, 2", y) dy p(da’)y dr g (e(t — s), 2 — )

(R)?

t
@iy wc [ [ 1 s glelt — ), 2 — ) dydr
s Rd

t
+C/ 71/ 169 (w, 8,7, 2" y) dy' w(dz') dr g(c(t — 5), 2 — )
s (E=7)7 Jmey

t 1 5

4 [ g [ = ADIO sy) d (de) drge  9),2 — ),
s (t — 7’)1_1 (R4)2

For ¢ = 0, we similarly obtain

|5p(1)|(u,s,t,:17,z) < CdSt P15P2> ( (t*S) Z*SC)

1
+C// |(5p(1)|,u,srxy( )72 gle(t—r),z —y)dydr

+C/ 7nds,T(P1,P2)drg(c(t—s),z—:z:)
RETRIEE
< Cds (P1, P2)g(c(t — 8),z — )
t
1
(4.12) [ ] 1l ) g alelt = ). ) dy dr
s JRd (t—?“)175

up to a change of the constant C.
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4.3. Existence and uniqueness of a fixed point for the map .7 in small time. Our aim here
is to prove that the map .7 admits a unique fixed point on the space o/ 1 ,, if T > s is sufficiently
small. The induction relation ([@II]) established in the previous step will play a central role. Indeed,
we will prove that for any T > 0 there exists some non-decreasing positive function ¢ — K (t), which is
independent of u, such that for all integer ¢

(4.13) sup /d (Iy' —2'|2 AD)[op D (st 27 y) dy w(da’) < (K(T)T3)dy gy (Pr, P2)
(Rd)?

s<t<T+s

and

(4.14) sup / 16p D (5,1, 27,3 dy' p(da’) < K(T)(K(T)T%) dg asr(P1, Py).
s<t<T+s J(R4)2

Before proving ([@I3) and ([@I4), let us observe that the latter estimate yields

dsssr (TP, T (Ry)) = sup  dov(TFD(P)(1), 7D (Py) (1))
t€(s,s+T|

= sup dpy(7D(P)(1), TV (P) (1))
te(s,s+T]

/41 /41
— sup sup / h(2) Y = p) (5,1, 2) dz
t€(s,8+T] |h|oo<1 JRA

(4.15) < K(KTH) doir(Py, Py).

Hence, taking 7' sufficiently small so that 3, (K (T)T%)* < oo, the Banach fixed point theorem
guarantees that the map .7 admits a unique fixed point P* € @ ¢\, u- As a consequence, the martingale
problem associated to the SDE (1)) is well-posed on the time interval [s,s 4+ T]. The constant K in
([#EI5) being independent of p, it is then standard to extend the well-posedness to the whole interval
[0, 0).

We now prove ([AI3) and {I4). We may assume without loss of generality that T < 1. We proceed
by induction on ¢. For the base case £ = 0, we integrate both sides of the inequality ([@I2) with respect
to the measure dzu(dx) on (R?)?2, after some simplifications, we obtain

t
[ 1001518, deplde) < Caea(Pr, ) +C :
(Re)2 s

o / 69O, 5,7 2, 2) depu(der) dr
t=r)72 Jray

so that

sup / 1690 (5.1, 7, 2) dzpa(d) < K (T)ds 4s(Pr, Py)
s<t<T+s J(R%)2

where [0,T] 5 t — K(t) is some positive non-decreasing function. This concludes the proof of ([@I4]) for
£=0.

Similarly, we multiply by |z — 2|2 A1 and then integrate with respect to dzu(dz) on (R%)? both sides
of the inequality (£.I2)), using the space-time inequality (L4 as well as the previous estimate, we obtain
for t € (s,T + 9]

/(]Rd)2 10p 0| (1, 5,8, 2, 2) (|2 — %2 A1) dzp(da) < C(t — S)%ds,t(Pl,PQ)

¢ 1
* C/ 71/ 169D (1, 5,7, 2, 2) dz p(der) dr
s (th) T2 J(Rd)2
< C(t — S)%ds,t(Pl, P2) + C(t — S)gK(T)ds,TJrs(Pl, P2>

< (K(T)T% )ds,T-l-S(Pla P)
so that, taking the supremum over ¢ € (s, T + s] on the left-hand side of the previous inequality allows

to conclude the proof of ([I3) for £ = 0. Assuming now that both ([@I3]) and [@I4) hold at step £ > 1,
we proceed similarly, namely we integrate with respect to dzu(dx) on (R%)2 both sides of the inequality
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&1

(|2 — 2" A1) |69 (1, 5,7, , 2) dzp(dax) drr

(R)2

t 1
+C/ m/(Rd)Z 109 |(w, 5,7, 2, 2) dzp(de) dr

t
JrC/ %/ 160 (1, 5,7, 2, 2) dzpu(dx) dr
s (t—?")liz (Rd)2
< C(K(T)T% )edS,S-i-T(Pla P2)

t 1
+C/ m/(w)z 10 |(w, 5,7, 2, 2) dzp(de) dr

/(]Rd)2 |5p(l+1)|(,u, 5, t? €, Z) dzﬂ(dx) <

which in turn implies (@I4). Similarly, we now multiply both sides of (Il by |z — z|? A 1 and then
integrate on (R?)2 with respect to dzju(dx). From the space-time inequality (T4, we obtain

/ 169D (5,8, 2, 2)(|2 — 2| A 1) dzpa(d)
(R%)2

7/ / (|z — |2 A1) [16p9 (1, 5,7, , 2) dzpu(da) dr
(t — S (R4)2

+C/ r L oN1—T / |5p(€+1)|(/i,3,7“,$,2) dZM(d(L‘) d’l"
th -3 (R4)2

1
+oTt / / 160 (1, 8,7, 2, 2) dzpu(d) dr
s (R4)2

(t—r)?
0 [t 1 n
vort [ ——— /(Rd)2<|z — af* AP |(, 5,7, 2, 7) dzpu(de) dr

which in turn, using the induction hypothesis, yields

/ 6p D (5,8, 2, 2) (|2 — 2|2 A1) dzp(de)
(Rd)2
< CTH(K(T)TH) dsris(Py, Po) + CK(T)T2 (K(T)T%) dy 14 s(P1, P2)
+ CTH 3 (K(T)TH)  Ydy 1o (P, Po) + CT? (K(T)T 1) dy 1o (Py, Ps)
< (K(T)TH)* ' ds g7 (P, P2)

which allows to conclude the proof of (£I3)). The proof is now complete.

4.4. Proof of Lemma 4.7l Step 0: Preliminaries. Let us first give a general control on the difference
of the diffusion coefficients taken along the two iterates. We claim that, for any &,/ in {1,...,d}? and

y, z € R?, it holds,

(4.16) [ (ryy, (X O]) = ara(ry, [XPOD] = lawa(r, 2, (X0 0]) = apa(r, 2, [X2O])]

5ak7l
< swp [t m)(-)]H/ Iy = 2" Az = y|" AP (5,7, 2", y) dy’ p(da),
(k). (tm) O (Ra)2

and

(4.17) lana(r,y, (X O1) = ara(r,y, [X2OD] = lana(r, 2, [XPO)) = ara(r, 2, [X2O])]

oa
< sup (=Bt m) (e — yldar (P, o).
(k,0),(t,m) 0T
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Indeed, let k,l in {1,...,d}? and y,z € R?, using the fact that the map a admits a linear functional
derivative we have

{{aa(ryy, X2 = ara(r, 9, [X2ON)] = lana(r, 2 [XHO) = ara(r, 2 [X2O))] |

B AR 4 (- RO~ L2 N 4 1 - NN )
Rd m

x (P — P{)(r)(dy')dA

5akl

- / /Rd 1{#2}{ iy AXEO]+ (1= NEPOD) - 2 2 AKX+ —A)[Xfm])(y')}

x (P — P{)(r)(dy")dN

If £ = 0, using the fact that R? 3 ¢/ — [[6ak7l/5m](r,y, m)(y') — [dak,1/dm](r, z,m)(y’)]/|z —y|", y # z,
is a measurable and bounded function (uniformly with respect to the other variables), directly yields
(@I7). If now £ > 1, using the identity (Pl(e) - Pée))(r)(dy’) = Jpa 009 (1, 5,7, 2/, y") dy' u(da’) and the
fact that [o, 6pO(u,s,7,2',y") dy’ = 0 since each pl@, 1= 1,2, is a density, we obtain

{[ak,m, 0, (X)) = ana(ry, [X2OD] = fana(r, 2, [XHO]) = aa(r, 2, [X2O])] |

1
= = 1
2 / /]Rd)2 {y?é } {

k,l=1

5ak 1

(g, ALK+ (L= VX2 ON ) - — = (2 A O]+ (1= VX))

]
15

x5p (u, s,r, 2 ') dy’ p(da’)d,

(AR 4 (1= NEZOD) = 1,2 AT+ (1= VRO )] |

so that ([@I6]) follows from the uniform n-Hoélder regularity of the map [da/dm](t,.,.). Similar computa-
tions give

(4.18) lak, (1, [Xrl’(e)]) —ag(r,y, | 73’(6)])]‘
da
< s [ (e m)Ola [ (=T A1) (s ey dy w(da)
(k,01),(t,x,m) O (R4)2
and

- - da
(4.19) [fara(ryy, [X2O) = apa(ry, [X2ON)| <2 sup [ ZEL (2, (oo (P, P).
(k,0)(¢,,m) m

Step 1: proof of [@1) and [@EYJ). From the very definition of 97p“+V)|(u,r,t,z, 2), we obtain the decom-
position

¢
(4.20) onep Y (ot x, 2) = [Hn</ a(r', z, [XT1 (e)])dr z— x)

Hn</:a(r 2 (X3 dr 2 — >
+H,,(/: a(r, 2, [X2O) dr z—x)wf+1>(u,s,t,x,z),

where we introduced the notation Ho(X,z) = 1, Hy (X, z) = (Hi (2, x))1<i<q and Ha (2, x) = (Hy? (2, 2))1<i j<d
for a symmetric and positive matrix ¥ and 2 € R?. From the very definition of the Hermite polynomials,
the mean-value theorem and (#IJ]), for any positive integer ¢, we obtain

Hn(/:a(r 2 KO a2 — x) —Hn(/ta(r 2 K20 ar, 2 — x)

<ofl=aly (b / / Iy — " A1) 59O (5,7, ', o) dyf’ p(da’) dr”
—_— (t—’r)Q n= (t—r) (t— 9 9 b b

e (s b2, 2)
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while for £ =0, [@TY) directly gives

Hn</Tta(r z [X)Y (0)])dr',zz> Hn</Tta(r 2, [X> “”])dr',z:c)

gc{(|: )L1n L+ ('é‘f)ﬁ + (t1r)2)1n_2}/Ttds,r'(Pl,Pg)dr'.

Hence, using the space-time inequality (L)) and ([@4]), for any positive integer ¢, we deduce that the
first term in the right hand side of ([@20) can be bounded as follows

/\(l+1)(
1

[Hn(/Tta(r 4 [X5O) ar, z—x)—Hn(/Tta(r 4 [X2) ar, z—x) 5

C t
S o [ [0 Al @) (et =),

while for £ =0,

s T,t,.’IJ, Z)

t t
[Hn</ a(r', z, [X, ’(0)])dr’,zz> Hn</ a(r', z, [Xf}(o)])drl,z:c) zf)ﬁl)(u,r,t,x,z)
C K ,
<—— | ds (P, Po)dr’ gle(t—r), 2z — x)
(t*T)T T
C
< = wdsa(Pr, P2) g(c(t — 1), 2 — )
(t—r)>2

where we used the fact that [s,T] 3 r + ds (Pi, P2) is non-decreasing for the last inequality. We now
consider the second term in the right hand side of ([@20). First, for any integer ¢, by the mean-value
theorem, we get

(4.21)

SHED (41t 2, 2) Z/ (Hi g (/ a2 [R5 + (1 = Na(r, 2, [X2 “>])dr',z—x)

i,j=1
[ a0 TR a7 RO an
Hence, we deduce from ([@I8)) and (LH) that

|(5A<ZJrl [(pyr t,w,2) < (ly' = 2" A1) |(5p(e)|(u, s, @’y ) dy' p(dx')dr’ gle(t — 1),z — x)

(R)2
for ¢ > 1 while for £ = 0, using ([EI9), the previous bound writes
16501 7,2, 2) < Ods o (Pr, Po)g(elt — 1), 2 — ).
The two previous estimates together with (LH]) thus imply

¢
‘H (/ a(r’, z, [)_(2’(2)])d7°’ z—x)éA(Hl)(u,r,t,x,z)

P2 / / — &[T A1) 69O (5,7 2y dy' p(da’) dr’ gle(t — 1), 2z — x),
(t—r) (R4)2
for £ > 1 and
t C
‘Hn(/ a(r', z, [X (0)])dr',z—x)éﬁl)(u,r,t,x,z) < Wd&t(Pl,Pg)g(c(t—r),z—x).
T -r)z

This completes the proof of @) and (49).

Step 2: proof of [@8) and @I0). In order to establish both estimates, we make use of the following
decomposition

—~ -~ o~ Y4
S(LO — LAY (uyrty,z) = [(LOF = L0 —(£O2 — ZO2) 5 (w1, y, 2)
H(LO2 — LO D (7, y, 2)
(4.22) = I(€)+II(€)
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with 1) =: 15“) + Igé) where

d

1 = 3 oy, [X2O) — bl y, [X2OD00 5 (1ot y, 2),
=1

d
32 {lonatrs 1 (RO = oy, (REOD) = o2, (KO = a2, (KO

N)I»—l

X a2k mlpl )(:u’arataya Z)

We first handle the term 1) in ([@22). From (HR)(i) and (&3, for any positive integer £, one has

¢ C

< —

(t—r)2
while for £ = 0, one obtains
C C

1 < —ds (P, P c(t—r),z—y) < ——r~

I8 |_(t—r)% +(Pry Po) g(e(t —7) y)_(t_r)%

where we used the fact that [s,T] > r — ds,(P1, P2) is non-decreasing for the last inequality. Then,
from (£I6)), for any positive integer ¢,

/(Rd)2 169 (1, 5,2, ) dy p(da’) g(e(t — 1), 2 — ),

dst(P1, Po) g(c(t —7), 2 —y)

C
L)< = /(Rd)2(|y' — /" Az = yI" A D8O (1, .72 y) dy plda’) glelt 1), 2 — ).

Now, we may break the integral appearing in the right-hand side of the above inequality into two parts
by dividing the domain of dy’ integration into the two disjoint domains: {y’ € R?: [y — /| > [z — y|}
and {y' € R?: |y’ — /| < |z —y|}. On the first domain, we have (|y’ — /|7 A |z —y|[TA 1) < |z —y|" <
ly" — :I:’|’7/2|z —y|’7/2 while on the second one (|y' —2/'|"A|z—y["A1) < |y —2'|" < |y — x’|"/2|z — y|’7/2.
Therefore

t—r
¢
- (t—r)l_%

zZ—Y g n
< CEEE [ (=1 A DI,/ (@) gfelt =)= )
R 2

/(Rd)z(ly’ — 2|2 AD)pO (5,7, 2 ) dy’ plda’) gle(t — 1), 2 — y)

for any positive integer ¢, where we used the space-time inequality ([4]) for the last inequality. For £ = 0,

([A19) yields

z—y|" ¢
| < C%ds,r(ﬂ, Pa)gle(t —r),z —y) <

mds,t(Pla PQ)Q(C(t — 7"), z — y)

where we used the space-time inequality (I4) and the fact that [s,T] > r — ds . (P1, P2) is non-decreasing
for the last inequality.

We now handle the term II in (22). To do so, we make use of the uniform 7-Hoélder regularity of
a1 (t,.,m), the estimate [@T)) for n = 1,2 and the space-time inequality (I.4]) to obtain

t
| < 752_a / / =" A 0P (5,7 ) dy pda) dr” g(e(t = 1), 2 = y)
2 r (R )2

(t—r)
for any positive integer ¢ while for £ = 0, from (@3] and the space-time inequality (4]), we get
C
MO < ———do4(P1, P2) g(c(t — 1), 2 = ).
(t—r)t-z
Gathering the above estimates on I = I; 4 I and II concludes the proof of (@8] and (@I0). O

5. EXISTENCE AND REGULARITY PROPERTIES OF THE TRANSITION DENSITY

This section is dedicated to the proof of Theorem[B.6l Hence, throughout this section, we assume that
(HE) and (HR.) are in force.
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5.1. Strategy of proof. Our strategy is based on a Picard approximation scheme for the transition
density p(u, s, t, x, z) and sharp uniform estimates on its derivatives from which we can extract a uniformly
convergent subsequence.

Step 1: Construction of an approximation sequence and related estimates

For a given initial condition (s, 1) € Ry x P2(RY) and a probability measure v € Po(R?), v # p, we
let P(O) = (P()(£));>, be the probability measure on C([s, 00), R%), endowed with its canonical filtration,
satisfying P(0) (t) = v, t > s, and we consider the following recursive sequence of probability measures
{]P’(m); m > 0}, with time marginals (P(™(t))>5, where, P(™) being given, P(™*1) is the unique solution
to the following martingale problem

(i) PO+t (y(r) € T;0 <7 < 5) = pu(T), for all T € B(RY).
(ii) For all f € CZ(RY),

t d d
£ = £ = [ S bl B0 + D Jas e B, S0 b dr
S i=1 i,j=1
(m+1)

is a continuous square-integrable martingale under P

Note that, under the considered assumptions, the well-posedness of the above martingale problem
follows from standard results, see e.g. Chapter 7 in [SV79], so that for any given initial condition
(s, 1) € Ry x Po(R?), there exists a unique weak solution to the SDE

t t
(5.1) X7t — ¢ 4 / b(r, X3 &+ [X 28] dr + / o(r, X3 (X80 aw,

S

We also associate to the above dynamics the decoupled stochastic flow given by the unique weak
solution to SDE

¢ t
(5.2)  xpTmED = 50+/ b(r, X tm D), [Xf’g’(m)])dwr/ o (r, Xpm et (XSS M)W,
We recall that the notation X,"" M+ makes sense since by weak uniqueness of solution to the SDE
), the law [X;"5™)] only depends on the initial condition ¢ through its law p.
From [Fri64], for any positive integer m, both random variables X, £0m) and X ™) admit a

density w.r.t the Lebesgue measure on R? that we denote by p,,, (i, s, t, 2) and py, (i, 5, t, 7, 2) respectively.
Moreover, the following relation is satisfied

(53) pm(M,S,t,Z) = /pm(%57t7517»2>ﬂ(dz)a
where for all m > 1
(5'4) pm(,u,s,t,ac,z) = Z(ﬁm®H$§))(M,S,t,fL’,2),
k>0
with
¢
63 Palwsnte) =g ([ ol i - 0)),
¢
(56)  Plth st 2,2) = Pt 5,1 1,2,2) = g ( [ ot Xt - z> ,

d t
(5'7) Hm(ua s, t,, Z) = {_ Zbi(T,l‘, [X?g’(m_l)])H{ (/ a(r/, 2y [Xf;gﬁ(mil)])dﬂ, z— .%')

i=1
1 — S m—
+§(ai7j (T, €, [Xf’é’(m 1)]) — Qi (T’ 2, [Xr7€7( 1)]))

t
x HY? (/ a(r', 2, [X 5" dr 2 - :v) }ﬁm(ua 8112, 2)

and Hgiﬂ)(u,s,t,w,z) = Hm ® H,(ff))(u,s,t,x,z), ) = 1,, with the convention that [th,g,(o)] =
PO () = v, t > 0. In what follows, we will often make use of the following estimates: there exist constants
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c:=c(\) > 1, K := K(T,b,a,n,\) > 0, such that for any integer k, for any (i, r, z) € P2(R%) x (R%)2,
for any 0 < s <t <T and any r € [s,t), it holds

(5.8) HE (1, 5,78, 2, 2)| < (tirl —r I:IB( ) c(t—1),2 — )
and
k
(5.9) 5o @ H (5,12, 2)| < K*(t — ) [ B (1 + @ g) gle(t—s),2 — )

where B(k, () = fol(l — )"y~ 14y stands for the Beta function. From the asymptotics of the Beta
function, the series (5.4)) converges absolutely and uniformly for (u, z,z) € P2(R%) x (R?)? and satisfies

the following Gaussian upper-estimates: there exist some positive constants K := K(T,b,a,n,\) and
c := ¢(\) such that for any positive integer m, for any 0 < s <t < T and any (y,z, 2) € Pa(R?) x (R%)?
(510) |8;lpm(ﬂa S, t,SC, Z)| < K(t - 5)7% g(C(t - S)a Z = SC), n= 07 15 27

and for any 8 € [0,1] if n € {0,1} or for any 8 € [0,7n) if n = 2, there exist some positive constants
K := K(T,b,a,n, )\, 3) and ¢ := ¢()\) such that for any positive integer m and any (x,z’) € (R9)?

|a;lpm(:u’a S,t,ZC,Z) - a;p’m(/j/a Satal'/a Z)|

r—a'|f
(5.11) SK(L—T% {g(c(t —s),z —x) + glc(t —s),z —a")}.

We refer to Friedman [Eri64] for a proof of the above estimates. Denote now by ®,,(p, s, 7, t, 1, 22)
the solution to the Volterra integral equation

(5'12) (I)m(ua 8,1, t, 21, Tg) = Hm(ﬂa 5,7, t,T1,T2) + (Hm & (I)m)(ﬂa SarvtaxlaxQ)‘

From the space-time inequality (L)), it is easily seen that the singular kernel H,,(u,s,r,t,x1,22)
induces an integrable singularity in time in the above space-time convolution so that the solution exists
and is given by the (uniform) convergent series

(513) q)m(ﬂa 8,7, 8,21, :CQ) = Z %7("5) (,LL, S, 1, t, X1, :CQ)
E>1
which by (58) and the asymptotics of the Beta function satisfies
K
(5.14) | (s 5,758, 1, 2)| < ————=7 g(c(t — 1), 22 — 71)
(t—r)i=z
for some positive constants K := K(T,b,a,n, A), ¢ := ¢(\). Moreover, the infinite series (B.4]) satisfies

t
(515) pm(/J/,S,t,J],Z) :i)\m(ﬂ/,s,t,l',Z)‘f'/ / i)\’m(/j/aSarawvy)q)m(,uaSa/rat?yaz)dydr'
s JR4

From Chapter 1 in [Fri64], for any positive integer m, the maps @ — H,, (i, 8,7, ¢, , 2), @ (u, 8,7, ¢, x, 2)
are Holder-continuous. More precisely, for any 5 € [0,7n] and any 8’ € [0,7), there exist some positive
constants K := K(T,b,a,n,\, ), K' := K(T,b,a,n,\, ('), ¢ := ¢()\), which do not depend on m, such
that for any 0 < s <r <t < T and any (u,z,y,2) € P2(RY) x (R?)2

|Hom (s 8,78, 2, 2) — Hin (1, 8,7, 8, y, 2)]
(5.16) < K et )2 =) ottt =) =)
and

[P (8,7, 8, 2, 2) — P (i1, 5,7, 8,9, 2))
(5.17) gK’%{g( c(t—1),z—z)+glct —r),2 —y)}.

Before stating the main result of this section, we introduce the following notation. For some positive
integer m, n € {0,1}, 5 € [0, 1+77) ifn:()orﬂe [0,n)ifn=1,C >0 andt € [0,7], we define

2 1
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With the above notations and properties, we prove the following key proposition whose proof is
postponed to the next subsection.

Proposition 5.1. Let 7 > 0. For any fixed (t, z) € (0, 7] x R%, for any positive integer m, the following
properties hold:
e The mapping [0,%) x R? x Po(R?) 3 (s, 2, i) = pm (11, s, t, 2, 2) is in CH22([0,1) x R? x Py (R?)).
e There exist positive constants C' := C(T, (HR), (HE)), Cs := C(T, (HR), (HE), 8), ¢ := ¢()),
which do not depend on m, such that, for any (u, s, z,2’, z,v,v") € Po(R?) x [0,1) x (R%)?

n,0 _
(5.18) O 0 (1, 5.1, 2, 2)](0)] < qu Ce—a), n=0,1,
=
1,0 _
(5.19) Oupmin 5,1, 2] < LD oy ) o)

|03 [0upm (1, 5,1, 2, 2)] (V) = O [Oupm (1, 5,1, 7', 2)] (v)]

x—a|?
(5.20) < ngﬁ(cﬁ, t— S)W {g(c(t —5s),z —x) + g(c(t — 8),2 — )},

where 8 € [0,1] for n =0 and 8 € [0,7) for n =1,

100 [0upm (11, 5,1, 2, 2) (V) = Ou[Dupm (1, 5, 2, 2)] (V)]
o —')?

— g(c(t —s),2 —x)

5.21 <EHP(Cg,t — §)——————
(5.21) (Cs )(t—s)Hz

where 8 € [0, 7).
e There exist three positive constants CE =C(T,(HR4), (HE), 8), C3 := C(T,(HR

=
=

¢ := ¢(\), which do not depend on m, such that for any (u, ¢/, s, 7, z,v) € (Po(R%))%x[0,1)x (R?)3
n 0 (o Wy (1
(5.22) |0 Dm (115 8,8, %, 2) = Typm (W' 5,1, 2, 2)]| < O TEREE ge(t = 5),z — ),
where 3 € [0,1] for n € {0,1} and 8 € [0,7) for n = 2,
100 [0upm (1, 5, 7, 2)](v) = O [0upm (1, 5, £, 7, 2)] (v)]
(5.23) < %Z’B(C;{,t - S)M gle(t —s),z —x),

(t _ s) Linth—n

where 3 € [0,1] for n =0 and § € [0,n) for n =1, and for all (s1,s2) € [0,t)?,

|8me(u,51,t,x,z) *8me(%527t,$az>|
|s1 — so/” |51 — 52|”

(5.24) Scﬂ{mg(c(t—sl)az—w)‘FW!)(C(Tf—&)az—@ ;

where 8 € [0,1] for n =0, 8 € [0,(1+7)/2) for n =1 and 8 € [0,7/2) for n = 2 and
Or[0upm (, 81, t, 2, 2)|(v) — N[0 pm (1, S2,t, T, 2)] (v

v TR v YR

(5.25)
|51 — 52|° |s1 — 50"
—HgCth , 2 =X +—H
T et s+

where 8 € [0,(1+7)/2)if n=0and 8 € [0,1/2) if n = 1.

S(gg’m(cg,tsl\/@){ g(c(tsz),zz)},

Remark 5.1. Let us indicate that for any positive constant C, any T" > 0, any n € {0,1} and any
B € [0,1 —n +mn), the series €°(C,T) = limypoo €27 (C,T) converges. Indeed, from the relation
B(a,b) =T(a)L'(b)/T'(a+b), a,b > 0, it follows

%ﬁﬁ(C, T) = i (CF(U/Q))k

kal
—p (% + (k- 1)g)
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so that, by Stirling’s formula, the above mth partial sums converge and satisfy

€ (C.1) = lim 617 (C,T) = CT(1/2)E, )5 15 (CT (n/2)) < 00

where we recall that z — E, g(z) stands for the Mittag-Leffler function.
The proof of Proposition [5.1] being rather long and technical, we postpone it to the Appendix [Al
Step 2: Extraction of a convergent subsequence

Our next step now is to extract from the following sequences {LQ 3¢ (€, stz 2),m > 0} (the
lifting of the sequence {Pg(Rd) Spu pm(p, s, t,z,z),m> 0}), {Rd 30 = Oupm (i, 8, t, @, 2)(v),m > 0},
{R% > v+ 8,[0upm (1, s, t,2,2)](v),m > 0} the corresponding subsequences which converge locally uni-
formly using the Arzela-Ascoli theorem.

Since the coefficients b;, a; ; are bounded and the initial condition p € P (R9), the sequence of prob-
ability measures (P(™)),,>¢ is tight. Relabelling the indices if necessary, we may assert that (P("™),,>¢
converges weakly to a probability measure P*°. Under our current assumptions (HE) and (HR ), from
standard arguments that we omit (namely passing to the limit in the characterisation of the martingale
problem solved by P(m)) we deduce that P> is the probability measure P induced by the unique weak
solution to the McKean-Vlasov SDE (ILI]). As a consequence, every convergent subsequence converges
to the same limit P and so does the original sequence (P(™)),,>1.

By the dominated convergence, for any fixed + > 0 and z € R?, using (5.), one may pass to the
limit as m 1 oo in the parametrix infinite series (5.4]) and thus deduce that the sequence of functions
{K 2 (5,2, 1) = pm(it, 8,t,2,2), m > 1}, K being a compact set of [0,1) x R? x Py(R?), converges to the
map (s,x, 1) — p(u, s, t,z, z), for any fixed (s,z,u) € K, given by the infinite series (7). Moreover,
it is clearly uniformly bounded and from ([522)), (524) and (BIT)), it is equicontinuous. Relabelling the
indices if necessary, from the Arzela-Ascoli theorem, we may assert that it converges uniformly. We thus
deduce that the map [0,#) x R% x Py(R%) > (s, ) = p(u, s,t,z, ) is continuous.

For any p € Po(R%) and any integer m, the mapping (s, x, u) + pm (i, s,t, 2, 2) is in C%20([0,1) x
R? x P2(R?)). Moreover, from the estimates (5.22), (5.24)), (5.10) and (EI1) (for n = 1,2), the sequence
of functions {K > (s, 2, i) = Oupm (i, s,t,2,2), O2pm(p, s,t,7,2),m > 0}, are uniformly bounded and
equicontinuous. Hence, from the Arzela-Ascoli theorem, we may assert that (s,x) — p(u,s,t,z,z) €
C%2([0,t) x R?) and that the mappings [0,¢) x R? x Po(R?) 3 (s, 2, 1) = Oup(p, 8,t, 7, 2), O2p(u, s,t, 2, 2)
are continuous.

We now consider the sequence {K 3 & — Dpn,(&, s, t, 2, 2) = Oupm (€], s, 8, 2, 2)(§), m > 1}, K being
any compact set of L2. From (BI8) (with n = 0), it is uniformly bounded. From (GI8) (with n = 1)
and (0.23) (with n = 0), it is equicontinuous. Relabelling the indices if necessary, from the Arzela-
Ascoli theorem, we may assert that it converges uniformly. We thus deduce that the map K 2 £ —
p(€, s,t, 0, 2) is continuously differentiable. As a consequence, Pa(R?) 3 pu + p(u, s,t, x, z) is continuously
L-differentiable.

From the estimates (5.20), (.I18), (523) and (528) (with n = 0) and (GI8)) (for n = 1), the sequence
{K > (s,2,1,0) = Oupm(p,ys,t,2,2)(v), m > 1}, K being a compact set of [0,¢) x R? x Py(RY) x R,
is uniformly bounded and equicontinuous so that the map [0,%) x R? x Py(R?) x R? > (5,2, p,v) +
Oup(p, s,t,x, z)(v) is continuous.

From the estimates (5I8) and (52I) (both for n = 1), the sequence {R? > B(0,R) > v
v [0upm (p, 8, t,x, 2)](v), m > 1}, is bounded and equicontinuous so that R? 3 v — 8,p(u, s, t,z, 2)(v) is
continuously differentiable.

The continuity of the map [0,%) x R? x Po(R?) x RY 3 (s, 2, p,v) = 0u[0,p(1, 8, ¢, 2, 2)](v) is finally
deduced from the uniform convergence of the sequence of continuous mappings {K > (s,z,p,v) —
u[0upm (p, 8,t, 2, 2)](v), m > 1}, K being a compact set of [0,t) x R? x P2(R?) x R%, along a subsequence,
obtained from the estimates (0.20), (&.21), (523) and ([E23) (with n = 1) combined with the Arzela-
Ascoli theorem. The estimates (320) and (BI4) to (3I9) then follow by passing to the limit in the
corresponding upper-bounds proved in the first step.

Step 3: CH22([0,t) x R? x Po(R?)) regularity and related time estimates.

Let us now prove that (s,z,u) = p(i, s,t,,2) is in CH22([0,t) x R x Py(R?)). From the Markov
property satisfied by the SDE (L1J), stemming from the well-posedness of the related martingale problem,
for any 0 < h < s, the following relation is satisfied

p(p, s — hyt @, 2) = Blp([ X7, 5,8, X370k 2)]).
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Combining the estimates (8.20) and [B9) (for n = 1) with the chain rule formula of Proposition 2.1
(with respect to the space and measure variables only) we obtain

Elp([X5~" ], 5,8, X350, 2)] = plp, s, t,2,2) + E U Lop([X7 "8, 8,8, X200, 2) dr
s—h

with
d 1 d
Erh(xaﬂ) = Zbi(raxaﬂ)azih(xaﬂ) + 5 Z ai,j(raxaﬂ)aii,zjh(xaﬂ)
i=1 ij=1
d 1 d
+/Rd D bilr v, w)[Ouh(@, 1) ()i + 5 > ai(r,0, 1), [0uh(x, 1) (v)]; o p(dv).
i=1 ij=1

We thus deduce

S

1 1
E(p(u, s—ht,x,z) —plu, s, t,z,z)) = EE [ ETp([Xﬁ_h’g], s,t,Xf_h’l’“, z)dr
s—h

so that, letting A | 0, from the boundedness and continuity of the coefficients as well as the continuity
of the maps (u, x) — p(u, s,t,2,2), OL"p(u, s,t,z,2), 07 [0.p(u, s,t,z,2)], for n = 0,1, we deduce that
[0,t) © s+ p(u, s, t, z, z) is left-differentiable. Still from the continuity of the coefficients and of the map
(s,z, ) = Lsp(p, s,t,x, z), we then conclude that it is differentiable in time on the interval [0,t) with a
time derivative satisfying

Dsp(p, 8,t,,2) = —Lop(p, 5,t,2,2)  on [0,t) x R? x Py(RY).

The time derivative estimate (21 now follows from the previous relation as well as the estimates
@) and B20).
6. SOLVING THE RELATED PDE ON THE WASSERSTEIN SPACE

This section is devoted to the proof of Theorem B.8 Thanks to the regularity properties provided by
Theorem [3.6] we are able to tackle the Cauchy problem (L2)) in any strip [0, T] x R? x Py(R?). We start
with the following proposition.

Proposition 6.1. Under the assumptions of Theorem 3.8 the mapping [0, T] x R? x Po(R?) > (¢, z, 1)
U(t,z, ) defined by ([B:26)) is continuous, belongs to C1'22([0, T') x RY x Py(RY)), satisfies ([327) and for
any (t,2,v, 1) € [0,T) x (R%)? x Pa(R?)

(14m) k|z|?
2

(6.1) oy 10,U(t, w,u)](v)\ SO =) exp(—5-) (L + [of* + M3 (), n = 0,1,
and
(6.2) d, U (t, W)’ <K(T—-t)3 exp(k|””| )(1 4+ M{(n), n=0,1,

where C':= C(T,(HR), (HE)), K := K(T,b,a,\,n) and k := k(\, «) are positive constants. Moreover,
U is a solution to the Cauchy problem (2) in the strip [0, 7] x R? x Py(R?).

Proof. The proof is divided into three steps. We first address the continuity of the map U in [0, T") x R x
Pa(R4). We then prove that limyr U(t, z, 1) = h(z, ). We eventually prove that the map U belongs to
CH22(]0,T) x RY x Py(R?)), solves the PDE (L2) and establish the related estimates.

Step 1: continuity of the map [0,T) x R% x Po(RY) > (¢, 2, u) — Ul(t,x, ).

Let (ftn,tn, Tn)n>1 be a sequence of Pa(R?) x [0,T) x R? satisfying lim,, |t, — t| = lim,, Wa(pin, p) =
lim,, |z, — x| = 0, for some (u,t,x) € Po(R?) x [0,T) x R%. By weak uniqueness, the sequence of proba-
bility measures ([XtT"’f"])nzl converges weakly to [X%’E], where [£,] = un, and [] = p. Hence, since the 2-
Wasserstein distance metrizes weak convergence in P2 (R%), it suffices to prove that lim,, [y |2[2p(tin, tn, T 2) dz =
Jga l21?p(p, t, T, 2) dz in order to derive that lim, Wg([XtT"’S”], [X%é]) = 0. Taking the same notation as

in the first step of Proposition 22 with h(z) = |z|?, we write
[ Polinta T2y d = [ et .2 dz
R R

= [ Bt ) = ) 5 [ Bl T,2,2) = ., 2) dp)
R%)2 Rd)2

=: A, h + B,h
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where A, h = ALh + A2h with
A,ljz = /( B(z)p(,un, tn, T, x,2) dznr(z)(p, — p)(dz),

A= [ BBt Ty, 2) d (1= 1) @) — ()
(R)2

where we recall that ng, R > 1, is a non-negative smooth cutoff function such that 0 < nrp < 1,
nr(z) =1 for |z| < R, nr(z) = 0 for |z| > 2R and |Vngr|e. < C, C being a positive constant independent
of R. We first deal with A,h. From the Gaussian estimates ([3.9) with n = 0,1, the map fp : R? >
T [pa h(2)p(fin, tn, T, x, 2)nr(z) dz is continuously differentiable with a first order derivative uniformly
bounded by |V f#|s < C(14+R?) so that, from the Monge-Kantorovich duality principle, lim sup,, | ALh| <
C(1 + R?)limsup,, Wi (itn, ) = 0, which in turn clearly yields lim,, ALh = 0.

Again the Gaussian estimates ([0) with n = 0 and the weak convergence in P2(R?) of (i,,)5>1 towards
w yield

lim sup |A2h| < <1imsup/ (1 + |z)?) o (de) +/
n je|>R

n le|>R

1+ |:c|2>u<dz>> <2 (Pt

z|>R
so that, by letting R 1 co, we eventually deduce lim,, AEJL = 0.

We now deal with B, h. By continuity of the map [0, T) x P2(R?) 3 (¢, u) — p(p,t, T, z, z), we deduce
that the sequence (p(fin, tn, T, x, 2))n>1 converges to p(u,t, T, z, z) for any fixed x, z. From the pointwise
Gaussian upper-estimate ([3.8]) and the dominated convergence theorem, we deduce that lim, B,h = 0.
From the above arguments, we thus conclude that lim,, Wa([Xi"], [X54]) = 0.

By continuity of the maps h and £, the two sequences (h(z, [X"])),>1 and (f(s, 2, [X740]))n>1 con-
verge respectively to h(z, [X;g]) and f(s, z, [X1€]). Using again the fact that the sequence (p(pin, tn, T, Tn, 2))n>1
converges to p(u,t,T,x,z), the Gaussian upper-estimate ([B.8) satisfied by z — p(un, tn, T, Tn, z), the
growth assumption [324) with o < (2¢)7!, ¢ := ¢()\) being the constant appearing in (Z.8) together
with the fact that My([Xt¢]) < C(1 + Ma(u)) for some positive constant C independent of n and
the dominated convergence theorem, we finally deduce that the sequence (U(tn, Zn, tn))n>1 converges
to U(t,z, ). We thus conclude that the map [0,7) x R? x Po(R?) > (t, 2, u) = U(t,z, u) is continuous.

Step 2: limpyr U(t, z, 1) = h(z, 1).

Following the same lines of reasonings as those employed in chapter 1, Friedman [Fri64], we deduce
that limyr p(p, t, T, x, z) = §.(z) in the weak sense so that [X%g] converges weakly to p ast 1T 7. As in
the previous step, in order to derive that the latter convergence holds with respect to the 2-Wasserstein
metric, it remains to prove that lim4p f(Rd)2 |z°p(p, t, T, @, 2) dzp(da) = [pa |x|?p(de). We first write

/ (22D (1, t, T, 2, =) dzp(da) — / a2 u(dr) = / / (=P = leP)p(u, t, T, 2) d= p(de)
(R%)2 R Rd JRd

then use the inequality ||z|? — |z|?| < |2z — z|(]z]| + |z|) together with the Gaussian upper-estimate (3.8)
and the space-time inequality (4] so that

| |21%p(p, t, T, x, 2) dzp(dx) — / lz|?pu(dx)| < O(T —)2(1 +/ |z|u(dz)).
(R7)2 R4 R4

Passing to the limit as ¢ T 7" in both sides of the previous inequality yields the result. We thus conclude
that limgp WQ([X%g],M) = 0. Now, by the continuity of h, limur h(z, [X;g]) = h(z,u) and since the
convergence also holds locally uniformly in z, we deduce that limur fRd h(z, [X%f])p(u, t,T,x,z)dz =
h(z,p). Combining the Gaussian upper-estimate [B.8)) and the growth assumption (324) allows to de-
rive that limyr ftT Jpa f(s,2,[XE9]) p(p, t, s, @, 2) dzds = 0. We thus conclude that limyr U(t, 2, 1) =
h(z, ).

Step 3: the map U belongs to C122([0,T) x R? x P2(RY)), solves the PDE (L2) and related estimates.

We now prove that Pa(R%) > (z,u) — U(t,z,p) € C22(R? x Py(RY)), for any t € [0,T) and that
[0,T) x R x Py(R?) > (¢, 2, u) — L,U(t,x, 1) is continuous, where the operator £; is defined by (L3).



34 P.-E. Chaudru de Raynal and N. Frikha

From Theorem 3.6 and the relation (3IT), the map Pa(RY) > pu +— p(u,t, T, ) is partially C2(P2(R?))
(see Chapter 5 of [CDI8] for a definition of partial C?(Py(R?)) regularity) with derivatives given by

8:}[8#}7(“’ ta Tﬂ Z)](’U) = 8;+np(ﬂﬂ tv Tﬂ v, Z) + / aﬁ[aﬂp(ﬁh t; T, Z, Z)](U) ,LL(dI), ne {07 1} .
Rd

From Proposition 22, we thus deduce that the two maps Pa(R%) 3 p — h(z, [X55]), Po(RY) 3 p
f(s, 2, [XL€]) are partially C?(Py(R?)) for any fixed T > 0, s > ¢t > 0 and z € R%. Note carefully that
in Proposition 2.2 the linear functional derivative is assumed to be bounded for sake of simplicity while
here the linear functional derivatives [6h/dm](z,m)(.) and [§f/dm](t, z,m)(.) are of quadratic growth,

ee (B:28). However, using the pointwise Gaussian estimates ([3.9) and ([3:20), one can extend the analysis
performed in step 2 of the proof of Proposition to the current setting. According to (ZI2)), their
L-derivatives are given by

oh

OO, X0 = [ |5 X)) Ol T2 0,3 d
(63) [ o XD D 0upl0 T2 90)0) dy ()
and
00,1 (s, 2 XEDI) = [ [5E 520 XD ) — £ (o0 (XD 0] 02 5, 020)
(6.4) e XD O 0up( 52,0 0) dy (),

We may break the first integral appearing in the right-hand side of (6.4]) into two parts J; and Jo by
dividing the domain of integration into two domains. In the first part J;, the dy-integration is taken
over a bounded domain D containing v such that |y —v| > 1 if y ¢ D. Using (323), that is, the
n-Holder regularity of [6f/dm](s,z,u)(.) on D, [BH), the space-time inequality (IL4) and noting that
My([XE%]) < C(1 + Ma(p)), we get

|22

1= o (22) (- 0=

As for Jy, from ([B.28) and the space-time inequality (I4]), we obtain
2 14+n
a1 < Coxp (alfo) [ (=07 o o o MK gfels = )5 =)y
y—v|>1

1+ M ().

SCexp<a%) (s—t) (1+| 1> 4+ M ().
Also, from [320) and F.2Z5), we derive
[ o2 XD 220t )]0y ()| < Cop (L5 ) (5

Gathering the previous estimates, we obtain

—l—n+n

(1+ M ().

63) RS XD < Comp (a2 ) (- 07T W o 4 213,
From (G.3)), (325), the estimates ([3.9), (3:28) and similar computations
(6.5 0L b XD W] < Coxp (alz- ) (= 075 1+ ol + M)

The estimates (3.3), (20), (635) and (E6) allow to conclude that if o < (2¢)~!, the constant ¢
being the maximum among the constants ¢ appearing in the estimates (3.9) and (20), then the map
(w, ) = U(t,x, 1) is in C?2(R? x Py(R?)) with derivatives given by

9y [0,U(t x, w(v) = /Rd h(z (X5 O [0up(ps t. T, 2, 2))(v) dz + . O Ouln(=, [XF D) pl. t, T, w, 2) dz

T
(6.7) */t y 0 [0uLf (s, 2, [ XD () p(ps t, 5, 2, 2) dz ds

[ XD upta 5., s
t Rd
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forn =0, 1 and

OrU(t,zy) = [ (e [XE) O3t T2, ) ds
Rd

(63) = [ XD = o XD 22,2 s

for n = 1, 2. Note that we may break the last integral appearing in the right-hand side of (6.8]) into two
parts by dividing the domain of integration into two domains as we did before. Then, using (8:22), that
is, the local - Holder continuity of f(s,.,m), (324 and the estimate [3.9), we get

| [ 2 X80 = s (XD Ol 5., 2)

<007 { [ e glets 0. -0z 4 e 4 aag)

l=?

T (1+ M3 ()

for some positive constant k := k(c, ), @ — k(c, o) being non-decreasing, where for the last inequality
we used the fact that the constant « is sufficiently small, recall that o < (2¢)~!, ¢ being the constant
appearing in (39) and the inequality: for any positive constants « and ¢’ satisfying 0 < a < ¢, there
exists a positive constant C := C(c/, a) (take e.g. C' = c'a/(c’ — a)) such that for any (z,z) € (R%)2,

(6.9) alz|? — |z — x> < Clz %

The previous estimate as well as ([6.6]), ([6.3), B.9) and (320) ensure that the integrals appearing in
(67) and ([68) are well defined if a < (2¢) ™!, where we recall that ¢ is the maximum among the constants
¢ appearing in the estimates (39) and [B20). We thus conclude from (671), [G8) and the continuity of
the coefficients b;, a; ; that [0,T) x R x Po(RY) > (¢, 2, u) — LU(t, , 1) is continuous.

Finally, from B.8), (3:24) and ([6.9), setting e.g. k = k(c,a) := (2¢) " ta/((2¢)7! — a), we get

|U(t,z, p)| < C’{/}Rd exp (a%)g(c(T—t),z — ) dz+/tT /Rd exp (a%)g(c(S—t),z —I) dzds}

x (14 M3 ()

< cexp (D) (14 sz

and the proof of (6.2) follows similarly by combining (6.8) with (3.9) (with n = 1), (324)) and (69). The
proof of ([6.]) also follows from similar arguments using ([G.7), .24, (€3, (6.6) and (69).

Let us now prove that U is in C12:2([0, T') x R% x P2(R%)). From the Markov property satisfied by the
SDE (1) (which is inherited from the well-posedness of the associated martingale problem) we obtain
the following identity

—l—-n+n

<C(s—t)—= €

t
U(t—h,z,p) =E {U(t,xfw, (X)) - (r, Xy~ Mok (X7 )dr |, 0 < h <t
t—h

The chain rule formula of Proposition 2] (with respect to the space and measure variables only)

together with the estimate (6.1) yield
t
U, X0 (X)) = Ut e, )+ | LU X700 (X)) dr
t—h
t
+ [ 0 U X (X)) o (r, X (XS] AW
t—h

From (6.2]) and (B8], taking h small enough, it follows that the last term appearing in the right-hand

side of the previous equality is a square integrable martingale. Hence,

t
B[00 X Y] = Ut B | [ 400 X0 L]
t7

and

1 1 ¢
F Ul =) = Ut ) = 78] [ (LU0 X X)) — X X0 o]
t7
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so that letting h | 0, from the boundedness and continuity of the coefficients b;, a; ; and f, we deduce
that U is left differentiable in time at any time ¢ € [0,7"). Still from the continuity of the coefficients and
f, we then conclude that it is differentiable in time with

atU(ta Z, M) = _‘CtU(ta z, M) + f(ta Z, M)
Hence, the map U solves the PDE (.2)). O

In order to get the uniqueness result of Theorem B8 first fix any 0 < t < s < T and consider any
solution V to the Cauchy problem (2] satisfying (Z8)) on any interval [0, 7], with T/ < T, as well as
(BZ7). We apply the chain rule formula of Proposition 2l to {V (s, X1®#, [X1¢]), t <s < T} and use
the fact that (9 + L)V (¢, z, 1) = f(t, 2, ), for any (¢, z,u) € [0,T) x R? x Pa(R9), to get

V(s X0 X)) = Vi) + [ Fr X000 (X dr
t

s d q
S0 o X X 00, (1 X (XY,
toi=1j=1

The local martingale appearing in the right-hand side of the above equality is in fact a true martingale
since V (s, X5™#, [X54)) and [)° f(r, Xb®# [X]€]) dr are both square integrable if the constants o and
k appearing in the two conditions [B:24]) and (B21) are small enough. Namely, it is sufficient to take «
and k strictly less than (4¢)™!, ¢ := ¢()\) being the constant appearing in (3.8).

Hence, taking expectation in the previous equality, then passing to the limit as s T 7" and finally using
the continuity assumption at the boundary, we obtain

T
Vit u) = E | (X5, [X56)) - / Flr, X559 (X5 dr
t

which completes the proof of Theorem 3.8

APPENDIX A. PROOF OF PROPOSITION [B.1]

This appendix is dedicated to the proof of Proposition 0.1l While relying on somehow classical
Gaussian like computations, the proof appears to be quite long and technical. In order to focus on the
main steps of the proof, part of intermediate results are collected into several technical lemmas and
associated corollaries. Their proof are postponed to the second part of this appendix, see Appendix

This section is thus organized as follows: the first section [A] deals with the base case (m = 1),
then the first part of the induction step (namely the estimates (BI8) to (21)) is treated in Section
[A3l Then, as a consequence of the first part, we prove the estimates (5.22)) and (5.24)) in Section [AZ4]
We eventually address the second part of the induction step, namely the estimates (5.23) and (5.23) in
Section

Some additional notations. In order to simplify the notations, in the following, we will denote by K
a generic constant that can depend on T and the parameters in (HR) and (HE) but does not depend on
m or the constant C. We will proceed similarly and denote by K a generic constant that can depend on
T and the parameters in (HR4) and (HE). We reserve the notation ¢ for a constant that depends only
on X and d. In particular, the constants K, K+ and c are uniform with respect to m and the constants C,
Cs and CE,' that appear in the estimates (BI8) to (.25]) and their values may change from line to line.
We will emphasize the dependence of the constants K or KT with respect to a prescribed parameter 3
by writing Kz or K;{

Apart from section[AT]which concerns the base case, we will work under the following assumption. For
a fixed positive time horizon T' > 0 and positive integer m, we assume that for any fixed (¢, z) € (0, T| xR,
the map (s, z, it) = pm(p, 8,1, 7, 2) defined by (54) belongs to C122([0,t) x R? x Py(R%)) and denote by

[th,g,(m)] the probability measure on R? with density function z + (py, (. t, T, ., 2)4).

A.1. Base case m = 1.

Step 1: (s,z, ) = p1(p, s,t,z,2) € CH22([0,t) x RY x Py(R?)).
Let us first observe that since P (t) = v for any t > s, it is readily seen from (5.35), (5.6) and (&7
for m = 1 that the law argument in the coefficients depends neither on the initial measure p nor on
the initial time s but only on v. From [Fri64], we thus conclude that the map [0,1) x R? > (s,2)
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pr(p, s, t,x,2) = ) ~0(P1 ® ”Hgk))(,u,s,t,x,z) belongs to C*2([0,t) x RY) with derivatives that do not
depend on p. Obviously, the map P2(RY) >+ p1(p, 5,t, x, 2) is continuously L-differentiable and satis-
fies 0,p1 (1, 8,t, x, 2)(v) = 0, [0up1 (1, 8,t, x, 2)](v) = 0 for any (s, z, u1,v) € [0,¢) x R? x Pa(R?) x RL. We
thus conclude that the map [0, ) xR¢x Py (RY) > (s, x, i) — p1 (i, 8, t, 2, 2) is in CH22([0, £) x REx Py (RY)).

Step 2: Gaussian estimates on the derivatives of the map (s, x, p) — p1(p, s, t, @, 2).

According to the preceding discussion, the estimates (B.18), (520) to (5.23) and (B.20) are straightfor-
ward. The estimate (5.I9) is a direct consequence of (G.I0) and the fact that [0,#) x R? 3 (s,2)
p1(p, s,t,z,z) is the fundamental solution to the backward Kolmogorov PDE associated to the SDE
(52) with m = 0, see e.g. [Fri64] and [Frill]. The estimate (5.24]) for m = 1 is a consequence of the
estimate (3.33) of Theorem 3.5 in Garroni and Menaldi [GM92] in the case |s1 — s2| < (t — 51 V s2)/2
and a consequence of the Gaussian estimate ([BI0) if |sq — s2| > (£ — s1 V s2)/2. This concludes the proof
of the base case.

A.2. Some preparatory technical results. To proceed with our induction procedure, we have to
prove that the statements obtained in the base case m = 1 indeed propagate at step m + 1 provided
they hold at step m. To do so, we start with the process (Xf’g’(mﬂ),t € [s,T]) with dynamics given
by (&I and coefficients frozen in their measure argument at the law of the Picard iteration scheme at
step m. The key observation is that the density function of the random variable X,” S Genoted by
2 = pm+1(p, 8, t, 2) satisfies the relation (B.3) where z — pp,41(y, s, t, z, 2) denotes the transition density
of the decoupling SDE (X" ™V ¢ ¢ [s,T7]).

As already emphasmed, the cruc1a1 point is that this transition density enjoys a representation in
infinite series given by (54) which involves space-time iterated convolutions of the so-called parametrix
kernel H,,+1 given by (1) against the Gaussian type kernel p,,11 given by (&h]). As suggested by the
indices m in the notation, the point is that such quantities depend on the density p,, built at the previous
step of the Picard iteration scheme, so that, when investigating the C1'2:2([0, ) x R? x Py (R?)) smoothness
of P41 and its related estimates, we will be lead to handle those terms. Namely, as a preparatory step of
our induction argument, we need to investigate the regularity properties and to establish some adequate
estimates for the coefficients b;(t, z, [ X, o (m)]) a; ;(t,x, [XS’5 (m)]) the Gaussian type kernel Dy, 41, the

parametrix kernel H,,4+1 and its iterated space time convolution H Zrl, k > 1 defined just after (5.1)
in order to prove that the estimates in Proposition [Al indeed propagates from one step to another.

This is the purpose of this part and the associated results are respectively given by Lemma [A 1] and
Corollaries [AT] and As the proofs rely on rather classical but sometimes tricky Gaussian types

computations (sometimes hinted in the part of the current proof), we decided to respectively postpone

their proofs to Sections [B.1] [B.2], [B.3] and [B.4l

Lemma A.l. For any fixed (t,2) € (0,T] x R% and any (i,j) € {1,---,d}*, the maps (s,u) —
bi(t, 2, [X750™)), aq (8,2, [X9™)]) belong to C12([0, 1) x P2(R?)) and satisfy the following estimates:
for any § € [0,1) and any ' € [0,1], there exist positive constants K, Kg, Kg such that for any
(t,x,2) € (0,T] x (RY)2, for any (s, pu,v,v") € [0,) x Pa(R?) x (R?)? and any (i,j) € {1,--- ,d}

1021003 (¢, 2, (XS TN ()] + 102 Oulas i (t, 2, (X)) (0)]

(A1) <K {ﬁ L =2 A DI B3, ) u(dw')dy} ,

100 (013 (t, 2, [X 5] (0) — B0l (t, 2, (X)) ()]

180 [Bulai g (£ 2, XS] (0) — 8, [Bulas (8, 2, (X))
o — ')
(A.2) SKﬁ{m

+/ (ly = 2'[" A1)|100[0ppm (s 5, t, 2", )] (0) = Do [Oppm (1, 5,8, 2", )] (V)] M(dz’)dy} ,
(RY)?2
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102 Oulai (¢, 2, [X75)) — aij(t, 2, (X7 (0)]
1

14+n—(1-8)n
2

(A.3) < Kﬂ/|z—$|5/"{
(t =)

=1 A DI O 5.t ) 0)] () dy} ,
(R4)2

107 Bl (t, 2, (X)) = aq s (4 2, (XTSI @) — [00100lai (8, 2, [X70™) — iyt 2, (XS] 0]

(A.4)
_ pln
< K, (lz — =] /\Bl) A 1 _ {|v _ v'|B
(t—s)t*tz (t—s)tt=3
B—n
(it — )53 /(Rd)ﬂy' — 2T A )80 [0 (s 5,8, 2 YN (V) — Du[Bupim (1, 5,8, 2, y)] (0] alda’) dy’
B
+(t - 9)' /( e (0ot 5, 1,2 ,5) | (0) = 00O (1 5,8,07, )| ()| () dy’} ,
]R 2
104 [b3 (¢, 2, [X75 ]|+ 10s[as (8, 2, (X5
(A.5) <K (Rd)z(ly — &[T A1) Ospm (s 8,2, y)| p(da') dy,
105 [ j (2, [X70™]) — ag (82, [ X5
(A9 =Kl x|ﬁ’n/( ) (ly — 2| AP0 A1) Ospim (1, 5, 1, 27, y)| pu(da’) dy.
Rd)2

Let us also importantly point out that under the assumptions of Lemma[ATland if the estimates (5.I8)
and (B.19) are satisfied at step m then from the space-time inequality (L4]), the following estimates for

the derivatives of the maps (s, u) — b;(t, z, [th,f,(m)])’ a; ;(t,z, [th,f,(m)]) hold

1021003 (t, 2, (XS TN ()] + 102 Oulas s (t, 2, (XS]] ()]

(A7) <K(t—s) A+ 6m0(0t — 5)(t — 5)F)
and
(A.8) 105 [bi(t, 2, (XS I A+ (96l (12, XS] < KGNt = s)(E— )12

up to a modification of the constant K.

Corollary A.1. Assume that the estimates (BI8) and (&I9) (at step m) are satisfied for some pos-
itive constant C. Then, for any (t,y,z) € (0,T] x (RY)? and any r € (0,t), the maps (s,z,u)
Yy syt x, 2), Doyyq (s st @, 2) = po (i, s, 8,t,2,2) belong to Ch02([0,7) x R? x Py(R?)) and
Ch02(]0,t) x RY x Po(R?)) respectively with continuous derivatives with respect to the variables s, =, i1
and v.

Moreover, the derivatives satisfy the following pointwise Gaussian estimates: there exist positive con-
stants K and c such that for any (z,z,y,v, ) € (RH)* x Po(RY) and any 0 <s<r <t<T

|817;l [a#ﬁgwrl(:uv S, T, t, z, Z)](’U)|

t
t=r |Jr (" —s)"> .

t
oy (Iy’—w’I”A1)|@3[5upm(u,s,r’,w’,y’)](vﬂM(dw')dy’dr’}g(C(t—T)aZ—w)a
r (Rd)2

|8Sﬁ7yn+l(,u’7 57T7t7$7 Z)|

K t
— / /(Rd)2(|y' — 2" AD)|Ospm(, 8,7, 2y pldx") dy’ dr'g(e(t — 1), 2 — x), r # s,

(A10) <
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|651/7\§Jn+1 u,s,t,x,z)|
t
(A11) <= {1 +f /Rd)2<ly’ =" A D) Db (5,72 )| () dy dr'}
X gle(t =),z — x).

For any B G [0,1] and any ' € [0,n), there exist positive constants K, Kg and c such that for any
(yx, 2, y,0,0") € (0,T] x P2(R?) x (R?)?, for any 0 < s <r <t <T and any (z1,72), (y1,y2) € (R?)?

105 10uDrg1 (1 8, 8, 21, 2)](0) = 03 [0l 11 (1, 8, E, 2, 2)] (V)]
(A.12)

|z1*1’2|ﬁ 1 1 ! / m n roo / ’og
S B =R =y ) A A R D O L
— 8)2 — s 2

x {gle(t —s),z —x1) + gle(t — 8),z — x2) },

|85ﬁy'n;+1(ﬂa S, tv &€, Z) - 851/;?’?72,*‘1’1(#, S, tv &€, Z)|
— a0 |B1 t
Aty <K {1 +f /( o7 =P A0 P11 ! dr'}
- s R4)2
x g(c(t — ),z — x),
|a71 [8#ﬁryn+1(ﬂa S, T, tv &€, Z)](’U) - 871 [8ﬂi)\ryn+1(ﬂa s, T, tv &€, Z)](U/)|

. Ko /t[ o — o)
“t—r |/ (r’—s)”ﬂ/;n

(A.14)

W =@ A DI s >—av[aupmm,s,r',x',y'n(v'nu(dw')dy'}dr'}
(R?)?

x g(c(t—r),z — ).

Corollary A.2. Assume that the estimates (BI8) and (BI9) are satisfied (at step m) for some pos-
itive constant C. For any (t,x,z) € (0,T] x (RH)? and any v € (0,t), the map [0,7) > (s,u)
Hum1 (1, 8,7, t, 1, 2) belongs to CH2([0,7)x Po(RY)), its derivatives OsHumt1 (1, 8,75, T, 2), OO [Homt1 (ps 8,7, 8, 2, 2)]] (v),
n = 0,1 being continuous with respect to the variables s, x, u and v

Moreover, the derivatives satisfy the following pointwise Gaussian estimates: for any § € [0,1] and
any B' € [0,n), there exist positive constant Kz, Kg and ¢ such that for any (t,z,2) € (0,T] x (R%)2,
for any s € [0,t), for any r € (s,t) and any (p,v,v’) € Po(RY) x (R%)?

|00 [0 Him1 (1, 5,7, 8,2, 2)] ()]
Kp

(t—1)' = —s)

x (1 F o) / (ly' — /|5 A1) |OPByupim (11, 5,7, ',y )] (v)] p(da’) dy
(R4)2

(A15) <

1+n—(1—=8)n
2

1+n (1 Bin
(r—s)

= — 2" A DO [Oupm (s 5,7 2y} (0)] p(da’”) dy” di’
(t _ 1+ Rd)2

x gle(t — r),z — x),

|85Hm+1(ﬂ, s, 1t x, Z)|

(A.16)
Kp / n(1-=8)n ro ’ ’
- (t )1_ﬁ (]Rd) (|y - | /\1>|aSpm(:u‘757T7x7y)|M(dz>dy
—r o) 2
1 t
T e / /(Rd) (ly" = 2'[" A1) [Oapm (1, 57", 2 y)| plda’) dy’ dr’} gle(t —r),z — ).
—r 5 r 2
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and

&; |:8MHm+1(Ma 5,7, ta z, Z):| (U) - au |:8MHW+1(M5 5,7, ta €T, Z):| (UI)
(A.17)

< Kﬁ/ nl B’ A ! B’ —n
(t—r)t=2(r—s)t7 (t—r)r—s)it 2
X [Iv )P ()t /(Rd)2 |00 [0upm (11 5,7, 2", y") (V) = 0o [Oupim (s 5,72,y )] (V)] p(da”) dy’

+(r—s) 2w/ (I = 2'[" A D)0 [Opuprm (1, 5,7, 2", y)](v) = Oo[Oupm (1, 8,7 ', y")] (V)] () dy’
(]Rd)Z

(r—s)lt
t—r

x g(e (t—r),z—x).

(ly" = 21" ADN8u[0upim (s 57", 2,y ) () = Bo[Oupim (11, 5,77, 2y )} (01)] p(dee”) dy’ i’
(R)2

Again, let us importantly point out that if the estimates (B.I8) and (G.I19) (at step m) are satisfied
then from (A.TH), taking the minimum between the upper-bounds obtained in the two cases 8 = 0 and
f=1,

10y [0 Hom1 (1, 8,7, 8, 2, 2) ] ()]

S 14+n A l14n—mn
(t—r)t rfs)T (t—r)(r—s)" 2

(A.18) <1+rsl+""t4%®2ﬂdwﬂ"A1)Wﬂﬁhpnxu,&73xﬁyUKvNdyﬁdde

#1000 () )
1+n n

Tits 2 // 4 f'"A”'83[8#%(%5,7*’,z’,y’)](v)ldy’u(dz’)dr'>
-r (R4)2

X glc(t—r),z—x)

or taking 8 = 1/2 and using (B.I8) as well as the space-time inequality (4]

K
itn 7 ct—r),z—x
(=i -

(A.19) |05 [0 Homv1 (1, 8,7, 8, 2, 2)] (V)]

IN

for some positive constant K,, := K(T,(HR),(HE),m). In a completely analogous manner, taking
B =1/2 in (AI6) and using (5I9) as well as the space-time inequality (L4]), we obtain

A g(elt —7),7 — ).

A20 asHm » 9y ?tv ’ S n
( ) | +1(M 51T Z)| (t—?‘)liz(?"—s)liz

The previous controls will be useful in the sequel. In particular, we can now state the following result.

Corollary A.3. Assume that the estimates (0I8) and (1Y) are satisfied (at step m) for some positive
constant C. For any positive integer k, for any (t,z,z) € (0,T] x (RY)? and any r € (0,t), the map
[0,7) > (s,u) — Hfﬁ_l(u,s,r,t,x,z) belongs to C12([0,7) x P2(R?)) with continuous derivatives with
respect to the variables s, x, u and v.

Moreover, the following estimates hold: there exists ¢ > 0 such that for any positive integer k, for any
(t,z,2) € (0,T) x (RY)2, for any s € [0,t), for any r € (s,t) and any (u,v) € Pa(RY) x R4

10210, HEL (1, 5,7, 8, 2, 2))(0)]

k—1
(A.21) < (rs)lénl_f?(t Kl oIz HB( 6—1)2) glc(t—r),z —x)
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and
|a Hm—i—l(uasaratal'az)'
EK*'K,, n
(A.22) e R Y Y PR e s HB(— -+ 6—1)5) gle(t—r),z —x)

where K and K,, are the constants appearing respectively in the right-hand side of the inequalities (5.8)
and (AI19)-(A20).

A.3. First part of the induction step. In this section, our aim is to prove the first two points of
the induction step of Proposition 511 To be more specific, we here prove that if the map (s,z,pu) —
Pm (11, 5,1, 2, 2) belongs to C122([0,t) x R? x Py(R?)) and if the pointwise Gaussian estimates (5.18) and
(EI9) are satisfied for some positive constant C' (the constant C' being the one appearing in the definition
of the mth partial sums €77 (C,t)) then (s,x, 1) > pmi1(p,s,t,z,2) € CH22(]0,t) x R x Py(R%)).
Additionally, we prove that if the estimates ([BI8) to (B.2I) are satisfied at step m for some adequate
specification of the constants C' and Cpg, then they remain valid at step m + 1.

Proposition A.1. Assume that the estimates (518, (5.19) and (521)) (at step m) are satisfied for some
positive constants C' and Cg. For any (¢, 7, 2) € (0,T] x (R%)2, the map [0,t) x R? x P2(R?) > (s, z, u) —
Pm1(it, 5,1, 2, 2) belongs to C122([0,t) x R? x Py(R?)) and satisfies

(A.23)

Oy [0upm+1(p, s, t, 2, 2)](v) = Z(aﬁauﬁmﬂ] + Pimt1 ® 0y [0 Hmt1]) ® ”H,gjil(u, s, t,x,2)(v), n € {0,1}
k>0

and

aspm-i-l(ua S, ta x, Z) = asi)\m-i-l(ua S, ta x, Z) - ‘I)m+1(lh S, tv z, Z) + asﬁm—i—l 0 (I)m-i-l(ua S, ta x, Z)
(A.24) + Pm+1 ® OsHmt1(1, 8,8, 2, 2) + [(Pm+1 @ OsHimt1) @ P11, 8,8, 2, 2).

Moreover, the four following Gaussian estimates hold: for any § € [0,1] if n = 0 or any 8 € [0,7)
if n = 1, there exist positive constants Kz, K, ¢ such that for any (t,x,2,2) € (0,T] x (R%)3, for
any (s, 11,v) € [0,) x P2(R?) x R? and any value of the positive constants C' and Cy appearing in the
definition of the mth partial sums €7#(C,t — s) and €7#(Cp,t — s) of (IF), (1Y), (5:20) and (G-21)

|00 [0upmet1 (s 5,8, 2, 2)] (V)]

(A.25) <K {1+ick(ts)k%
k=1

(t—s) "5

x g(c(t—s),z—x), ne€ {0,1},

100 10upmev1 (1, 8,8, 2, 2))(v) = O [Oupmra (1, 5, 8,2, 2)] (v)]

o (357 w0 n3))

i=1

/ m k
(A.26) gKﬁ% 1+ZCk(ts)kgHB<ﬂ,M+(il)ﬂ>
(t—s)" > k=1 i=1 2 2 2
X(g(C(tfS),Z*SC)%’Q(C(If*S),Z*SC’)),TI,G{O,l},
9001 (1, 5,1, 2, 2))(0) — 0 Byprma (1, 3, 2)]()]
o — o)’ " ok k1 - nl-ntn-p8 . n
x g(c(t — ),z — z),
and
K - ST (11 L
(A.28) |3spm+1(%57t,517,2)|Sm{lJFI;Ck(tS)kZEB(§,§+(Z1)5)}

x gle(t —s),z — x).

Conclusion of the first part of the induction step: In view of Proposition [A], it suffices to set the
constants C' and Cj in the mth partial sums €72°(C,t — s), €75 (Cg,t — s) which are used in the
statement of the Gaussian estimates (L.I8) to (B2I) to be equal to K or Kz where K and Kz are
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the constants appearing in the right-hand side of the Gaussian estimates (A25) to (A28). Indeed,
doing so and by the very definition of %7251 (K,t —s) and (67251 (Kp,t — s), we deduce that the map
[0,8) xRIx P (RY) > (8,2, 1) = pm1(p, 8,t, 7, 2) belongs to C22([0, 1) x R? x P (R4)) and the estimates
(A25) to (A.2])) directly yield the desired estimates (18] to (52ZI)) at step m -+ 1. We thus conclude that
for any positive integer m, [0,1) x R? x Po(R?) 3 (5,2, 1) = pm(p, 5,1, 2, 2) € CH22([0,1) x RY x Py(R?))
and that the pointwise Gaussian estimates (B.I8)) to (B2I)) are satisfied. This completes the proof of the
first of part of Proposition [B.1]

As already mentioned in Remark [5.] in order to tackle the second part of the induction step, from
now on and without explicitly mentioning it in the sequel, we will use the pointwise Gaussian estimates
(5I8) to (5ZT) with constants €7%°(K,T) and €757 (K s, T) instead of €77 (K, T) and €7° (K, T). We
now move to the proof of Proposition [A]

Proof of Proposition [A1l
Step 1: the map [0,t) x R? x Po(RY) > (5,2, 1) = prmt1(i, 8,t,2,2) € CL22([0,1) x R x Py(RY)).

We first prove that [0,1) xR x Py (R?) > (s, 2, it) = Dma1 (i, 8, t, 2, 2), Homa1 (@, 8., 2, 2), Pra1(p, s,7,t, 2, 2)
are continuous. We consider a sequence (8, Tn, fn )n>1 taking values in [0, ¢) x R? x Py (R%) and satisfying
lim,, s, — s| = lim,, |z, — 2| = lim,, Wa (i1, ) = 0 for some (s, x, 1) € [0,t) x R? x Py(R4). Following the
same lines of reasonings as those employed in the first step of the proof of Proposition[Z2, we deduce that
lim,, dTV([Xf"’g"’(m)], [th,f,(m)]) = 0, where we denote by (&,)r>1 any sequence of random variables such
that [£,] = un and by € any random variable with law p. The continuity of the coefficients then implies
that lim,, a; ; (t, 2, [X75 ™)) = a5 (8, 2, [X790™]) and limy, b (¢, 2, (X5 0™)) = bt 2, (X090
which in turn from the representation in infinite series (), (5.7), (&I3) (at step m + 1), the esti-
mates (B.8), (59), (&I4) and the dominated convergence theorem yield the continuity of the maps
[0,) x RY x Po(RY) > (s, 2, 1) = Pt1 (i, 8, 8,2, 2), Hom1 (1, 8,1, 2, 2), @rvr (i, 8,7, 8,20, 2).

We now prove that R? 5 z — Dm+1(, 8,1, 2, 2) is two times differentiable and that the functions
[0,1) x RY x Po(RY) > (s,2,p) = OuPms1(pt,8,t,2,2), 2pmy1(p, s,t,,2) are continuous. For fixed
0<s<r<t<T, we differentiate n-times (n = 1,2) with respect to the variable x the relation

/ ﬁm-‘,—l(/j/;saraxvy)q)m-‘rl(uaSaratayaz) dy
Rd

= / ﬁm-i-l(ua s, 17,7, y)[q)m-l-l(ﬂ; S, T, ta Y, Z) - (I)m-l‘l(:ua S, T, ta :C/a Z)] dy
R4

/

+(I)mﬂ(u,s,r,t,:r’,z)/d[ﬁfnﬂ(u,s,r,x,y) 7ﬁfrxn+1(l’[’ﬂsﬂr7z7y)] dy
R

+ (I)erl(,LL, S,T,t,l‘l, Z)

and then chose 2’ = z so that by the dominated convergence theorem, we get
/d O Pmr1 (s 8,7, T, y) Prngr (1, 5,7, 1,y 2) dy
R
= /d agﬁm-l-l(,ua s, T, T, y)[q)m-i-l (:U/a S, T, ta Y, Z) - (I)m-i-l(ﬂa S, T, ta x, Z)] dy
R

+ (I)m-‘rl(/j/a s, T, ta x, Z) /d [8;li)\7yn+1(/j/a S, T, T, y) - 8;%-‘,—1(,“4 s, T, T, y)] dy
R
The mean-value theorem and the uniform n-Hélder regularity of a(t, ., m) imply that for any ¢/, y" € R?

(A29) 0P (s 5,72, y) = 0y Brs (s s 2, y)| < K(ly' =" AL (r = 5)" 2 g(elr — s),y — )
which in turn by taking ¢’ = y, y” = x and using the space-time inequality (L4) yield

—n+tn

107,20 = OB (5, )] dy < K )7
R

Moreover, from (B.I4)), for r € [s, (t + $)/2], one gets

|(I)m+1(M,S,T,t,$,Z)| < t— s g(C(t— S),Z _‘T)
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so that

K
|<I>m+1(u,s,r,t,x,z)/d[a;’f)\fn_i_l(u,s,r,:E,y)fagﬁﬁl_i_l(u,s,r,:c,y)] dy| S n—n g(C(t*S),Z*SC)
R

(t—s)(r—s)

Combining (5I7) with the space-time inequality (C4l), we get

‘ /d agﬁm-i-l(:u” s, T, T, y)[q)m-i-l(,ua S, T, tv Y, Z) - (I)m—i-l(ﬂa S, T, t, x, 2)] dy
R
<K(t-— r) it = (r—s) 7n2+6g(c(t —$),z—x)

for any § € [0,n). Hence, from the dominated convergence theorem, it follows that the map z +—
fS(HS)/Q Jga Pt (tty 8,7, 2,9)Prng1 (1, 5,7, 8,4, 2) dy dr is n-times continuously differentiable, n = 1,2,
and satisfies

t+s
2
8;1/ / ﬁm+1(‘u,S,T,SC,y)(I)m+1(/l,S,T,t,y,Z) dyd?"
s R4
t+s

2
= / / 82]/7\7714,1(/1,,S,T‘,x,y)[q)m+1(/l,S,T,t,y,Z) 7(I)M+1(/J‘757T7t7$72>] dyd?"
s R4

t+s

2
[T Sustias) [ (85 nsir) - O35 s dydr
s R

Moreover, from (5.I4), the standard Gaussian estimate |0% Py 41(p, 8,7, 2,y)] < K(r — )~ % g(e(r —
s),y—x) and the dominated convergence theorem, z + f(t15+s)/2 Jga D1 (1, 8,7, 2,9) g1 (11, 5,7, 8, y, 2) dy dr
is n-times continuously differentiable with

t
0y /t+ /dﬁmﬂ(ﬂ,s,r,z,y)@mH(M,s,r,t,y,z) dy dr
2 JR
2

t
:[Jrs /]R'i agﬁmﬂ(,u,s,r,x,y)‘ﬁmﬂ(,u,s,r,t,y,z)dydr.
2

Indeed, note carefully that the term 02Dy,+1(u, s, 7, x,y) does not induce any time singularity for
r € [(t + 8)/2,t]. One may thus differentiate n-times the relation (B.I5) with respect to the variable x
and deduce that  — py41(u, s,t,z, z) is two times continuously differentiable with

a;lpm"rl(:u’a S,t,ZC,Z) = a;li)\m-‘rl(/jﬂ S,t,l’, Z)

t+s
(A.30) —|—/ / N Pm+1(p, 8,7, 2,Y) [Q)mﬂ(,u,s,r,t,y,z) - <I>m+1(,u,s,r,t,x,z)} dy dr
s R4

t+s

2
+/ (I)m-l-l(,uasaratvxvz)/d [agﬁn—kl(ﬂasaraxvy) _a:]/)\fnJrl(MaSarax?y)} dydT
s R

t
+[+ 8gﬁm+1(u757T7x7y)(I)M+l(MﬂSﬂrﬂtvy?z) d’ydT’
2

for n € {1,2}. Now, the previous relation together with the continuity of [0, ) x R x Pa(RY) > (s, z, 1) +
D1, 8,7yt 2, 2), 8;’@?’7;“(#, s,r,x,y), for any y' € R? and again the dominated convergence theorem
eventually yield the continuity of [0,%) x R? x Po(R?) 3 (s, x, 1) — O%pym(p, s, t, 2, 2), n € {1,2}.

We now investigate the smoothness of P2(R%) > 11+ pruy1(p, s,t, 2, 2). Combining (A9) with (5:I8)
and then using (0.8)), we deduce that for some positive constant K,, one has

k—1 t
nig -~ (k) < CFK B2 0 / 1 1 — —
02 0uBnea) & Mot stz ) < C R T B(65.3) || e g drotelt =95 = )
K* Ko : nn
< (t_s)HT"*(kJrl)% HB(gi’i) g(c(t —s),z —x)

so that, using the fact that [[5_, B (¢n/2,1/2) = [T5_, T(n/2)0(¢n/2)/T((£+1)n/2) = T(n/2)F+1 JT((k+
1)n/2) and Stirling’s formula, we deduce that the series 3, -, 0} [0uPm+1] ® Hgffil(u,s,t,x,z)(v) is
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absolutely convergent and locally uniformly in (s, i, z,v) € [0,%) x P2(R9) x (R%)2 so that it is continuous
with respect to the variables s, z, 4 and v. Similarly from (5.6), (HE) and (A21)

Prn1 @210, 1, (s 5.t 2, 2)] (0)]

so that, again from the asymptotics of the Beta function, the series ), < o Pm+1®0; [8#7-[7(fll (1, 8,t, 2, 2)](v)
converges absolutely and locally uniformly in (s, u, z,v) € [0,t) x P2(R?) x (R?)? so that it is continu-
ous with respect to the variables s, z, u and v. Hence, from the representation in infinite series (5.4
and the dominated convergence theorem, we conclude that u — pmi1(p, s, t,x, z) is continuously L-
differentiable, [0,¢) x R? x Po(R?) x R? 3 (s,z,1,v) = Opupmt1(p, 8, t,,2)(v) being continuous and
such that for any (s,z,p) € [0,¢) x R? x Po(RY), R > v > 0ypm1(p, s, t,@,2)(v) is continuously
differentiable, [0,t) x R? x P2(R?) x RY 3 (s, 2, 1, v) > 0pOpupm+1(t, 8, t, 2, 2)(v) being continuous with

O [Opm 1 (1, 5,12, 2))(0) = Y O [0Bm 1] @ Hin s (115,12, 2) (V) + P11 @ O [0 Honoy (15, £, 2, 2)](v)

k>0
and
K,
(A.31) 08 05, 0] £ T Ferp (et = 5).2 =)

We now discuss the continuous differentiability of the map [0,t) 3 s — ppmy1(p, S, t, , z) as well as the
continuity of the function [0,%) x R? x Po(R?) > (s, 2, it) > Ospmi1 (i, s,t,x,2). First, let us note that
from Corollary [A3] in particular from the estimate (A.22) and the dominated convergence theorem, we
derive that the map s — ®pp1(p, 8,7, t,2,2) =Y 1o Hf,’jll(u, s,rt,x,2) € CL([0,t)) with a derivative
(s, 1) = OsPrppp1 (p, 5,7, 8,2, 2) =310y 887-{,5511(% s,7,t,x, 2) being continuous on [0, ) x R% x Py (RY)
which satisfies

(A.32)

K,
|aS(I)m+1(,u757T7tﬂz7Z)| S Z |(957-[7(:Zrl(u,s,r,t,z,z)| S

k>1

(r—s) =%t —r)—4 glelt =), 2 — x).

The previous estimate as well as (58] and (A20) combined with the dominated convergence theorem
allow to differentiate with respect to the variable s the relation ®,,,11(u, 8,7, ¢, 7, 2) = Hma1(p, 8,7, 6, x, 2)+
(Himt1 @ @ot1)(p, 8,7, t, 2, 2). We thus get

8S(I)m+1(,uv s, 1t , Z) = 85Hm+1(,u'7 s, i, Z) + (85Hm+1 ® (I)erl)(:u‘v 5,1, t, &, Z)
+ (Hm-i-l ® asq)m-i-l)(ua S, T, ta Z, Z)

The kernel sH 41 + (OsHms1 @ Prpy1) yields an integrable time singularity so that, iterating the
previous relation and then using (5.I3]), we deduce the key identity

Os®pr1(py 8,7t 2, 2) = Z (’H,(Tlfll ® [OsHm+1 + OsHm+1 @ (I)m—i-l]) (1, 8,7, 2, 2)
k>0

(ASS) = (asHm—i-l + asHm—i-l ® (I)m-l-l)(:ua $,7,t, 1, Z)
+ ((I)m—i-l ® [asH’m—i—l + as’}{'rn—i-l ® (I)m-l-l])(ﬂa S, T, ta x, Z)

We now study the differentiability of [0,%) 2 s = (Pmt1 ® Pmy1)(p, s,t,z,2). We first consider
the map [0,7) > s — [u D1 (i, 8,7, 2,9)Prg1 (i, 5,7, t,y, 2) dy. From the above arguments and the
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dominated convergence theorem, it is continuously differentiable and satisfies

s /Rd Pmt1 (ks 8,7, 2, y) @1 (1, 8,7, 8, y, 2) dy
= /Rd OsPm+1(Hs 8,7, 2, Y) P 1 (1, 8,7, 8, y, 2) dy
+/Rdﬁmﬂ(u,S,T,x,y)as‘ﬁmﬂ(u,&ﬁt,y,Z)dy
= [ 0B 9) i 507 02) = B 5o, )] dy
+ Py, 8,751, 2, 2) /Rd 05 D1 (15 8,7, 2, y) — OsBDipa (1 8,7, 2, )] dy

+ /dﬁm-l‘l(H'a Saral'ay)asq)m-l‘l(ua SaTatvya Z) dy
R

= T+ 1+ 1I0)(p, 8,7, t, , 2)

where for the last equality we used the identity [pu Osp%, 1 (10, 8,7, 2, y) dy = 05 [gu D1 (1, 5,7, 2,y) dy =
0.

Now, for the first term I, we use Corollary [AJ] and the continuity of (s,z, p) — ®py1(p, s, 7,8, 7, 2)
to deduce that [0,7) x R? x Py(RY) > (s,x,u) — I(u,s,rt,x,2) is continuous. Moreover, one may
combine (5.I7)) with the space-time inequality (L4]) in order to get rid off the time singularity induced by
OsDPm+1(1, 8,7, 2, y) in the pointwise Gaussian estimate (AI1)) (which has to be combined with (G19)).
We obtain

Ko 7 9(c(t—s),z —x)

1, s,7,t,2,2)] <
(r—s) "5 (t— 1)\

for any 3 € [0,7). For the second term II, from Corollary[A1l the map [0,7) x R% x Pa(RY) > (s, z, 1)
DsPayy i1 (pty 8,7, 2, y) =05 Py 1 (11, 8,7, 2, ) is continuous and (A.I3]) together with (5.I9) and the space-time
inequality (IL4]) we obtain |8Sf)?n+1(u, 5,7, 2,Y) = O0sPry 1 (1, 8,7, 2, )| < Km(rfs)flJrﬁ"/Qg(c(r—s), y—x)
for any 8 € [0,1). We thus deduce that the map [0,7) x R? x Po(R%) > (s, 2, u) = (p, s,7,t,,2) is
continuous and satisfies

K Km
1_1 g(c(ti T)ﬂz - :C)

I, s, t,x,z)| <
LG ) (r—s)1=P%(t—r)—% (r—s)'"73(t—s)' %

IN

for any r € [s, (t + s)/2].
Also, note that if 7 € [(¢ + s)/2,t], then the time degeneracy induced by the pontwise Gaussian
estimate (AI1) on 9sDmr1(p, s, 7, ,y) is not singular

/ 5sﬁm+1(/% Sarawvy)@mﬁ-l(ua Saratayaz) dy = |(I + II)(M: S,T,t,l’, Z)'
Rd

S(tﬁgmﬂk_g@ﬁﬁﬂzl

wls

Similarly, from the continuity of the maps (s, x, ) = Pmy1(, 8,7, 2, y) and (s, 1) = OsPot1 (1, 8,7, 8, Y, 2)
as well as the estimate (A32)), we deduce that the map [0,7) x RY x Po(RY) > (s, z, p) — I(p, 8,7, ¢, 7, 2)
is continuous and satisfies

Km

II(u, s, r,t,x, z)| < 7
1y I I Ty

=2 glc(t—s),z — x).
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The dominated convergence theorem combined with the above estimates allows to conclude that the map
[0,2) 2 s = (Pm+1 ® Pmt1) (1, 8, T, 2, 2) is continuously differentiable and satisfies

as(ﬁm-{-l (9 (I)m+1)(ﬂ, S, t, x, Z)
= *@m“(u, 8y t’ T, Z) + (8Sﬁm+1 o2 (I)erl)(,u'v S, t, z, Z) + (ﬁerl & as(I)erl)(,u'v S, t, Z, Z)
= 7@m+1(ﬂ, s, ¢, @, Z)

t+s
2
+ / /d 8spm+1(ﬂa s, T, T, y)[(I)erl(Ma s, T, ta Y, Z) - (I)erl(M, S, T, tv &€, Z)] dy dr
s R
t+s

2
+/ q)erl(/L,S,T,t,SC,Z) /d(asﬁryn+1(ﬂ,5,7’w’f,y) 7asﬁfn+1(ﬂas?r?z7y)) dydT’
s R

t
+/t+ / OsPm+1(, 8,7, 2,Y) Pong1 (1, 8,7, 8, y, 2) dy
o S
2

t
+/ /dﬁm+1(ﬂ;S?T?IE,y)aququl(MaS?T?tvy?z) dyd?"
s JR

so that [0,1) xRIx Py (R%) 3 (s, 2, 1) = Os(Prns1@Prmr1) (i, 8, t, x, 2) is continuous. From the key relation
(515), we eventually conclude that the map s +— ppi1(p, s,t,2,2) € CH([0,t)), Ospms1(., - t,.,2) being
continuous on [0,¢) x R% x Py(R) for any fixed (¢, z) € (0,T] x P(R?), and satisfies the relation

aspm—i-l(ua S, ta x, Z) = asﬁm—i—l(ua S, ta x, Z) - (I)m-l-l(,u/a S, ta z, Z) + (asﬁm—i-l & (I)m—i-l)(ﬂa S, ta €, Z)
(A34) + (ﬁm+1 ® 8s@m+1)(ﬂa S, ta xZ, Z)

Step 2: proof of the representation formulae (A23) and (A24).

From (A.31), (A19) and the dominated convergence theorem, one may differentiate with respect to
the variables y and then with respect to v, the relation

pm-i-l(,ua Sataxvz) = ﬁm-{-l(,ua s,t,x,z) + (pm-l—l ® Hm-l—l)(:“a Sataxvz)

so that

877} [auperl(Mﬂ S, tv Z, Z)](U) = 8:} [a#]/?\erl(,Lt, S, t, z, Z)](’U) + (pm+1 & 877} [auHerl])(:u‘v S, t? xz, Z) (’U)
+ (a:}[aupm-i-l] ® Hmﬂ)(lh EN Z)(U)

The estimates (A29) combined with (5I8) and (A-I9) show that both space-time kernels (t,z) —
OM0uPm+1 (i, 8, t, 2, 2)|(v) and (¢, 2) = (Dmt1 ® Oy [0 Hms1]) (1, 8,8, z, 2)(v) yield an integrable time
singularity so that one may iterate the previous relation. This eventually yields the representation in
infinite series (A23) and, by arguments similar to those used in the first step, the series is absolutely
convergent.

The representation formula ([(A24]) follows from (A34)) by plugging first the identity (A.33]) and then
by using the relation (G.13).

We will now establish the pointwise Gaussian estimates (A.25), (A.26), (A.27) and (A.28). We again
emphasize that we denote by K a positive constant that depends on T', b, a, 6b/ém, da/dm, A, n and
possibly on § (in which case we denote it by Kg) which may change from line to line but is independent
of m, C" and Cg, C and Cp being the constants appearing in the definition of the mth partial sums
EnP = 6P (0t — s) and €7F = €P(Cp,t — s) of the estimates (5.I8) to (5.21)).

Step 3: proof of the Gaussian estimate (A25).
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The Gaussian estimates (A.9) (with r = s) of Corollary [A.T] combined with (G.I8)) and the space-time
inequality (L4) yields

|8:;L [aﬂﬁerl(,uv st x, Z)](’U)|

(A.35) <K

Hence, by induction on r, we deduce

m k
nig o (r) r k k2 nl-n+n . n
|(au [aupm-l-l] ®Hm+1)(u,s,t,x,z)(v)| < K {1+I;C (t—S) EB (§a 2 +(’L_ 1)5)}

1+n— n r 1—
x(t—s)""F i [[ B (g ++77 +(i— 1)3)
=1

x gle(t —s),z — x),

which in turn implies

> 02 0uBme1] @ H 1 ) (1, 5,82, 2)(v)]

>0

(A.36) < K {1 +;ck(t -s)*7 [ B (g HT” + (i — 1)3)}9(0(15— 5), 2 — ).

(t—2s) e P

In order to deal with the second term appearing in the series (A23]), we first combine the Gaussian
estimate (A18) of Corollary [A.2] with (5.I8) and the space-time inequality (T4

1 1
a;l auH’m 1 ,S,T,t,ZC,Z v S K n itn A 1tn—n
R 1) (@_r)la(r_s)a TR T—— )

1/t n
/ EmO(Cor" —s)(r' — )2 dr’}

t—r

(A.37) X [1 + €00 r — s)(r — s)% +

x gle(t—r),z — x).

Now, our aim is to establish an upper-bound for the quantity py,4+1 ® 900y Hm+1](1, S, t, , 2)(v).
The key idea is to remark that the estimate (A.3T) allows to balance the singularity in time induced by
000y Hm+1](p, 8,7, t, 2, z)(v). Indeed, assuming first that r € [s, (t + s)/2], one has t —r > (t — s)/2
which directly implies

/]Rd |pm+1(,ua s, T, T, y)”a:}[aMHm-i-l(Ma S, T, ta Y, Z)](U)ldy

Y u == (140 = ) - 9)F +
—s)(r—s)" =z

x glc(t—s),z —x),

1
t—r

t
/ ErO(Cr" — s)(r' — s)g dr’}
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so that using the fact that [s,t] 3 r — €2°(C,r — s)(r — 5)"/? is non-decreasing and then integrating by
parts

t+s
/ / Pt (1 8,72, ) |0 Oy Homss (1 57 £y, 2)](0) | dy i

<K

1 ' 1 ! n,0 / 2 g
e +(t75)2/s (TS)H?;??/T(K,” (Cyr" = s)(r' —s)2dr'dr p g(c(t —s),z —x)

IA
=

(1,
{ 1
)
< K{ S:)ll+n -+ 1 E /:(7“—S)I_M%Q,O(C,r—s)(r—s)% dr} g(c(t — ), 2 — )
{ 1
)

Then, assuming that r € [(t + s)/2,] so that r — s > (¢t — s)/2 we obtain

[ st 0210, Mo 5,78,y

K n 1 t )
1+<5£,OC,7«_5 r—s)? 4+ — %TZ,OCJ/_S Tl—sidr']
(t—s)z (t— )1_%[ ( ) ) t—rJ, ( ) )
x g(c(t — ),z — ),
which in turn, by Fubini’s theorem, directly yields
t
/5 / [Pt (i, 8,7, 2, Y)|| 00 [0 Hamt1 (1, 8,7, 1, y, 2)] (v) | dy dr
e Jno
< L /t ; 1 +((9ﬂn,0(0 r—s)(r— 5)% + /tcgn’o(c ' — ) — S)g ' | ar
= (t*s)lén HQ,S (t_r)lfg m ) PR : s ,

x gle(t —s),z — x)
1 ¢ €nO(C,r — s) }
<K 7l+nn+ P e dr c(t—s8),z—1x)
{< o | it g v

k
S%{MFZOM—MZHB(" lﬂ_’_(l 1)%)}g(c(t—s),z—x).

(t—s k=1

Gathering the two previous cases, we thus conclude

|pm+1 ®5ﬁ[5 Hm+1(/%3 t z, Z)](U)|

(A.38) < % (1—1—20’9 (t—s) kT’HB<77 MTM—i-(z—l)g))g(c(t—s),z—x)

k=1
so that
S 1 Pmrr ® 0210, Hanra]) © HE (15,4, 2, 2) (0)]
r>0
(A.39) s#{HZC’“ (1 —s)" HB(77 N 1>§)}g<c<t—s>,z—x>.
- 2 k=1

The estimates (A36) and (A39) together with the representation formula (A23) imply that there
exist two positive constants K := K (T, (HR), (HE)) and ¢ := ¢()) such that

|83 [aupm-',-l (,U/a S, t? z, Z)] (’U)|

K E(t— 5)kd nlzntn g0 clt—s) % — ).
<Gz )HM{HZOt HB( o 1)2)}9((t ),z — x)

k=1 i=1
This completes the proof of (A2H]).
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Step 4: proof of the Gaussian estimate (A.20)).

We will be brief on the proof of the Gaussian estimate (A26) inasmuch it essentially follows from
similar arguments. Indeed, the estimate (A12)) of Corollary[A-J] combined with (5.I8) and the space-time
inequality (L4 yield for any 5 € [0,1] if n =0 or any § € [0,7) if n =1

|817}[8,u1/7\m+1(ﬂa S, tv &€, Z)](’U) - 817}[8H§m+1(ﬂa S, tv xlv Z)](’U)|

t gm0 r—s
gKB|w—x'|B{(t_s)an+ — [ = )dr} (9(elt = ), = ) + glelt = 9,2 = ')

(t—s)Hé (r—s)T*

¢ n,0 r—s
<K5|x—x|ﬁ{ gt Gy dr} (ot — 81, ~ ) + (et~ 81,2~ )

) E(r - T

_ B m k—1 1 1 B
< Ky [z lfn'm Lo B (1 1) p (2 Sy
k=1 =1

where we used the fact that B (2,225 + (i — 1)1) < B(Z, % +(@—-1)5),i=1,---k—1, for
the last inequality. Hence, by induction on r, we obtain

(g((t—s — ) +g(c(t — 5),z — ')

_ B m k 1, + —
SKg( i jﬂ'wn{leZths HB<§,%5+(Z'1)
=1

X (g(c(t — 5),z —x) + g(c(t — 5), 2 — a"))

N3

(O[O Pmar] © H, ) (5.8, 2) (0) — (D20 Bira] © HEL 1) (s 5,8, 27, 2)(0)]

gKg{Hick(t—s)k%HB(3,71_”;"_6+(i—1)g>}

k=1 i=1

1+n+8— n r 1— —
| (g Lontn by - 1)3)

x (g(et — 5),2 =) + glc(t = 5), 2 — 27))

which in turn implies

Z' upm-i-l ®Hm+1)(:u”s t,x Z)(U) (a [aupm-l-l] ®’Hm+1)(ﬂa37tawlaz)(v)|

r>0
r—a'|? = k 1—-n+n-— )
a0) xS Tl fie e B (5 - )
(t—s)" 2 k=1 i1 \? 2 2
X (g(c(t —s),z — ) + g(c(t — s),z — 2')).
In order to establish an upper-bound for the quantity pp,+1 ® 03[0, Hm+1](, s, t, 2, 2) (V) — Prmy1 @
010 Hum+1](p, 5,8, 2", 2)(v), we proceed as before by balancing the time singularity thanks to the esti-
mate (A37). Indeed, assuming first that r € [s, (t + s)/2], from (B.I1) we get

3

[t 507,,) = a5, 0310, o 15,71, ] 0]
R

|z — 2’|

<K TtntB—n
2

(- s)r—s)
X (gle(t —s),z —x) + g(c(t — 5),2 — a')),

1+<€£’0(C,r—s)(r—s)g + (C,r'—s)(r'—s)g dr’




50 P.-E. Chaudru de Raynal and N. Frikha

wls

so that using again the inequality t — r > (t — s)/2, the fact that [s,t] > 7 — €0(C,r — s)(r — )
non-decreasing and then integrating by parts

is

t+s
/ / Prned (15,72, 9) — Dyt (1 8,727, )| |00 Oy Homgs (1 5,7 1,1, 2)] (0) dy
< Kglo — /|’ . P /t ! /%%MchsstﬁdWW
- t—s) " (=3P )s s 0 "
x (gle(t — 5), 2 — 7) + glelt — 5), 2 — 2')).

1 1 ¢ (4nt8n) "
§K5|zf:c’|ﬁ —5— + / (Tfs)lf 2 ‘5%’0(0,7"75)(7’—5)5 dr
(t—s) " (t—35)?2 ),

x (g(c(t = s), 2 — ) + g(c(t = 5),2 — )

1 ¢ cnO(Cr — s)
< Kglz —2'|? — 7"—1—/ S —5— dr
? t—s) " s (t—r)mF (i —s) T

(g(c(t = 5), 2 — 2) + glc(t = ),z — 2'))

x—a'|f S 1 i l—-n+n-— )
SK%I)%{HzCus)mHB(g,fnm@ng)

x (g(c(t —5),z — ) + glc(t — 5), 2 — 2)).

Similarly, assuming now that r € [(t + s)/2,t] so that r — s > (¢t — s)/2 we obtain

/d |p’m+1(/j/a s,T,T, y) - pm-i—l(,ua S, T, LL'/, y)”a'g [aHHmJ,-l(,U/, S, T, t7 Y, Z)](U)|dy
R

ﬁ |+ +8 I| 1 6 (C é)( ‘S)
14n m7 ? 2
(t 9) > (t 7»)1 g t - T

x (gle(t —s),z —x) + g(c(t — s),z — 2')),

t
/ EO(C " —s)(r' — )2 dr’

which in turn, by Fubini’s theorem, directly yields

t
/5+ /d|pm+1(uasaraxay) —pm+1(,u,s,r,x’,y)”@g[@ﬂ-{mﬂ(u,S,T,t,y,z)](vﬂdydr
tts Jp
2

t
/ EO(Cr —s)(r' —s) 2 dr'| dr

t—rJ,

|z — 2|8 t 1 "0 "
SKﬁ — 1+TZL+B s (t—r)lfg 1+Cgm* (C,T*S)(Tfs)2 —+
(t—s)77" /4

x (gle(t —s),z —x) + g(c(t — s),z —2')
< Kgle — 2|8 an— + t %Z,O(C,r_i)nw— dr}
’ |{(ts) = /s( 5)

x (gle(t —s),z —x

Gathering the two previous cases, we thus conclude
Pm+1 @ 05 [0uHm+1(p, 5, 8,2, 2)] (V) = Prmt1 ® OF [0 Himr1 (1, 8,1, 27, 2)](v)]
m k
|z — 2|8 n nl—-n+n-—p .
(A.41) <Kg——— o (14D C*t-9)" ][ B g5 -1
(t—s)" 2 k=1 i=1
% (g(clt — 5),2 — 7) + glelt — 5), 2 — 2'))

N3

)
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so that

Z |(pm+1 ® ag[au/}'{m—i-l]) & Hgll(ua S, ta x, Z)(U) - (pm+1 ® ag[au/}'{m—i-l]) & th(% S, ta -T/a Z)(’U)|

r>0
— 2|8 m Lk 1— _
R e =2 D DAL | (e LSRRIy
(t—s)"2 k=1 i1 \2 2 2
X (g(c(t —s),z —x) + g(c(t — s),z — 2')).
Gathering the estimates (A.40) and (A.42)) eventually implies that there exist two positive constants
K := K(T,(HR), (HE), 8) and ¢ := ¢()) such that

100 10upm-41 (1, 5, 2, 2)}(v) = O [Oupmr (s, 5, 1,2, 2)] (v)]

< Ky ””‘jfh{ +ch k"HB( Mw—ng)}

X (g(c(t—s),z—xz) + t—s)z—x))

for any 3 € [0,1] if n = 0 and for any 8 € [0,n) if n = 1. This concludes the proof of (A28]).

Step 5: proof of the Gaussian estimate (A2T).

We now prove the Gaussian estimate (A.27). Again, we will brief on some technical arguments as it
follows from similar arguments as those employed in previous proofs. The estimate (AI4) of Corollary
[A]] (taken with 7 = s) combined with (5.21)) and the space-time inequality (L)) yields for any 3 € [0,7)

Ou[ ,uperl(MaS t x,z)](v’)|

|00 [0pPmi1 (1, 5,1, 2, 2)|(v) —
, 1 1 ECLB(Cpyr — s
SKB|U_U|B{( s)1+252 +t—s/ (r_(s)ﬁur%n)dr} 9lelt = s).2 — )

SKB|’U—’U/|B{;+/15( Cn(Coir = ) — dr} gle(t —s),z —x)

(t =)' t=r) R (st
/|ﬁ

B P il iy B Ck( —k"kB——ﬁ N ), —
< Kp )Jr;an +Z ,@t s) 2H 5 + (4 1)2 gle(t —s),z —x).

(t— k=1

Hence, by induction on r, there exists a positive constant Ky := K(T,(HR), (HE), §) (which may
change from line to line but is independent of m and Cjg) such that

(D0 0uBm+1 ® HE 1) (s 5,8, 2, 2) (v) — (D mpmﬂ@%mﬂms t,a,2)(v)

Y ik k" _77 _ ﬂ 1+“’ B yr2
< Kplv =/ {1—}—205(15 HB( 5 —I—z 12}

k=1
X HB na —ﬂ (zfl)ﬂ glc(t —s),z —x)
2 2 Y Y
which in turn implies

S 1@uBuBmir @ H ) (15,12, 2)(0) = (DuOuBmsr @ H ) (1 5,12, 2) (V)]
r>0

NI:

v : n
SKﬁw{ —I—Zcﬁt—s H (———i—( )5)}g(c(t—s),z—x)

:1
(A.43) gKBW{ +ZC[3 (t—s) k%ll;[l (— ——i—(z—l)g)} gle(t —s),z —x).

We now investigate the Holder regularity of the map v — pmy1 ® 0y [0 Him+1(1t, s, ¢, &, 2)](v). The
estimate (A7) allows to balance the time singularity induced by the L-derivative of the underlying
parametrix kernel so that we are naturally lead to separate the time integral of the space-time convolution
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into the two disjoint intervals [s, (¢t + s)/2] and [(t + 5)/2,t] as we did before. Skipping some technical

details, from (A7) and (5.21]), we obtain
|pm+1 ® a’U [aHH"H‘l (:U/a S, ta z, Z)] (U) — Pm+1 & au [auHm-i-l (,U/a S, ta z, Z)] (’Ul)|

1 L@l -
SKﬂ|’U_’U/|ﬂ (w+/ ( m (Cﬂar S) — dT) g(c(t_s),z_l')

(t—s) t— )3 (r — 5)H"
k

|’U kT’
gKﬂW( —l—ZCﬂt—s 2HB<——+(2—1) >> gle(t —s),z —x),

so that

Z| Pmt1 ® OpOuHmt1) ®Hm+1(u,s t,2,2)(v) — (Pmt1 ® OuO0pHms1) ®”Hm+1(u,s t,z, z)(v')|
r>0

k

(A.44) gKB(t| )Hﬁ _ <1+ZCB (t—s) kZHB(Q u-ﬁ-(i—l)g))g(c(t—s),z—x).

Now, the representation formula (A23]) together with the estimates (A.43) and (A-44]) show that for
any 3 € [0,n) there exist two positive constants Kz := K (T, (HR), (HE), 8), ¢ := ¢()) such that for any
(,z,2,v) € P2(RY) x (RY)3, for any 0 < s < ¢t < T and any positive constant Cjg

|8U [aﬂperl(,uv S, ta z, Z)](’U) - 8U[8#pm+1(ﬂa S, tv &€, Z)](U/)|

<K|7< i ﬁB<ﬂu+(il)ﬂ>>g(c(ts)zz).
(t )1+" & 27 2 2 ’

k=1 i=1

The proof of (A27) is now complete.
Step 6: proof of the pointwise Gaussian estimate (A28]).

The proof of (A28)) again follows from similar arguments so we will be brief on some technical details.
The road is clear inasmuch one has to establish a pointwise Gaussian estimate for each term appearing

in the identity (A24). The estimates (A1), (5.14) and (5.I9) together with the space-time inequality
(T4) clearly yield

|8Sﬁm+1(,u’7 st x, Z>| + |q)m+1(ﬂa s, t,x, Z)|

1 1
<K
- {ts+t

s f /S“@O(C’Hﬁdr}g(c(ts),zx)

oy (Jy" = 2'[" A1) |Ospm(p, s,y 2",y )| p(da”) dy’ dr} gle(t —s),z —x)

t—s t—s (r—s)t=2
1 1 ¢ CLO(C,r — s) B B
SK{tS (t—s)%/s (t—rlg(r—s)lgdr}g(c(t 8),z—x)
m k
< tlfs {1+I;ck(t—s)k%il:[13(g,g+(i—1)g)}g(c(t_s),z_m)_

We now deal with dspmy1 ® Ppy1(p, s,t,x, z) and use the decomposition

O0sPm+1 ® Prny1(p, 8,1, @, 2)

t+s
/ / 8sp7n+1 My, S, T, T y)[q)erl(,L"vSvT )*q)erl(/L,S,T,t,SC,Z)] dyd?"

e b)) = D )y
s R

t
+/t+ / OsDm+1(t, 8,7, 2,Y) Py 1 (1, 8,7, 8, y, 2) dy
tts Jpd
2

= I+ 114 IIL
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In order to deal with I, we use the estimate (A1) and remove the time singularity by combining the
estimate (E:EZI) with the space-time inequality (). We obtain

1
(r—s _5(15—7’

(t —s),z - 1)

L

< (t_;){ ﬁgn/s (r—i)lé {1+/:%dr’} drg(c(t —s),z — x)

SL_{H/:MW} g(clt—s), = — )

t
)1-!,-@ {1 +/ (|y/ - :C/|77 A 1)|85p’m(ﬂ5 Sarlazlay/” :u’(d:r/) dyl dT/} dT

(t—s) % (r—s)'3
m k
< ti{wgck(t—s)’“%[[f(g §+<Z—1>2)}9(°‘“ )z

For the second term, we use the fact that (t —s)/2 <t—r <t —sforr € [s, (t + s)/2], the estimate
(AI3) with 8 = 1/2 together with the space-time inequality (I4) and finally the fact that t — €% (C, )
is non-decreasing. We obtain

t+s

|H|§ﬁ/§ i ﬁ<1+[%dw> dr g(e(t — ), 2 — )

e R A =X P

k

%{1—1—;0’%15 kZl‘[lB(— S+ 1—1)3)}9(0(15_3),2_35).

Finally, using again (A11)), (514), the space-time inequality (L4) as well as the fact that (t —s)/2 <
r—s<t—sforrel(t+s)/2,t], we obtain

K t 1 T 1,0 /o
IIT| < ; / - (1+/ Mdr') drg(c(t —s),z—x)
— s T s

e (1) 3 (=3

K <1+/:Mdr> glc(t — 5), 2 — z)

T (r )~

|
s

NS

IN

k

%{1+I;Ck tfskgHB(— -+ Zl)g)}g(c(ts),zgc)_

Gathering the estimates on I, IT and III, we thus conclude

m k
-~ K k k" n
|0sDm+1 @ Prg1 (1, 8, t,x, 2)| < P {1+};C’ (t —s)"2 l_ll:B (— — 4 (i — 1)5)}g(c(ts),zx).

In order to handle the quantity p,,+1 ® OsHm+1(1, 8, t, z, 2), we write the time integral on the interval
[s,t] of the space-time convolution as the sum of the time integrals on [s, (t + s)/2] and on [(t + s)/2,¢].
For the first time integral, we use the estimate (A16]) with 8 = 0 while for the second we use the same
estimate but with § = 1. Skipping some standard computations, we obtain

|pm+1 ® asHm-‘,—l(//[/) S, t? z, Z)'

<x(f{Glery, , GOy

t—s)t—r)1"2  (t—s)(r—s)"2

t 1,0 ! _
1 / Cgm (C’ Tl_%s) dr’} dT> g(C(t - S)a z = 1'>

(tir)2—§ (r' —s)
L[ @ Cr—s) L [T =9 0 et — ) s —a
=k <(t—s)% /5 (t—r)'=2(r—s)'%2 o (t—s)"32 /s (r—s)'7% ’ ) st |

<X {ch(t—s)k% B(g,g+(i—1)g)}g(c(t—s),z—x).

t—s
1

k=1 %
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The previous estimate in turn yields

|[(pm+1 ® asHm—i-l) ® (I)m-l-l](M, s, t,x, Z)|

1 n b n 1
3 {X:CIC (r —s)k2 HB(— =+ 2—1)5)}mdrg(c(t—s),z—x)

k
CHt—s) 4[] B (3.3 +(— 1) gle(t —s).2 —a).
__Z LB (55 + G- 03) ottt =92 —2)
Gathering the above estimates allows to conclude the proof of the pointwise Gaussian estimate (A28). O

A.4. Proofs of the estimates (5.22) and (5.24)). We here establish the estimates (5.22) and (5.24)
which both appear as a consequence of the Gaussian estimates established in the previous section. In
this regard, they cannot be considered as part of the second part of the induction step.

In what follows, to make the notations simpler, for two maps h and f defined respectively on Py (R?)
and [0,t), for some prescribed ¢ > 0, for any probability measures u, u’ € Po(R?) and any (s1,s2) €
[0,2)2, we will write A, h(p) = h(p) — h(i') and Ay, 5, f(s) = f(s1V s2) — f(s1 A s2). In particular,
Ay pDm(p, 8,62, 2) = pm(p, 5, t, @, 2)—pm (W, 8, t, 2, 2) and Ag, o,Dm (i, $,t, 2, 2) = pm (i, S1Vs2, t, @, 2)—
P, 81 A 2, t, T, 2).

We start with the following auxiliary result that will be useful in order to establish the estimates
(E22). Tts proof is postponed to Section [B.E of the appendix.

Lemma A.2. There exist some positive constants K, ¢ such that for any 3 € [n,1], any 8’ € [0, 1], any
ac [Oan]a any B” € [CY, 1]a any integer m, any ¢ € (OaT]a any (Saxayay,az) € [Oat) X (Rd)47 any r € (Sat)a
any p, i’ € Pa(R?) (denoting by ¢ and ¢ any random variables with respective law y and p’) and any

(Zaj) € {15 e ad}Q
i (£, (XS ) = (82, (XS] 4 (oot (X9 0]) = by(t, e, (X0

(A.45) M
— (t . S)an i
R wh !
(A.46) |A O Pt (8,8, 2, 2)| < K(t —23(;1%)” gle(t —s),z—x), ne{0,1,2},

(A47) |A#1#/8£ﬁ7n+1(u757T7t7$7’z)| S K

B—n g(C(t*T),Z*LL'), n€{0715273}7

Wy (1, 1)
B

(A48) |A#7#/pm+1(ﬂ,5,t,$,z)| < K(t ) —n
—35) 2

gle(t — ), 2 — x),

i (@, (X)) = ag s (b, (X)) = (@ (8, (X9 ) = aas by, (X0 ])

bt 2, [ X5 = it XUV < (bt (X0 UM]) = bty X0
ﬁ//

W !
(4.49) < K(ja - yio a1 22 k),

(5™

|AM7M’HW+1(M587r7tax72)|
1 1
A.50 <K A — Wﬁu,,u/gct—r,zf:c,
(A50) {(H)l_g(rsﬁ (H)(TSW} Ln i) elt — 1),z — )
B/

(A.51) |A e @1 (1, 8,7, 8,0, 2)] < K Wy (1) (et =),z —z),

(t—r)=3(r—s)F
|AM7M’ [Hm-i-l(M; S, T, ta x, Z) - Hm-i-l(ua S, T, ta Y, Z)H

B /
Walnt) (et —r),=—2) + glelt — 1), 2 — )}

(A.52) < Ko~y
(L= )5 (- )
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Wy (. 1)

(A53) (D wl02, o [Fls — Ptz 2))| < K(ly — /" A1) .
(t—s)+5

glelt - s), 2 — ).

We are now ready to prove that the estimates (.22 hold for any positive integer m.

Proposition A.2. For any (u,u',2,2) € (P2(R%))? x (R%)? and any 0 < s < t < T, the following
representation in infinite series holds

Au,u’pm—kl(ﬂa S, ta z, Z)

~ ! k
(A-54) = Z {Au,u’pm-i-l +p#m+1 ® Au,u’Hm-i-l} ® anll(ﬂa s,t,x,2)
E>0

where p“m/+1 stands for the density function z — p,1(¢/, 8, t, 2, 2).

Moreover, the following pointwise Gaussian estimates hold: for any 8 € [n,1] if n € {0,1} or any
B € [0,n) if n = 2, there exist some positive constants Kz and ¢ such that for any (u,p,z,2) €
(P2(R%))? x (RY)2 and any 0 < s <t < T

WB , /
(4.55) |Au,m:pm+1<u,s,t,w,z>|sw&%g@(t—s),z—m, ne o},
and
Wy (1, 1
(4.56) By 2 (15, 1,2,2)] < Kﬂ&ﬁ glelt - 5), 2 — )

We importantly note that the two estimates (A53) directly give the estimates (5.22) for n = 0 and
n = 1. Indeed, if W(u,u') <t — s, then it suffices to remark that (AJ55)) is still valid for any 3 € [0, 1]
and if W (u,p') >t — s, we directly use the Gaussian estimates (5.I0) to derive (5.22)).

Proof. Tt directly follows from (A.46]), (A50) and an induction on k that for any 3 € [n, 1]

k
il | B (g 1+ # + (i — 1)%)
=1

Ay D @ HEL (1, 5,8, 2, 2)] < K¥WE (u, 1) (t — 9)

x gle(t—s),z —x)

and

k
‘ K (=) 4 pm n n—8, . 1
[Pl ® s Honsn) © Hh (5,2, 2)] < KFWE (gt ) (8 = 8)™7 +k3HB(5,1+T+<11>5>
=1

x g(c(t —s),z — x).
Now, the representation in infinite series (5.4 satisfied by pm,+1(u, s, ¢, x, z) which equivalently writes
DPm+1 = Dm+1 + Pm+1 @ Hpmqr implies
Ay Pms1 = Dy Dt +pum+1 @ Appw Hmt1 + Dy Pmr1 @ Hinya,
which in turn, from the two previous estimates, yields
(A-57) Au,u’Pm-i-l = Z {Amu’ﬁm-i-l +pum+1 ® Au,u’Hm+1} ® ngv)-
k>0

Moreover, the previous series converges absolutely and locally uniformly with respect to the variables
i, 1, 8, x, z. Observe also that from (E.I3)), the above series writes

A;L,,Lt’perl(,u’v S, t? z, Z) = A#,u’ﬁerl(Mﬂ S, tv €, Z) + (pm+1 & (A,LL,#'Herl))(MIﬂ S, tv €, Z)
+ {Au,u’ﬁerl + p%.ﬂ ® Au,u/Herl} ® Cpyy1(p, 8,t, @, 2).

We now aim at differentiating n times (n = 1,2) with respect to the space variable x the above
representation formula, so that, formally speaking, one has

a;Au,u’pm—i-l(Ma S, ta Z, Z) = Au,u’a;ﬁm-i-l(ﬂa S, ta Z, Z) + (8me+1 ® (AM,M’Hm+1))(Nla S, ta z, Z)
(A-58) + {A%#/agﬁerl + (9Zp#m+1 & A,u”u/erJrl} & (I)erl(,Uv s, t,x, Z)
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Let us rigorously justify the interchange of differentiation and summation. We proceed as follows.
From the estimates (A40) and the dominated convergence theorem, we first deduce that the map x —
Ay Pmt1 @ Py (1, 8,t, 2, 2) is continuously differentiable and satisfies for any S € [n, 1]

Wy (. 1)

(A59) |A#”U/ zDm+1 & (I)erl(M; 8,1, 1, Z)| < K(t — S)1+%—U

glelt - s), 2 — ).

We then split the domain of the time integral of the space-time convolution (9z pm+1®A,  Hm41) (@, s, t, 2, 2)
into the two disjoint time intervals [s, (t+5)/2] and [(t+5s)/2,t]. From (EI0) and ([(A350), for any 8 € [n, 1],
one has

ths

2
Y N e [ A
s R

t+s
2

1 1
S sy =L

W4 (. 1)
— 2 g(e(t —s), 2 — )

< KW (1)

<K
and similarly

t
/5+ /d|alpm+1(:uaSara'Tay)”AH,u’H"H‘l(MaSaratayaz”dydr
t+s Jp
pl

¢ 1 1
g

T 7 glc(t —s),z —x
T T

< KWzﬁ(u,u’)[

B ’
% gle(t —s),z — x).

We thus deduce from the dominated convergence theorem that the map « — (Pm+1®A, 1 Hm+1) (1, s, t, 2, 2)
is continuously differentiable and satisfies

<K

Wy (1, 1)

|(OzPm+1 @ Ay Himt1) (s 8,8, 2, 2)| < KW iy glc(t —s),z — ).

In a similar manner, we conclude that the map = — (P41 ® Ay Hims1) @ Py (1, 5, ¢, @, 2) is contin-
uously differentiable and satisfies

Wy (1, 1')
+8

(A60) |(azpm+1®AM7M/Hm+l) ® (I)m-i-l(ﬂa S, ta Zz, Z)' < K (t )1_,77
—s§)2

gle(t —s),z — x).

We thus conclude that the map « — A, vpm+1(p, s, ¢, 2, 2) is continuously differentiable, satisfies the
announced representation (A.58)) as well as the estimate (A.53]) for n = 1.

We now prove that = — A, vpmii1(p,s,t,2,2) is twice continuously differentiable, satisfies the
representation (A58) and that the estimate (AB6) is valid. In order to prove that the map x —
(AppPmt1 @ Comt1)(p, 8,t,x,2) is twice continuously differentiable, we proceed as follows. For any
r € [s, (t+5)/2] and any xo € R?, it holds

ag/dAH,H’ﬁm-i-l(,U/aSaral'ay)q)m-‘rl(,uaSaratayaz) dy
R
:/ Au,u’ iﬁm-ﬁ-l(uasa’r)w?y)[q)m-i-l(uaSaratayaz) - (I)m+1(/j/,8,’l",t,l'0,2)] dy
Rd

+ (I)m-l‘l(:ua S, T, ta Zo, Z) /d AH,H' [az(ﬁzjn-i-l - ﬁfno-i-l)(ua s, T, T, y)] dy
R

where we used the fact that fRd D1 (py 8,7, 2,y) dy = 1, for any xq € R?. We now select 2o = x in the
above identity. From the estimates (517)), (A.46) and the space-time inequality (I4]), we obtain

’/ Au,u’ iﬁm—kl(ﬂaSarawvy)[q)m-l-l(/%Saratayaz) - (I)m-l-l(uaSaTatax?Z)] dy
Rd

Wy (1)
(r — s)H552 (¢t — )1+ o7

< K, gle(t —s),z — x)
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for any 3 € [,1] and any « € [0,7). Note that if W2 (u, u') < r — s the above estimate remains valid for
any 3 € [0, 1]. Otherwise, if W3 (u, ') > r — s, from (5.17), (ILF) and the space-time inequality (L4), we
directly get

‘/ AM,M’ zﬁm-l-l(/%Sarawvy)[‘bm—i—l(ﬂa377"775’9:75) - (I)m+1(/1/,8,r,t,l'0,2)] dy
Rd

1
= (r—s)'=5(t— )+ 9(c(t =),z —7)
Wy (1, 1)

< Ka a—n g(C(t*S),Z*:C)

(r — s)1 5% (¢ — r)+ 3

for any 8 € [0,1] and any « € [0,n). From ([A53), the space time inequality (I4) and recalling that
r € [s, 2], we obtain

(I)erl(,LL,S,T,t,IE,Z)/ A#a#' [83(%+1*?3210+1)(H7577"7$79)] dy‘ S K

Rd

Hence, taking 8 € [0,7) and eventually « such that 5 < a < i in the above estimates, from the domi-

ths
nated convergence theorem, we derive that the map z — fs 2 fRd Ay Pt (8,7, 2,9)Prg1 (1, 5,7, 1, y, 2) dy dre
is twice continuously differentiable and satisfies

e [

t+

23
/dAu,u’ﬁm-l-l(,U/a s, T, T, y)q)m-l-l(,u/a S, T, tv Y, Z) dy d?"‘
R

t+s

= 1 1

<K Wﬁ(u,u’)/ — — + — > drg(c(t —s),z —x)
o o - )T (- ) (r— s)

W3 (i pt')

<K L
(t —s)'t="

gle(t—s),z —x)

for any 8 € [0, 7).
Now, if r € [552,¢] since r — s > (t — s)/2, the kernel Ay, s 02Dm41(p, s, 7, 2,y) does not generate any
time singularity. Hence, if W (u, ') > r — s, from (5.14) and (L), one directly gets

’/dAM,M’ iﬁm_i_l(u,s,r,x,y)@m_,_l(u,s,r,t,y,Z)dy
R
< /d(|5§ﬁm+1(ﬂa5aﬁ$ay)| + |5§ﬁm+1(,u',s,r,x,y)|)|¢m+1(,u,S,T,t,y,Z)| dy
R

1
< K(Tfs)(t—r)l_% g(c(t —s),z —x)

< W)
T (t—s) ()3

g(c(t — ),z —x)
for any 3 € [0,1]. Otherwise, if W3 (u, 1') < r — s, from (AZ6) and (5.I4), we obtain

‘/dAM,M’ iﬁm_,_l(u,S,r,x,y)@m_,_l(u,s,r,t,y,Z)dy
R

Wy (. 1)

<K B—=m n
(r—s)tt—=(t—r)t-2

gle(t —s),z —x)

for any 8 € [n,1]. Observe again that since W3 (u, ') < r — s, the above estimate is actually valid
for any 8 € [0,1]. From the above discussion and the dominated convergence, we deduce that the

map x — ftti f]Rd Ay Pmt1 (8,7, 2,Y)Pg1 (1, 5,7, 8y, 2) dy dr is twice continuously differentiable
2
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and satisfies

t
I/ﬁ iy Au,u'ﬁmﬁ-l(uaSaTa'Tay)(I)m-l‘l(MaSaratayaz)dydr‘
2

t
= ’/+ / A#y#/ iﬁm+1(u,5,7’,z,y)@m+1(u,s,r,t,y,z) d’ydT’
t+s Jpa
2

Wy (1, 1)

(t — 3)1+Ty7

gle(t—s),z —x)

for any § € [0,1]. We finally conclude that  — (A, v Dm+1 @ Pmi1) (i, 8,1, 2, 2) is twice continuously
differentiable and satisfies

Wy (1, 1)

2 ~
|az(AM7M’pm+1 ® (I)m-l-l)(lu’a S,t,$,2)| < KB (t . S)H_@

gle(t —s),z —x)

for any 8 € [0, 7).
In order to handle the last term appearing in the right-hand of (A.ES8) for n = 2, we first notice that

35/ P (s 8,72, Y) Ay Hon (1, 5,7, 1,y 2) dy
/ pm /j/ §, T, T y)A [Hm(uasaratayaz) _Hm(uasaratal'Oaz)] dy
+ Au,u’Hm(Masarata-TOaz)az/ pm(u’,s,r,x,y) dy
Rd

= /d 8£pm(ﬂlﬂ s, T,Z, y)A#”u/ [%m(ﬂ; s, T, tv Y, Z) - Hm(ﬂa s, T, tv Zo, Z)] dy
R

for any xo € R?. We now set rop = x and split our computations according to the two cases W2 (u, i') <
r—sand W2(u,p') > r — s. In the first case, we use (A52)) which is here valid for any 3 € [0, 1] while
in the second case, we use (BI6) with 3 = 8’ € [0,7]. Gathering the two cases and using (5.10) as well

as the space-time inequality (L), for any 8 € [0,7), any 3’ € [0,7] and any r € [s, 252], we obtain
’ / agpm(yﬂ Sa Ta :177 y)A#”u/ [Hm(ﬂa Sa Ta tv y7 Z) - Hm(ﬂa Sa Ta tv SC, Z)] dy
Rd
1 1 1 1
< Kﬁfo(u,u’)( - — + / = )
(r— s)1= 952 (t — )1t (r — 5) 2 (r—s)\=%F (t—r) 572 (r — 5)%

X glc(t—s),z —x)

1 1 1 1
< Kﬁ/Wzﬁ(M,Hl)(

= — T —
(r—s) 5 (= )T () (1)

7 ) g(c(t —s),z —x)

and, selecting a € [0,n) and 8’ € (8,7n) sothat 8 <n < 2n—aand 1+ (8—')/2 < 1, by the dominated

ths
convergence theorem, we deduce that x — fs 2 fRd Pty $, 7,2, Y) Ay Hom (1, 5,7, 8, y, 2) dy dre is twice
continuously differentiable and satisfies

t+s
2
’/ /dpm(u,s,r,z,y)A#,me(u,S,T,t,yvz)dydr
s R

t+s

2 1 1 1 1
<K W ) 7 T 7 = 7 ) dr
B (ks ! /s ((T )1_( (tfr)l‘k 5 (T75> = (r—s)i=% (t—r)+% (Ts)i)
x g(c(t —s),z —x)
B ’
SKg%g(c(ts),zx).

From (5I0), (5.) (with & = 1) if W3 (pu, /) > r — s or (A50) which is valid for any 8 € [0,1] if
W2(u, ') < 7 — s and the dominated convergence theorem, we similarly deduce that the map x
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ff% Jga Pty 8,7, 2, ) Ay Hon (11 8,7, £,y 2) dy dre is twice continuously differentiable with
t
‘ [+ / 8£pm(:u’7SvTvxvy)Aﬂﬁﬂle(:u’vsvTvtyvz) dyd?"
ttrs JRd
2

< s
’ B TS (E—r) R (r— )
W5 (1!
Wl t) (et~ ), - a).
(t—s)*z
We thus conclude that @ — (P41 @ Ay Hms1) (1, 8,6, 2, 2) is twice continuously differentiable and
satisfies

7 drg(e(t —s),z — x)

<K

Wﬁ , ’
(O2oss © Ay Homss) (15,8, 2, 2)| < K5 2 BBy

= sz Yoz

which in turn, using (5.14]), yields
Wy (1, 1)

[(D2Pms1 @ Dy Hma1) @ Py (p, s, 1,2, 2)] < Kg—2———r—
(t—s)ttz=m

gle(t —s), 2 — x)

for any 3 € [0,71). The proof of (A56]) is now complete.
O

Similarly, in order to tackle the estimates ([B.24]), we first need the following auxiliary result whose
proof is postponed to Section [B.6] of the appendix.

Lemma A.3. For any 8 € [0,1] and any « € [0,7)], there exist positive constants K, K, and ¢ such
that for any positive integer m, any t € (0,T], any (s1, s2,2,9,9',2) € [0,1)? x (R)*, any r € (s1 V s2,1)
and any (Zaj) € {15 T ad}Q

|A51752pm(,u’7 57 ta :177 Z)|

|s1 — so/”

mg(c(t —82), 2 — z)} ;
i (t,a, [XY 280 g s (8, (XS e (a8, (XS] < b (8 (X0

(A.62) <K{ ls1—sol” |, Is1 = s }
- (t781>’8_g (t*SQ)B_% ’

|51 — 52|”

mg(cu* s1),2 — ) +

(A.61) <K {

|A5175282ﬁm+1(ﬂa S, tv Z, Z)|

_ 5|8 — 5|8
(A63) < K{%Q(C(t s1),2 — ) + %g(c(t 52),zz)}, n € {0,1,2},

i j (£, (X520 =g (2, (X500 — (a8 g, (X0 0]) — a8y, (X0 0M])

bt @, (XYY byt (X O ) < (b8, (XS] < bt y, (XS
(A.64)

1 1
< Ka(ly — 2| A1)]s1 — 52| o + = (>
(t —s1)Pt52"  (t — s9)f 7"
|A51752 [a:[ﬁ\ijn-‘rl _ﬁn+1](ﬂa5ata$72)“
(A.65)

|s1 — s2|”

81—82'8
| | (c(t51),2x)erg(c(tsQ),zz)},ﬂE [0,1), n € {1,2},

< M e
< K(ly -yl Al){(tsl)%ﬂig
|s1 — s2|”

A66 Asl 525;1Am » 9y 7t7 ’ SK n
( ) [Bsr s 0Pmia (s 5,78, 2, 2)] (t—r)2(r—s1Vs2)

3 glc(t—r),z—2x), ne{0,1,2,3},

|51 — 52|”

A'67 AS sHm 777t77 SK n
(6T Bl f0,2)| < K s B s

- gleft —r),z— )
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|A51752 [H"H‘l(ﬂa S, T, ta Z, Z) - HmH(M, s, T, ta Y, Z)H

51— sof?
A08) < Ky el A )i P fglelt ), =) glelt )20,
- T 2 \Tr— 51 S92
(A.69) [Asy 5o Prmt1(y 8,1t 2,2)| < K |Si — 5l gle(t—r),z—x)
’ (t—7)172(r — 51V s2)8
and

|A51752 [q)erl(Mﬂ S, T, t, &€, Z) - q)erl(Mﬂ S, T, t, Y, Z)”
(A.70)
|51 — $2|”
(t — )T (r — 51V 52)P

Having the above technical result at hand, we are now ready to establish the estimates (5.24]).

< Kao(ly —2|* A1) {g(c(t —7r),z —x) +g(c(t —7),2 —y)}, a € [0,n).

Proposition A.3. Let n € {0,1,2}. The following Gaussian estimates are satisfied: for any 5 € [0, 1]
ifn=0o0rany 8 € [0,(14+n)/2)ifn=1orany 8 € [0,7/2) if n = 2, there exist some positive
constants Kz and c such that for any positive integer m, any (u,t,,2) € Pa(R?) x (0,7] x (R%)? and
any (s1,s2) € [0,1)?
|05 Pm (1, 51,8, @, 2) = O pm (1, 52, 1, 2, 2)|
|s1 — so|” |51 — so|”

(A.71) < Kpg {Wg(c(t —s1),z—x)+ m g(c(t — s2),z — x)} )

Proof. The estimate (A71)) for n = 0 corresponds exactly to (A.61)). We now deal with the two remaining
casesn =1andn=2. Let § € [0,(1+n/2)ifn=1o0r B € [0,n/2) if n = 2. We first remark that if
|s1—s2| > t—s1Vsa, both estimates follow from (5I0). From now on we assume that |s; —sa| < t—s1V 2.
We recall that the relation (BI85 is n-times continuously differentiable with respect to the variable x,
for n € {1,2} and

t
O (0:508,2,2) = Bt 2) [ [ OBty ) i 1. 2) dy
s JRd
which also satisfies the relation (A30). The previous relation directly gives

A81,82a:pm+1(/% s, t,x, Z)
= Ashsza;lﬁm-i-l(,u, s, t,x, Z)

t
+/ / Asl,szagﬁanl(MﬂS,T,IE,y)ququ(M; S1 \/SQ;T;tvy;Z) dydr
s1Vsy JRA

t
+ / a:ﬁm-‘rl(u’ s1 A 32#3%?}) AS1,82(I)W+1(M7 S,T,t,y,Z) dydT
s

1Vso JRE

s1Vsa
- / Dy Pm+1 (k81 A 82,7, 2,Y) Prog1 (1, 1A 52,7, ¢, y, 2) dy dr
S1/ASo Rd
= I+ 114+ 1T+ IV.
We now investigate each term of the above decomposition. From ([A63)), one directly gets

|51 — 52|” |s1 — so/”
1 < K{m g(c(t = s1), 2 —x) + mg(c@* $2),2—x) ¢

In order to deal with II, we separate the time integral into the two disjoint intervals [s1 V sa, (t 4+ 51 V
s2)/2]) and ((t + s1V $2)/2,t]. If r € [s1 V 82, (t + 51 V $2)/2], we balance the time singularity generated
by the nth-derivatives of p,,,11 by writing

/ A517528£ﬁm+1(,u7 5,1, T, y)(I)erl(,uv s1V 52,1, ta Y, Z) dy
Rd
= / A517528£ﬁm+1(,u7 5,1, T, y)[q)erl(,ufv 81V 82,1, tv Y, Z) - q)erl(Mﬂ 51V 82,7, tv Zz, Z)] dy
Rd

+ (I)erl(,L"v S1 V 527T7t5 €z, Z) /d Asl,SQ [3;1177yn+1(% SvTv'rvy) - 82]321-1-1(,“’7 SvTv'ray)] dy
R
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Now, from (A.63), (5IT) and the space-time inequality (I4]), we obtain

’ / Asl,szagﬁm+1(ﬂa s7,Z, y)[(I)M+1(Ma 51V 52,7, ta Y, Z) - (I)m+1(,u'7 s1V 52,1, ta xz, Z)] dy
Rd

S1 — S2 B
(A.72) <K, (t| r>1+l2n { o= 51)1%”3_% gle(t —s1),z —x) + W‘q(e(zﬁ —52),2 — x)}

2 2

for any o € [0,n7). Moreover, from (A65), (5.I4) and again the space-time inequality (L), if r €
[s1V s2, (t+ 51V s2)/2] we get

| P21 (pt, 81V 82,7, ¢, 22, 2) / Ag, sy [a;ﬁ+1(u, 8,7,2,Y) — OpDyy1 (14 8,7, 2, y)] dy|

Rd
|81752|ﬁ 1 1
< _ _
_K(t—r)l_% (7’751)%+ﬂ_%+(7"*52>%+'8_% glc(t —s1V 82),2 — x).

We now select a € [0,7) in (AZ2) such that § + 5 — § < 1. Hence, the two previous estimates give

t4s1Vsg
2
|A5115282ﬁm+1(ﬂa S, T,I’,y)||q)m+1(ﬂ, S1 vV 52,7, tvya Z>| dy dr
s1Vso R4
t+sqVsg
2 |s1 — so|” |1 — so|”
< Kp = a9t —s1),z —x) + = =9t —s2),z —x) o dr
$1Vsa {(tr)“‘Tn(Tsl)E"'ﬂ_? (t — ) 5T (1 — 59) 3 A% )
t4s1Vsg | |,3 1 1
2 S1 — S92
+K/ { — + — }dr c(t—s1Vss),z—x
P lave  (E—r1F Lr—s)BF | (5 —s)Fti% gle(t =51V s) )

|s1 — s2|”
(t — 82)%+ﬁ*g

|51 — 52|”

SKﬂ{mg(C@—ﬁ),z—x)Jr g(c(t—52),z—x)}.

Otherwise, if 7 € ((t + s1 V s2)/2,t], the kernel Ay, 5,07Dm+1(p, 8,7, 2, y) does not generate any time
singularity. Indeed, from (A.63]) and (GI4), we directly derive

t
/ / |As17526£ﬁm+1(uaSaTa'Tay)”(I)"H‘l(:uasl \/SQ,T,f,y,Z”dydT
t+312\/52 Rd
t

|81 —32|ﬂ
= t—s1V _
- e {(7"— 51V 89) At — )12 gle(t —s1Vs2),2—1x)
|81 —32|B }
z c(t—s1N\s2),z—x)p dr
(r—s1 /\52)5*‘5@,7”)1—% g(c( 1A\ S2) )

|s1 — s2|”
(t — 51 A 82)%+B_%

— B
S1 — 82
<K{(t ,ll\/s);*ﬁ %g(C(t—sl\/SQ)’z_:L_)

N 2 +

gle(t —s1 Asa),z— x)} .
Gathering the two previous estimates yields

|s1 — so/”
(t A 52)%+ﬁ7g

|s1 — s2|”
(t — 51V 52)%+ﬁ7g

11| SKﬂ{ glc(t =51V s2),2 —x) + g(c(t — s1 /\52),,2—:1:)}.

We handle the third term III in a similar manner. Namely, if 7 € [s1 V s, (t + 51 V s2)/2], we first
write

/dagﬁerl(Ma 51N\ 82,7, 2, y)AsLSQ(I)erl(,LLv 5,11y, Z) dy
R
= / a;lﬁ’m+1(ﬂa 51N\ 82,7, 2, y)Asl,SQ [(I)M+1(Ma 8T, tv Y, Z) - (I)Tn+1(,u‘7 5,7, ta xz, Z)] dy
Rd

+ ASl,Sz(I)TTH’l(,U‘v S,T,t, xz, Z)/ [8;12/7\?714»1(,“‘7 S1 A 527T7x7y) - 82%-‘,—1(:“‘7 S1 N §2,T,T, y)] dy
Rd
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Now, from (ATQ) and the space-time inequality (T4, if [s; — s2| <7 — s1 V 52, we get

/ |8gﬁm+1(uv EIA 527T7x7y)||A51,52 [(I)erl(,LLv S, 1t Y, Z) - (I)erl(,u'v s, 1t , Z)” dy
R4

_ 5|8
S S a
< K, 0 >1+“|3( 2| YPRYEY (r—s1As2)2 {gle(t—s1As2),z—x)+g(c(t —s1Vs2),2—12)}
—7r T (r—s1Vsy)2
<K 51— 527
< {g(c(t —s1 N s2),z—x)+gle(t —s1Vs2),z—x)}

“ (t —r) 5T (r — 5V sp) 8 TA—%

where we used the inequality r — s1 A so < 2(r — s1 V s2) for the last inequality. Otherwise, if |s; — so| >
r — 51V s2, we use (BI7) and the space-time inequality (4] so that

/ |(92[/)\m+1(u751 A 527T7xvy)HASl,&[(I)erl(Ma s,r,t,y,z) - (I)erl(,LL,S,T,t,:E,Z)” dy
R4
1
< K (el 51 ), ) gl = V) =)
—7 7 (r—sy1Vsy)2"2
|s1 — so/”

(t =)' 5T (r — 51 V s9)2HA—5

< Ko

{glc(t —s1 Ns2),z—x)+g(c(t—s1V $2),z2—x)}.

From (A63) and the inequality [(95%,,, — 054, ) (1, 5, 6,2, 2)| < K|y — /" A)(t — )% gle(t -
s),z — x) (which follows from the mean value theorem and the uniform n-Holder regularity of a(t,.,m))
we obtain

Ashszq)m-l‘l(:ua S, T, ta z, Z) / [agﬁsjn-l-l(:ua s1 N\ 82,1, T, y) - agﬁf’rszrl(M) s1 N\ so, 1,2, y)] dy
R4

|51 — 52/
(t—7)'"3(r — s, Vsg)3th—3

glc(t —s1V 82),2 — ).
Gathering the above estimates, we eventually get

‘/ agﬁm-i-l(ﬂa S1 /\SQaraxay)AShSz@’ﬂH—l(MaSaratayaz) dy
R4

— g8
51— 8
< K, N Q_7L1 2| ——— {9(c(t —s1 As2), 2z — @) + g(c(t — 51V s2), 2 — 1)}
(t—r)1T 75 (r—s1 Vsg)sth—%
|51 — 52|
+K {g(c(t —s1 N s2), 2 =) +g(c(t —s1V 52),2 = 2)}

(t— 7’)1_% (r—s1Vv 52)§+5_g
if r € [s1V s2,(t+ 51V s2)/2]. We now select a € [0,7) such that § + 3 — § < 1. This implies

/

t4+s1Vsg

2

/ agﬁm-i-l(ﬂa AN §2,T,T, y) Ashszq)m-i-l(:ua S, T, tv Y, Z) dy dr
R4

s51Vso
<K 51— 52"
< B(t T Vg it T {glc(t —s1 Ns2),z—x)+g(c(t —s1V $2),z2— )}
<K |1 — s9|” |51 — 52]°
S\ G aepra gl m s hm) s =) b G g (el m 1V ), 2 )

where for the last inequality we used the fact that ¢ — s1 A s2 < 2(t — s1 V s2). Otherwise, if r €
((t+ s1V s2)/2,t], from (A.69), we obtain

‘ /dagﬁerl(,uv A 527T7x7y)A51,52@m+1(Ma S, T, t,y, Z) dy
R

|51 *52|ﬁ

) K(t — )73 (1 — 51 Vsg) B glelt = 51/ 82),2 — 2)
|s1 *52|’8

: (t—r)' "2 (t—s1Vso)EtF 9(c(t = s1A 82),2 — )
|s1 —82|’3

S L Ty v A i
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where we used the inequality t — s1 A s2 < 2(t — 51V 82) recalling that |s; — s3] < ¢ — sV s2. This yields

t
‘ / / agﬁm-i-l(ﬂa S1 /\82,7",$,y)A51752(I)m+1(M,S,T,t,y,Z) dyd?"
t+s1vsy Jpa

|51 — 52|” g
o (t751/\52>%+ﬂ_%

Gathering the above estimates, we thus obtain

(c(t—s1 N S2),z— ).

|s1 — so|”

|s1 — so|”
(o1 ngydragdlelim s hs).z o) &

In order to handle the last term IV, we use a decomposition similar to the one used previously, namely

|IH|§K5{ ,,g(c(tsl\/SQ),z:c)}.

(t -5V 82)%+ﬁ75

s1Vsa
/ 0y Pm1(ts 51 A S2,7,2,Y) Crg1 (1, 51 A 82,7, 8, y, 2) dy drr
s1ASo Rd

s1Vsg
= / / O Dm+1(phy 81 A 82,7, 2, Y) [Prnp1 (1, 81 A S2,7,8,y,2) — o1 (1, 51 A S2, 7, t, 2, 2)] dy dr
s Rd

1782

s1Vsg
+/ (I)’m-i-l(/j/)sl A SQ,T,t,.’L’,Z)/ [a;ﬁn+1(/%31 A 32#31”9) - a;ﬁn—‘rl(:u”sl A SQ,T,.’L’,?])] dyd?“
s Rd

1/A\S2

For the first term, from (5I7) with 5’ € [0,7n) if n =1 or 8’ € (0,7n) if n = 2, the space-time inequality
(T4 and using the fact that ¢ — s1 A s < 2(t — $1 V s2), we obtain

s1Vsa
‘ / agﬁm-i-l(ua §1 A\ 82,7, ac,y) [(I)m-l-l(:ua 81 A\ 82,7, 1, Y, Z) - (I)’m-i-l(:ua 81N\ 82,1, 1, 2)] dy dr
s

1/A\S2
s1Vso 1
gKﬂ,/ — —drg(c(t — sy As2),z—x)
S1/\s2 (T*Sl/\Sg)Tﬁ(th>1+B2n
14+8=n
S1— S 2
SKﬁ/ | L 2| 1 5 —n g(C(tfsl/\SQ),Z*SC)
(t*Sl \/82) +
51 — st 2T
SKﬁ/ | L 2| 5 —n g(C(tfsl/\SQ),Z*SC)
(t—Sl /\82)1Jr 2
_ B
<K [51 = 52| —g(c(t —s1 A s2),2 —x)

(t —S1 A 82)%+ﬁ75

for any 8 € [0,(1+n)/2) if n =1 or any 8 € [0,1/2) if n = 2. For the second term, similar arguments
as those previously used yield

s1Vsg
‘/ ’m-‘rl /j/; 81/\82,7" t X 2)/ [a:i)\’ryn-i-l(/jﬂ 31ASQ,T,$,y)_agﬁn+1(,U/,Sl/\SQ,T,.’I],Q)] dydr
s R4

1/A\S2
J— S )2 —a)
<K —— dr glc(t —s1 Asy),z—x
sinse (r—81 A SQ)Tn (t—s1V 52)1_%
|51 — so|! =7 (eft A o) )
= —glc(t—s1A8),z—x
o (t—Sl /\Sg)lfg g ! 2
|51 — 52|”

<K =
- (t—Sl /\82)7+'B_77

glc(t — 81N 82),2 — ).

for any 8 € [0,(1+n)/2] if n =1 or any S € [0,7/2] if n = 2. Gathering the two previous estimates, we
obtain

s1Vso
|IV| - ‘ / agﬁerl(Hv 51\ 82,7, 2, y) (I)m+1(:u‘7 §1 A s2,1, 1.y, Z) dy dr
S1/A\S2
|51 — 52|”
<K m
B ﬁ(tfsl /\52)7+’B_77
for any B € [0,(1+n)/2]if n=1or any § € [0,1/2] if n = 2. Putting the estimates on I, II, IIT and IV
together eventually concludes the proof of (ATI).

glc(t —s1 N s2),z —x)

O
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A.5. Second part of the induction step. We here prove the second part of the induction step namely

the estimates ([5.23) and (5.20) at step m + 1.
We start with two auxiliary lemmas whose proofs are postponed to Sections and of the
appendix.

Lemma A.4. Let n € {0,1}. For any 5 € [0,1] if n = 0 or any § € [0,7) if n = 1, there exists a constant
K;{ such that for any ¢ € (0,7, for any (u, i/, s, 2, z,v) € Pg(Rd)2 x [0,t) x (R%)3, for any r € [s,t) and
any (%.7) € {13 o ad}2

(Ol (2, (XS] (0) = 02 [Blai s (8,2, (XS )] ()]
107 Dy bi (2, (XS N (0) = O[O, [bi (1, X7 D] ()]
(A.73)

[

v

W5 (j, ! N
S K/;r <(t 2)(5171%6)77 + /(]Rd) (|yl - 1.’|77 A 1) |A,Umulav [aﬂpm(,u’v S, t? zla y/>](’l)>| dyl M(dzl>> )
—8)T =z 2

|Au,u’ a:}[auﬁm-i-l(ﬂa S, T, t, €, 2)] (U)|
(A.74)

1
<Kj W5 (') | — = Ly +
(t—s)" 2

1
Wl{r»})

+

1 t
t—r / /(Rd)2(|y/ o xlln A 1)|AH»H'ag[aupm(:u’ s, ' @, y/)](v)| dy’ ,u/(dx/) d7“/> gle(t —r),z — ),

A 000 [ j (1, (X0 ™]) — ag (8, 2, [ XS] ()]
_ xn
(lz=al"n1) 1 }

1+n+p 1+n4+B8—n

(t—s) =2 (t—s)" =

(A.75) < KFW§ () {
+ Ky {<|z — " A1) /(W | O3 (0P (1, 5,1, 2,y (v)| dy i (da”)

A /(]Rd)z (|yl - xl|77 A 1)|AH»H'ag[aupm(:u’ s, ¢, xla y’)](v)| dylﬂl(dx/)} )

and
|A,u,,u’av7} [auHerl (,LL7 5,7, t, @, Z)] (’U)|
< Kg_ W2ﬁ (ks 1) ! s n : lints
(tfr)(r75>f (t—r)l_i(rfs) 2
1
(A.76) + {7@ T /(Rd)Z |80 0[O (s 57,2,y (v0) | dy' 1 (d')

N [ = A DA B0 5. ) dy’u’(dx’)}
- T (R4)2

1 t
+7/ / (ly' = 2" A1) Ay 2 [8upm (s, 5,77 2y ) ()| dy’ 1 (da”) dr’
(t—r)—z J, (R4)2
glc(t — 1),z — ).

Lemma A.5. Let n € {0,1}. For any 5 € [0,(1+n)/2) if n =0 or any 5 € [0,7/2) if n = 1, there exist
positive constants K;', ¢ such that for any ¢ € (0,77, for any (u, s1, 52,7, z,v) € Pa(R%) x [0,1)% x (R%)3,
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for any 7 € [s1 V so,t) and any (i,5) € {1,--- ,d}”

107 [Bulai (¢, 2, (X7 (0) — 02 [Bulai i (t, , X5 ™)) ()]

0010 [bs(t, 2, X ID (0) — 20 [bi (8, XS]] ()
(A.77)

S1— S B
S KE_ <(t S| i/ s )21|+72177 +ﬁ + /(]Rd) (|y/ - z/|77 /\ 1) |A511528'g [aﬂpm(lu‘v 57 ta zla y/)](’l))| dy/ M(dl'/) )
— S5 2 2

|Asl,5263[auﬁm+1(ua 8,1t T, Z)](U)|
(A.78)

_ B
S1 52|
<KJ | —
A {(t — 81 \/82)1+2 1B

1
t—r

t
+ / / (Jy" = 2| A1) Agy 5,05 [0ppm (1, 5,77 2", ") (v)] dy’u(dz’)dr’} gle(t —r),z — x),
r R%)2

1A ,520, [OpPm+1 (1, 8,8, 2, 2)] (V)]
(A.79)
|s1 — so/”

— - 9(c(t — s2), 2 — x)
(t — 32) 1+2 +p

|51 — s9|”
<K§ {mg(c(t —81),2—x) +
— o1

1 t
by S o A B0 e = 1 50, - x>} ,
s1Vso 2

|Agy 502l (2, [X70)) — @y (82, (X5 ] (0)]

—x|"A1 1
(A.80) < Kfls) — s’ (Iz — 2 Hn) A I
(t—Sl \/SQ)TJrﬁ (t*Sl\/SQ) 7 18

K {|z ol AL e s, )0 ()

A/ (19" = 2'|" ADIAs 5,07 [0upm (s s, 1,2 y)](v)] dy’u(dw’)}
(R)?

and
|As1,5:00 [0y Hims1 (1 5,7, 8, 2, 2)] (V)]
1 1
< KT |s1 — s9? — A S
? <| 1ol { t—r)(r—s1V 32)1+2 LB (L — )T E (1 — sV osg) T2 TR }
1 n
(A.81) + {m /(]Rd)2 |Asy 5203 [Oppm (1, 5,7, 2",y (v) | dy' 1 (da”)

t—r

o O 7 A 0 B 5720 dy’u’(dﬂf’)}

1 t
e o 0 A DI 0 ) () dr’>

glc(t —r),z — ).

With the above technical results at hand, we are now ready to prove the induction step for the
estimates (.23) and (5.25). We proceed as we did before in the proof of the first part of the induction
step.
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Proposition A.4. Let n € {0,1}. For any 8 € [0,1] if n = 0 or any 8 € [0,7n) if n = 1, there exist
positive constants KZ; and ¢ such that for any (t,x, z,v) € (0,T] x (R%)3, any (s, u, ') € [0,1) x ’Pg(Rd)2
and any value of the constant CZ{ appearing in the estimates (5.23))

|8:} [aupm-i-l (:U” S, ta z, Z)] (U) - a:} [aupm-i-l (:U’Ia S, ta xz, Z)] (U)l

W2B ) ' - o i 1—-n+ —ﬁ .
(A.82) SKg(t—s)(% {1+;(C§)k(t_s)k2EB(3,++(@_1)3)}
x gle(t —s),z — x).

Similarly, for any 8 € [0,(1+1)/2) if n = 0 or any 8 € [0,1/2) if n = 1, there exist positive constants
K7 and ¢ such that for any (t,z,z,v) € (0,T] x (R?)3, any (s1,s2) € [0,1)* and any value of the constant
CE appearing in the estimates (G.25])

|877}[8#pm+1(,u’7 S1, tﬂ xz, Z)](’U) - 817 [aﬂperl(,uv 52, tv &€, Z)](’U)|

k
nl—n+n . 7
g (§’Tﬂ+(ll>§>}

|s1 — so|”
(t— s9) " F 48

Sy

(A.83) <Ky {1 + Z(Cg)k(t — 51V s9)k2
k=1 =1

_ g8

S1 S92

X {(t | )1+n,|n+ﬁg(c(t51)vzx)+
—51) =z

g(c(t — s2),2z — x)} .

Conclusion of the second part of the induction step:
Similarly to the conclusion of the first part of the induction step, we set the constant Cg in the mth

partial sums €79 (Cg,t — 8) and %,?,’;2/3(0;,15 — 8) which are used in the statement of the Gaussian
estimates (5.23) and (525) to be equal to the maximum between the two constants K;{ (that we still
denote by K;{) appearing in the right-hand side of the Gaussian estimates (A.82) and (A.83]). In doing
$0, by the very definition of ‘@”féfl (Kg, t—s) and (ggi? (Kg, t—s), we conclude that the estimates (A.82)
and (A.83) directly yield the desired estimates (5.23) and (5.25]) at step m + 1. We thus conclude that

the Gaussian estimates (.23) and (5.25) hold for any positive integer m. This completes the proof of
the second of part of Proposition [B.1l

Proof. Step 1: proof of (A.82)
From the identities (A23) and (5.13)), we directly obtain

9y [0upm1 (1, 8., 2, 2)](v) = (07 [0uDm+1] + Pmt1 ® 05 [0 Him+1])
+ (ag[auﬁm-i-l] + Pm+1 @ ag[auHm-H]) ® (I)m-‘rl(ua CR2H Z)(U)

so that

A#,waﬁ [auperl (1, 8,t, 2, 2)](v)
= Au,u’ag [auf)\m-i-l(ua s, t,x, 2)](U) +Pmt1 @ (AH»H’aSaM’HW-H)(MIa s,t, @, Z)(U)
(A84) + (Amu’pm-{-l) & a:}au/}'{m—i-l(ua s, t,x, Z)(U)

(B [0 0uBra] + Panir © 10, Hons]] ) © Py (0,5, 2)(v)
+ (ag[auﬁm-i-l] + Pm+1 ® 877}[611%7714-1]) ® (Auw’q)m-i-l)(:u,’ s, 1, Z)(U)

We now establish an appropriate upper-bound for each term of the above decomposition.
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From (A74), (5.23) at step m and the space-time inequality (L)), we obtain
|A,U..,,U./ 33 [auﬁerl(,uv s, t,x, Z)](U)|

! (O R )
< K+t m B d WB , L B
B 5{(15—5)%7%5/5 (r— )2 5 (') g(c(t — s),2 — )

! I )
S K; { (t _ S) 1+n;577) + / (t . r)lfg(rﬂ_ S) 1+n~5{3—n d?" Wég(:uaul)g(c(t - S)a zZ— 'T)

+ m
(A.85) g@_f%{ui(cg)k(ts)k% HB<3,M+(1'1)Q>}

2 k=1 i=1 2 2

x W3 (u, 1) gle(t — ), 2 — x)

for any 8 € [0,1] if n =0 and any 8 € [0,7) of n = 1.
In order to derive an estimate for the second term, we separate the time integral of the space-time
convolution into the two disjoint intervals [s, (t + s)/2] and [(¢ 4+ s)/2,¢] in order to balance the time

singularity induced by (AT6). Indeed, from (A76), (5:23)) at step m and the space-time inequality (4,
one gets

t+s

2
/ / Pt (5,7, 9) | gy OBy Homg1 (1 5,7 1,3, 2)] ly dir
s Rd

bfs nB(Ot p—
< K+/ 2 1 + %m (Cﬁ T S)
— g 1+n+B—n 1+n+B8
s t—r)(r—s)— 2 t—r)(r—s)— =z "

1 LERP(CELr —9)
(t—7)>" / (' — s)ﬂ“"*“n dr' | dr Wy (u, 1) g(e(t - 5), 2 — )

! Gt )
S K;_ ((t_s)% +/ (t—?‘)lig(Tﬂ— S)I‘FTL‘;B*’H dr WQB(Nﬂp’/)g(C(t_S))Z_:E)

K & ik ki TR (M Lmntn—B
g(tis)wn;ﬁfn {1+Z(CB) (t S) HB<2a JF(Z 1) >

k
x W5 (u, 1) gle(t — s), 2 — )

+

wls

for any S €[0,1] if n =0 and any 8 € [0,7) of n = 1.
From similar arguments, we obtain

t
S [ a5, )18, 000, o) 9.2y
2
t

( 1 GnA(Cy.r —s)
(

ot e
t—r) B (r — ) TEE (=)l B (r — ) T

! / Cno(Ch .~ 5)

dr' | dr W3 (u, 1) gle(t — ), 2 — x)

for any 8 € [0,1] if n =0 and any 8 € [0,7) of n = 1.
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Gathering the two previous estimates, we thus conclude

1 @ (B 030 Herl)(Ulv 8,6, 2)(v)]

+ k

k=1 1=1
x Wzﬁ(u,u')g(dt —s),z—x)

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.

For the third term, we first remark that (AIR) together with (5.I8) (recall again that €70 =
lim, 100 20 < 00) yields
(A.87)

1 1
|83[8HH7”+1(M’ S,T,t,ZC,Z)]('U)l < K
(t—r)t

14+n

*g(r —s) 7

FE— c(t—r),z—=x
(”)(TS)T>9<< ).z~ )

so that using (5:22) with n = 0 and separating the time integral of the space-time convolution into the
two disjoint intervals [s, (t + s)/2] and [(t + s)/2, ] as before to equilibrate the time singularity yield

(A88)  [(Buprbme) © OO, i (5,1, 2) ()| < Kﬁ(twﬁ)% glelt ), 2 — )
for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.
From (A.8H), (A-86) and (A8]]), we also deduce
|8 [0 0Pma] + Pt @ O [0 Hon ] (1 5.2, 2)|
g#{ ey tsk%HBOW (i - 1)3)}
o k=1 i=1

x W5 (u, 1) glelt — s), 2 — )

which combined with (5.14) implies

‘ (Au,u’ [83[0;1@714-1] +Pm+1 @ 83[auHm+1]}) ® (I)m-i-l(ﬂa s, x, 2)‘

K+ m ) k . .
Sw{ Z S)kEHB(g,W‘F(i_l)

k= i=1

x W3 (. ') gle(t — s>,z — 1),

For the last term, we first combine (A9)) (with 7 = s) with (5I8) (recalling again that €*° < K :=
%0 < 00) and use (A5]) so that

[NAES]

-~ Wy (1, 1)
|03 OuPrmt1 ® (A Prmgr) (W', 5,8, @, 2) (V)] < Kﬁw g(c(t —s),z —x)

for any 8 € [0,1] if n = 0 and any § € [0,n) if n = 1. We then use (5I0) (with n = 0), (A.87) and split
the time integral on [s, t] into the two disjoint intervals [s, (t + $)/2) and [(t + $)/2,t] in order to balance
the time singularity in the space-time convolution py,+1 ® 0} [0y Hm+1(p, s,t,x, 2) as we did previously.
After some standard computations that we omit, we obtain

K
|pm+1 ® 8’;’7]}[8”7-[7”-"_1(”’ S,t,$,2)| < ﬁ g(c(t - S)’ z = ‘T)
2

t—s
which in turn, using (A.5]]), yields

B /
(15—%<1_ﬁ7{i2 gle(t —s),z —x)

|(Pmt1 ® 83[8MHW+1]) ® (AM7M/¢W+1)(MIa s,t,x,2)(v)] < Kg n

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.
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We collect the previous estimates and eventually conclude

|AH»HI a’g [aﬂpm"t‘l(:u” S t? z, Z)](U)l
K+ m . . B
Suw{leZC”r tsk5HB<g,W+(il> >}
t—= k=1 i=1

X Wy (1) g(elt = 5), 2 — )
for any 3 € [0,1] if n =0 and any 8 € [0,n) if n = 1.

N3

Step 2: proof of (AR3).

If |s1 — 82| >t — 81V s2, the estimate (A.83)) directly stems from (5I8) and the fact that €70 <
%;QO < 0o. For the rest of the proof, we thus assume that |s; — s2| < ¢t —s1V s3. Similarly to the proof of
the previous step, we start from the representation in infinite series (A.23]) which in view of the identity
BEI3) directly gives the following decomposition

A1 5205 [Oupmi1(p, 5,8, 2, 2)| (V) = Ay 6,00 [OpPmosr (1, 5,8, 2, 2)] (v)
+ A51752 (pm+1 b2y av [aHH"H‘l])(:u’ S, t z,z (U)
(A.89) + Ay 5, (07 [0uDm+1] ® Prg1) (s 8,8, 2, 2) (v)
+ A51,52((pm+1 Y 33[3uHm+1]) Y q)erl)(M, s, t, x, Z)(U)
We now investigate each term of the above decomposition
From (A79), (525) at step m and the space-time inequality (I4]), we get
|AS1782 3:} [auﬁm-‘rl (:u’ s, t,x, Z)] (U)l

_ B
o1 =52l )2 )

— 5,8
<K+ & c(t —s s — T + —
- ﬂ {(t _ 81)1+72Lfn+ﬁg( ( 1) ) (f— 82)1+gfn+ﬁ

|51 — 8o|° /t CnPP(CF ' — 51V s2)
s1Vsa (7’/ — 51V SQ)HTninJrﬁ

dr'g(c(t —s1V s2),2 — z)}

t—s1V sy
|51 — $2|°
(t — sp) 5248
e [ GG v
1 2 1_n 1+n—n B
siver (E—1) 72 (r —s1Vsg)T 2 T

S1 — S2 B
SKE{U—|g(c(t51>,Zl')+ g(c(t752),27:€)

t— Sl)m%+ﬁ

dr'g(c(t —s1 V s2), 2 — x)}

m k
(A.90) <Kj {1 + ) (CHE(t =51V 52)2 HB (g H‘% — B+ (i— 1)3)}

k=1
|51 — 52|
(t— SQ)WT*MB

|51 — 52/” _ N _ _
X ——g(e(t —s1),2—x) + glc(t —s2),z—x) p .

(t— )5 +8

We now turn our attention to the quantity Ay, s, (Pm+1 ® O [0y Hm+1]) (1, s, t, 2, 2)(v) and use of the
following decomposition

AS1752 (pm+1 & ag[aﬂﬂerl])(uv S, t? xz, Z)(’U) =I+1I+ IIL

with

t
I:= / A81,82pm+1(:ua s, T, T, y)ag [auHm—i-l(M; 51V 52,7, ta Y, Z)](U) dy d’l",
s1Vsy JRA

t
II:= / / pm+1(:ua51 A 525raway)Asla‘SZag[auHm-l‘l(uaSaTatvyaZ)(v) dydT‘,
s1Vso JRA
and

s1Vsa
III := 7/ / p’m+1(/’L5 S1 /\SQ,T,Z',y)a;l[auHm+1(/l,Sl /\SQ,T,t,y,Z)](’U) d’yd?"
s Rd

51 /\S2
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We first use the estimates (ATI) and (A.87), then split the time integral into the two intervals
[s1V 82, (t+s1Vs2)/2) and [(t+ s1V s2)/2,t] to balance the time singularity and eventually use the fact
that ¢ — s1 A sa < 2(t — 51V s2). After some standard computations that we omit, we obtain

|s1 — so/”

|51 — s9|”
I <K —————9(ct—51),2 —2) + —————=5—
( (t — s0) " 545

t— )T HO

gle(t — s2),z — :I:)} .

To deal with II, we use (A8I)). To be more specific, we again split the time integral into the two
disjoint intervals [s1 V sa,(t + s1 V s2)/2) and [(t + s1 V $2)/2,t] as previously done. For the time
integral on [s1 V s2,(t + 81 V $2)/2), we bound the first term appearing on the right-hand side of
(AR1)) which writes as a minimum by K;|51 — solP(t — )" Hr — 51V 52)*(1+27T')*ﬁg(c(t - 1),z —T)
while for the second term which also writes as a minimum, we bound it by Kg (t—r)~t f(Rd)2(|y/ -
M A1)|Ag, 5200 [0upm (1, s, 7, 2",y (v)| dy’ 1/ (dx’) g(e(t — 7), 2z — ). For the time integral on [(t + s1 V
$2)/2),t], we bound the first term appearing on the right-hand side of (ARI) by Kg|sl — so)B(t —
)T (r — s V 52)*(1§n)*5g(c(t — 1),z — z) while for the second term, we bound it by K;(t -
r)it3 f(Rd)2 |As, 500 [0upm (1, s, 2", y)]|(v)| dy' 1/ (da’) g(e(t — 1), 2 — x). For the third term, in both

cases, we use Fubini’s theorem. After some standard computations that we omit, we obtain

1 ¢ En2B(CF,r—s51Vs
|H|§K§{ T Jr/ (Cg 1V s2) i

(t—s1Vsy) 2 wss (E— 1)1 (r — 51V sg) A
X |s1 — 32|ﬂg(c(t — 851 N82),2— )

for any S € [0,(14+1n)/2)if n=0or any 8 € [0,7/2) if n = 1.
We eventually deal with III by using (A87). We get

s1Vsa 1

1| < K drg(c(t —s1 N s2),z—x)

s1/A\S2 (t - 7’)(7" — 51 A SQ)IJHQL777
|81 — 82| lig’+n

<K

t— 51 Asg) 7 —
ry—vI gle(t — s1 N\ s2),2 — @)

|51 — 52|°
(t — 51 A SQ) 1+gin+’8
for any 8 € [0, (14 n)/2] if n = 0 and any S € [0,7/2] if n = 1 where we used the fact that t —s1 A sy <

2(t — s1 V s2) for the last inequality. Gathering the three previous estimates and using (528 at step m
finally yield

|AS1782 (pm-l-l 0 ag[aﬁb’H’ﬂH‘l])(u’ S, ta z, Z)(U)|

<K gle(t —s1 N s2),z — 1)

|81782|’8 |51 752|B
<Kj {mg(c(t —s1),2—x)+ mg(dt —82),2 — )
— o1 — 92
t an’zﬁ(CE,Tfsl\/SQ>

drg(c(t —s1 A $2),z2—x)

+K+ Sl_SQﬁ/ - —
g | sivss (E— 1) 173 (r — 51V sp) B A8

+ e k T nl-n+n , n

k=1 1=1
|1 — so|”

|51 — 59"
X ——g(c(t — s ,Z2— X +—717
{(t—sl)Hg T’Hfg( ( v ) (f—82)1+é 144

We now consider the quantity Ay, s, [07[0,Dm+1] @ Prmt1](p, s,t, , 2) and use the following decompo-
sition

g(c(t — s2),z — x)} )

Ay 500 10uPm11] ® Py (, 5,1, 2, 2) (v) = T+ 1T+ 111,
with

t
1= / / A s Oy Bt (1 8, 7,2, )} (0) @ (s 51 V 52,7, 1,3, 2) dy i,
s1Vsa R4

t
II:= / 8:} [aﬂﬁerl(:u‘v S1 N\ 82,7, %, y)](v)A51752 (I)erl(,u'v S, 1t Y, Z) dy dr
s1Vss JRA
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and
S1Vsa
III := —/ Iy [0uPm+1 (11, 51 N 52,7, 2, 9)](0) Py 1 (11, 51 A 52,7, 8, y, 2) dy dr.
Ss1/A\s2 R4

From (AT9), (528) at step m, (5I4), the space-time inequality (I4]) and using the fact that r —
¢ 28 (CE,', r — s1 V 82) is non-decreasing, we derive

|s1 — s2|” |s1 — s2|”
< Kj {ng(dt —s1),z—x) + ng(dt —52),z — )
— o1 - 92
t an’r;zﬁ(cg,T*Sl \/52)

+K+|51—52ﬁ/ — dr g(c(t —s1V s2),2 — x).
g | srves (t— )18 (r — 51V s9)E A («
From (A9) (with r = s) combined with (5I8)) and the space-time inequality (L) and using (A.69),

one gets

drg(c(t —s1 A s2),z —x)

t
1
1) < Kgls1 — 52|ﬁ/ =
sivey (t—1)1mF (r— 51V sp) B AR

|51 — so|”

<K e
(t A 52)T+ﬂ_77

glc(t —s1 N s2),z—x)

where we used the fact that t — s A sa < 2(t — 1V s2) for the last inequality. Finally, using again (A.9)
(with r = s), (BI8), (5I4) as well as the fact that ¢ — s; A s2 < 2(t — s1 V $2), one obtains

s1Vsa 1
[IIT] < K — drg(c(t —s1 A\ s2),z—x)
$1/AS2 (t*T)l_g(Tfsl/\82>l+2 -
|s1 —s |1772L+n
< K(tlsﬁg(dt_&/\&),z_x)
— 81V 82
|s1 — s0/”
gK(t s )HTn+ﬂ_ng(C(t—Sl/\82),Z—$)
— 81V 82
_ o8
<K [51 — 52 glc(t —s1 N sa),z—x)

(t — 51 N\ 82) S

for any 5 € [0,(14+n)/2]if n=0and any 8 € [0,n/2] if n = 1.
Gathering the previous estimates eventually yields

|AS1782 [a:}au [Pm+1] ® @1l 5,8, 7, 2) (v)]

BT |51 — 82|
<K} %gctfs ,Z2— X +%gct75 ,Z2— T
= ﬂ{(t&)%w—n (et =) ) (t — s5) 52 +6-7 (et = 52) )
t an’2ﬁ(c+ r—s1V 82)
+K+51—32ﬁ/ mn B’ — drg(c(t—s1Vs2),z—x
5! | aves (E—1)173 (r — 51 V sg) T TA- (e ) )
m k
+ +yk K2 nl-ntn 1\
(A.92) <K} {1+;(Cﬁ) (t—s1V s2) i]:llB(g,T—BJr(z—l)E)}

|s1 — so|”
(t—sg) " 20

|51 — so/” _ B
X ( gle(t —s1),z —x) +

t—s) B

g(c(t — s2),z — x)} )

For the last term, namely A, o, (Pm+1 ® 0)[0uHm+1]) ® Prns1) (i, s, t, 2, 2)(v), as previously done,
we decompose it as the sum of the three following terms

t
I:= / /d AS1752 (pm+1 & ag[auHerl])(Hv s, T, T, y) (I)m+1(:u‘7 S1 \ 52,7, ta Y, Z) dy dT,
s1Vss JR
t
II:= / /d(pm+1 & 8’? [aﬂHm+1])(Ma S A 52,7, T, y) Asl,szq)ﬂ’H*l(,u‘v S, T, t? Y, Z) dy dT,
s1Vsay JR

s51Vso
M = [ [ (i © 000, oD 51 A2, 1,0) B 51 A 52,7, 2) dy .
s R

1/A\S82
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We deal with I by using (A.91)) and (5.I4). In order to deal with II, we first remark that the estimates

(5I0) and (A87) yield

K
(A93) |(pm+1 & 817;1 [aﬂHerl])(Mﬂ s, t,x, y)| < m g(c(t - S)ﬂ z = :L')

and then use (A69). We finally deal with III by using (A93) and (5I4) as well as the fact that
t— 51 As2 <2(t—s1V s2). Skipping some technical but standard computations, we obtain

|A51,S2((pm+1 ® 817 [auHerl]) ® (I)erl)(,Uv s, t,x, Z)(U)|

m k
+ +\k k1 nl-—n+n . n
(A.94) < Kj {1+;(Oﬂ) (t —s1V s9) EB<§,TB+(11)§>}
|51 — 52/

|1 — so|”
X —g(c(t—sl),z—x)—l——l%
{< (t—sg) "5 20

t— )5 HB

gle(t — s2),z — x)} .
Gathering the estimates (A90), (A.91)), (A292)) and (A.94) eventually completes the proof of (A.83).
O

APPENDIX B. PROOFS OF THE TECHNICAL RESULTS

B.1. Proof of Lemma [A.1]
Step 1: smoothness of the maps (s, u) — bi(t, x, [th’g’(m)]), a; ;(t, z, [th,g,(m)])'

We apply Proposition to the density function (s,z,u) = pu(u,s,t,2,2) € CH>2([0,t) x R? x
P2(RY)) and to both maps h(.) = b;(t,z,.) and h(.) = a;;(t,,.) respectively. Note that from the
estimates (518), (519) and (5I0), the map [0,1) x R x Po(RY) > (s, 2, 1) = pm(p, s, t,z, 2) satisfies
the conditions of Proposition [Z2] in particular the condition (2II)) is satisfied for any fixed positive
integer m. We thus deduce that (s, ) — bi(t, 2, [X;S™)]), a;;(t, 2, [X79™)) € C12([0,8) x Po(RY))
with derivatives satisfying

O [0 lbi (t, 2, [X75 "] ()
[ (Gt ) = St S 0)) 05 st 1)
R4 m m
(B.1)
6bl $,&,(m) 6bl $,&,(m) / n / /
[ (ot X050 0) = 20, (X)) ) 2101, 0)0) e
B[ (t, =, (X))
_ ob; 5,€,(m) ob; € (m) ]y (o / /
(B2) - /(]Rd)2 (5m(t,.’L‘, [Xt ])(y) - 5m(t,.’L‘, [Xt ])(,CE )) 8st(M>3>ta$ 5y) ,U,(dl‘ )dya

010, las i (t 2, [X75 )] (v)

6ai,< s,6,(m (5ai,‘ s,&,(m n
= [ (5 D0 = S X D00 ) 047 5,8, 00

5ai ; s.£.(m 504’ j s,€,(m n
+/ (—5 Lt X)) (y) - ol CE2 [x;e )])(x’)) 0, [0ppm (1, 8, t, 2", y)|(v) p(dz’) dy,
(R4)2 m m

Dslas ;i (t, 2, (X))

(5ai 1 s m S m
(B.4) :=/%%2(7;§<ux4x;f‘ M) &n(thXlg()D@”)i%pmﬁh&tﬂﬂy)uwwﬁd%
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and
Dslaii(t, 2, [X) 5] — ag j(t, 2, [X75]))

o) = [ (G ) - G @) )

50,1' ; s.€.(m 504’,' s,&,(m
_<—5nf (t, 2, (X5 (y) — 6—mj(t,z, (x40 )])(x’)>} Dspm (1,5, t, 2", y) p(da’) dy.

Now, from the preceding identities and employing similar arguments as those used in step 1 of the proof

of Proposition 22l we eventually deduce that the maps [0,%) x Po(R?) 3 (s, 1) + Os[b; (¢, , [th,g,(m)])],

Os[ai; (t, 2, X)) and [0, ) xPo (R XRE 3 (s, 1, v) > 02 [Bulbi(t, 2, X7 "D (), 02 [0ulas 5 (¢, 2, [X7 )] (w),
n € {0,1}, are continuous.

Step 2: proofs of (IH% Mf (M), (]EI)7 (IED and (]m)

Combining the n-Holder regularity of [0b; /om](t, z,m)(.), [0a; ;j/dm](t, x,m)(.), uniformly with respect
to the variables t,x, m, with the identities (B.I]), (B3), the estimates (5I0) as well as the space-time
inequality (L4]), we obtain

10210, [b3 (2, 2, [ XS TN (0)] + 10218, ai s (t, 2, (X0 (v)]

1
SKS——== +/ (ly = '1" A1)|0; [Oupm (s 5, 2, )| (v)| p(da’) dy
(t—s) 2 (R)2
for n € {0,1}. This concludes the proof of (A.J]).
We now prove the estimate (A.2)) for the difference 9, [0, [a; ; (¢, z, [X; m)])]](v OvOplai ; (t, z, [X) & (m)])]](v’)

as completely analogous arguments apply for 9, [0, (b (t, x, [ X - (m)])]]( ) — 0u[0u[bi(t, z, [X, - (m)])]]( ).
From (B3), it holds

Do[Opulai (t, 2, X7 D] () — Bu[0ulas i (t 2, XS] ()

60/1' j 5,€,(m
= [ S, (X)) [02Pm 1,510, y) — 02 (1, 8,0, y) dy
Rd m
da; ; da; .
B. 2,J t Xsafa(m) _ v t X&7£7(m) /
(B # o (R e hw) - Gt 5

X [00[0upm (ps 5, t, 2", y)|(v) = Do [Oppm (1, 8, t, 2, )| (v")] p(da") dy.

We estimate the first integral appearing on the right-hand side of the above equality by splitting the
computations into the two following cases: |v —v'|? <t — s and |[v —v'|?> > t — s. In the first case, we
remark that

5ai 1 s m
/]Rd 577;] (t,z, [ Xy & )])(y) [agpm(ﬂ,s,t,v,y) —8§pm(u,s,t,v’,y)] dy

oa; ; 5.6.(m 504’,' s,&,(m
= / ) [5—n;j<t,:c, X () = S (b (X (0) | [0 5. 8,0,9) = O2pm (s, 1,0 y)] dy

so that, from (BII) with n = 2, § € [0,7) and using the uniform n-Holder regularity of the map
v [0a; ;/0m](t,z,m)(v) as well as the space-time inequality (L4) and the fact that |y — v|" < |y —
V|4 o — |1 < Jy — 0|7+ (t— 5)"2, we get

0a; m
‘/Rd Lt 2, (X7 ) () [02pm (1, 5,1, 0,y) — 02pm (15,1, 0, )] dy
< Kglo — | / G {0l .y =) el =)y ) dy
r
(B.7) < gy =l
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Otherwise, if [v — v'|2 > t — s, we rather write

50/1' j 5,6,(m
[, X0 ) ) 025,80, ) — D25 )
da

6ai j 5,6,(m 5,6,(m
= [ 5 D0~ 5 (X)) | 025,800

om

6ai,‘ 5,€,(m da s,€,(m
[ b D) — 5 (X5 D)) )
and combine the uniform n-Holder regularity of [da; ; /ém](t, x,m)(.) with (EI0) for n = 2 as well as the
space-time inequality (L4]). This yields (B.7)). We handle the second integral appearing on the right-
hand side of (B.6) using again the boundedness and uniform 7-Holder regularity of [da; j/6m](t, z, m)(.).

Gathering the previous estimates concludes the proof of (A2)).
We now prove (A.3). From (B.3) we directly obtain

O Bulai i (t, 2, [X70™]) — ai s (t, 2, [X) )] (0)

= /(Rd)2 {08 4, S () — 8, (X)) )

om

BE) (T (1 (X)) ) — OB (12 (X)) ) 10 (B (. 1,0 )] () ) dy

+ [ G X ) - T X))

m
_daiy

da; ; 5,6,(m 5,6,(m n
— (5Lt 2 (XD () = L 2 X W) O i (1,4, 0, ) dy
n,l n,2
(B.9) = Jis (v) + Jis (v).

Now, observe that the uniform n-Hoélder regularity of the map [da; ;j/dm](t, ., m)(.) gives

JZ’jl(v)‘ < K/(Rd)2(|y —2'[" A |z = 2" A0} [0upm (1, 5, 2, y)] (v)] plda”) dy
(B.10) < K|z — fCIB”/ (ly — 2| =" A )0 [0upm (s 5., 2, )] ()] u(da’) dy
()2

and similarly combining also (B.I0) with the space-time inequality (T4)

|z — |7
Ltn=(1=F)n

(B.11)

JZ}Q(U)‘ < K|z - $|B"/ (ly = o= A D)0y P (1, 5, t,v,y) | dy < Kz
(R9)2 (t—s)

for any 3 € [0,1]. Gathering (B10) and (BI1l) completes the proof of (A3).

We now establish the estimate (AL4). According to the notations previously introduced, we have to
deal with the two terms Ji’jl (v) — Jl’j1 (v") and J;’]-Q(’U) - Ji’f(v'). We first write

1/1

om

e =33 = [ { G ) - el () @)
= (Gl g e ) - S g x) a)))
%[00 [0upm (11,5827, 5)]| () = 00 | 0upm (115,127, )] ()] mlda’) dy’

On the one hand, the uniform n-Hélder regularity of the map [da; ;/dm|(t, z,m)(.) yields

i (0) =335 ()] < K (ly'=2"]"AL) p(da’) dy'

g
(R%)2

0o |0 5.2 )| (0) =00 | Dypin (1, 5. 1,07 9) | ()

On the other hand, the uniform n-Hélder regularity of the map [da, ; /om](¢, ., m)(v) implies

000D 3.2 )] (0) =00 [B,pun (1, 5.1,27 3| ()

1,1 1,1
9031 )] < K(z=aln) [ w(di) dy

(R4)2
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In order to deal with the second term, we write

1,2 1,2 .
T2(0) - J2() = /

R

dai,j

om

{1 e )

0ai,j s.&(m)py o,y _ 0 5,6,(m)
— (S (= XN ) = S (2, X)) |
X (aipm(ﬂa S, tv v, y/) - agpm(ﬂ, S, tv vla y/)) dy/-

First, from (GI0) (with n = 2) and the uniform n-Hoélder regularity of [da; j/dm](t, ., m)(v), we obtain

(t,2, [X) ™)) (0))

1,2 1,2, |z —z|7A1 "B
L2y — Jhs < KT,
|Jz,] (U) Jz,] (U )| —Kﬂ (t—3)1+§ |U v |

for any 3 € [0,n). Then, in the diagonal regime |v — v'| < (r — 5)'/2, from (GII) (with n = 2) and the
uniform 7-Holder regularity of [da, ;/dm](t, z, m)(.), for any 8 € [0,7), one has

o —v')?

1,2 1,2/ 7
’ — Jc < - @
17577 (0) = 3,7 ()] < Kﬁ(tis)l_i_@;n

g
while in the off-diagonal regime v — v| > (r — 5)'/2, writing

50,1' ; $,6,(m
120) - 32w = [ (G X))

5 ¥ s m
= S (b, (X7 ) (0) B2 (s, 0,9 dy

6ai j s,&,(m 50/1',’ s,&,(m
— [ G XN ) = S (D) )

om om

and using (B.I0) with n = 2 as well as the space-time inequality (L4) yield the same estimate as in the
diagonal regime. Hence, for any (v,v’) € (R?)2 and any 8 € [0,7), it holds

[o—'}?

T2 (0) = I3 (0 < K —.
7 ﬁ(tfs)l“‘BT

0,J
Gathering the above estimates, we thus conclude

355 (0) = 33 5(v")]

— '8
< Ks(lz—a|" A1) L’U|B+/
(= +F oy

and

|73 (v) = 33, ()]

|va’|ﬁ / / /
<Kg{ ————+ (ly" = 2'["A1)
ﬁ{(t—8)1+ﬁ2 (Riy2

Again, combining the two previous estimates yields (A.Z]).
We now prove (AR). Similarly, from the identities (B.2]), (B:4) and the uniform n-Holder regularity
of [0b;/om](t, z,m)(.), [0a; ;/0m](t,z,m)(.) one gets

00| D11, 5.1.2.4) | (0) = B, [ Db (5. 1.2", ') ()

pu(dz’) dy'}

00| O, 5.1.2.9) | () = B, O (5. 1.2" /)| ()

u(da’) dy’} .

0ot [X7 S CIDI 10l (8,2, (XS] < K /(Rd)2<|y = a/|" A1) Ospn (1 5.1, )| u(da’) dy

for some positive constant K := K(T,(HR), (HE)).
In order to derive (A.G]), we use either the uniform 7-Holder regularity of the map [da; ;/dm](t,.,m)(y)
or the uniform n-Holder regularity of the map [da; j/dm|(t, z, m)(.) so that

(5ai7j

om

_daiy

om
(2, [ ) — 1,2, 13 ) )|
sm A Sm N
<K(ly—2'|" Az — 2" A1)
< Kl —277(jy — 2'|20m A1)

(t 2, [X75 ) (y) (t,2, [X5 ")) ()

for any 3’ € [0,1]. Combining the above upper-estimate with (B.5]) directly yields (A.6]).
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B.2. Proof of Corollary [A1]
Step 1: smoothness of the maps (s, , 1) = Diy 11 (1, 8,78, 2, 2), Po i (1, 5,8, 2, 2).

Combining Lemma [AJ] with the estimates (A.7), (A.8) and the dominated convergence theorem, we
deduce that the maps (s, i) — f: a(r',y, [X55 )y @y ft (', y, [X5° (™)) dr' belong to CL2([0, 7) x
P2(R%)) and C12([0, t) x P2(R?)) respectively. Hence, we conclude that the maps (s, z, 1) — p%, 1 (1, s, 7, ¢, @, 2),
Pt (s s, t,w,2) = D% (1, 5,8, t, @, 2) defined by (B8] belong to C1%2([0, r) x P2(R?)) and C1%-2([0, ) x
Py (R?)) respectively with continuous derivatives with respect to the variables s, =, y and v. We now

prove the announced pointwise Gaussian estimates.

Step 2: proofs of the related pointwise Gaussian estimates on the derivatives.

From (53], (A7) and Jacobi’s formula, for any r € [s, ), we derive

aﬁ[aﬂﬁgrﬂrl(ﬂﬂ S, T, ta &€, Z)](U)

L {trace<<[a(r’,y,[Xf“m) ) /an a(r’ . [X fﬁa(m)])]](v)dr’>

(B.12) —(z — )t ( / (e, (X6 ) / O Oula(r’,y, [X 55N (v) dr’

(/ (v, 3, (X35 0)) dr ) (zx>}pm+l<u,s,r,t,z,z>

where

traee<<[a<r',y,[X:“”’ ) / 02 (0ulalr’ y, [X ’“m>1>n<>dr'>

([ otz ar 1., / 200, XD )

I
a
M=

1

-1

(s )" </:a<r',y,[xsf“"> ) /a" (9.1 ’“’")])H()dr’</t ' S ) (e =)

i[<zx>t<[a<rey,[xf“m> ) /a lare (', (XSS D] o) dr

<[ ([ ot a) -]

The preceding identity combined with (HE), the space-time inequality (L4) and then (A1) yields

|ag[auﬁn+1(u7 5,7, t’ €T, z)](“)'

= [ w0010, o (. D) 4 gl = ).z )

K t 1 ¢
< / — / / Iy — 27 ALY Bpp (s .7 ' o V) 0)] (e’ dyf i’
t—r r (TI — S) 2 r J(R4)2?

x glc(t —r),z — x).

<
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This concludes the proof of (A.9). In order to get (AI0Q), we employ similar lines of reasonings, namely,
from (5.5), (A8) and Jacobi’s formula,

asﬁn—i—l(ua S,T,t,l’, Z)

%{trace<(/:a<r',y,[xff () ) / dyla(ry,| ff“””w)
(B.13) (zz)t(/f<,y,[x“”> ) /a Ly (XS] dr

y (/t ' y,[XS“m)])dr) (z—x)}pm+1(u,s,r,t,x,z)

with dg[a(r’,y, [XS,§ (m)]]) = (Os[ak,e(r', v, [ng( )])])13167@3(1, which in turn by (HE), the space-time
inequality (L4) and then (Af) yield the Gaussian estimate (AJ0). We now remark that the derivative
of s = pY (1, s, t,x,2) =Y 1 (1, 8, 8,1, , 2) satisfies the relation

asﬁn-}-l(ua S,t,ZE,Z)

d t
1 S m
= =5 D arelsy.m) HY' (/ a(r,y, (X5 >1>dr',z—x) B (b, 5,1, 2)

k=1

—%{traee((/j a(r',y, [ X 55 (m) ) /8 a(r',y, [X ,’5 (m)])]d )
(B.14) —(z—a)f (/t (g, (X540 ) /a a(r! g, XSS dr

X t a(r',y, [X,J5 (m)]) dr (z =) ¢ Doy (pts 5,8, @, 2)
( ) =)

which in turn, again by (HE), the space-time inequality (I4]) and then (A.5]) yield the Gaussian estimate
(A10). We now prove (ATI2). If |x; — 22| > (t — 5)'/2, then the announced estimate easily follows from
(A9) (with r = s). Assuming now that |z; — 22| < (t — s)'/2, from the mean-value theorem and the
space-time inequality (L)

|]/)\%r}n+1(ua S’t”Tl’ Z) - ﬁ?n-l—l(u’ Sat7$2a Z)|

|$1*$2|
=R gle(t =),z —a1) + g(e(t = 5), 2 — 22) }
< glmzel $2| {g(c(t —5), 2 —21) + g(e(t — 5), 2 — w2)}

(t—s)*
which combined with the identity (BI2) for r = s, (A1) yields (AI2).

In order to prove (AI3), one may assume without loss of generality that |y; — y2| < 1. Starting from
the identity (B.I4]), one uses (AH), (A6]), the uniform n-Holder regularity of a(t,.,m), the inequality
[Dp 1 (1 sty ,2) — Dy (1, 8,8, @, 2)| < Klyy — yo|"g(c(t — s), 2 — ), which stems from the mean-value
theorem and again the n-Holder regularity of a(t,.,m), and finally the space-time inequality (L4]). We
omit the remaining technical details.

We finally prove (A14)). We start again from the identity (B.12) and use (HE), the space-time
inequality (L4) and then (A.2). We obtain

|a [ #ﬁnJrl(,u’vSvT t €z Z)](’U) - 8U[a#ﬁn+l(uvSvTvt,z7Z)](vl)|

< K / w0, O fas (. (XD (0) = 0u[0plas 5 (' y, X NN drglelt — 1), 2 — )

Kgs /t[ [v—'}f
t—r e L — o1+ 932

+/ (Jy" = 2" A 1)|0u[0ppm (1 5,77 2",y )| (0) — By [Oppm (1, 5,77 2,y (V)| dy’ u(dx')} dr’}
(Rd)2

IN

x gle(t —r),z — x).
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B.3. Proof of Corollary [A.2]
Step 1: smoothness of the map (s, ) = Humi1 (1, 8,75t 2, 2).

We apply again Lemma [AJ] and make use of the estimates (A7), (A8)) together with the dominated
convergence theorem to deduce that each term appearing in the expression of H,41(i, 8,7, ¢, 2, 2) given
by (1) is C12([0, 7) x P2 (R4)) with continuous derivatives with respect to the variables s, x, y and v. We
thus conclude that the map (s, p) = Homt1(, 8,7, ¢, 2, 2) € CL2([0,7) x P2(R?)) and admits continuous
derivatives with respect to the variables s, z, p and v.

Step 2: proof of the pointwise Gaussian estimate (ATI3).

We use the following decomposition
(B15) 83[8#’Hm+1(u,s,r,t,x,z)](v) = In(v) +IIn(’U) +III"(’U), ne {071}5

with

I(0) o= 4 2 3 0o (e, [X2SOV]) — a2, (X0 0)

’le

. t
x HY </ a(r', 2 (X550 a2 — :c) }ﬁm+1(u, 5,1,t,T,2)

d
1 e o
12 > (ai’j(r’x’ [X280M]) - 5(r, 2, [X55 )]))
,J=1

i
¢

X [GMH;J (/ a(r’, z, [ng (m)])dr’,z—x)} (’U)} D1ty 8,7, 2, 2)

— 117 (0) + 112 (0),

I (v) = {_ zd:bi(r,x, [X 54 (m)]) i (/t a(r’, 2 (XS5 a2 — x)

— T

d t
1 i, J s m
5 2 (@i (ra, (X)) —agi(r, 2, (XS0 Hy? ( / a(r', 2, (X >]>dr',z—x)

=
X Oy [OuDm+1 (1, 8,7, 8, 2, 2)] (V).

We now provide an estimate for each term separately. First, from (Al and the space-time inequality

umey

e | ZH1 ( / ”[Xs,um)])dmx) 33[@[@'(7"7:07[Xi’g’(’")])]](v)lﬁmﬂ(u,r,t,x,d

K 1
S P" { = o O =P AL Bt ) ) dy’}

x g(c(t —1),z — x).
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Then, again from (AJ]) and the space-time inequality (T4

i)\m-‘rl(/j/a T, t,.’Ii, Z)

3 (0)] = ‘— S b, X ottt ( | a2, XS a5 )]

i=1

2

z—z t 1
<k | ([ 0 A DO MO e )

x gle(t—r),z—x)

(r—s)
x gle(t—r),z — x).

K 1 1 t
< K S / / Iy — 217 A D) Byp (s .7 ' o)) 0)] () dy i’
(t — 7’) 2 2 t—rJ, (R)2

We thus conclude

K 1
WIS o=y { Tyt T A IO ()

t
v/ <|y'z'm1>|83[a#pm<u,s,r',x',y'n(vnu(dx')dy'dr'}g(c(tr>,zz>.
- r (Rd)Z

We now provide an estimate for II". It follows from (A.3)), (L5 and the space-time inequality (L4 that
|z — |87
(t —r)(r — s)
Lin—(1-8)n / 1(1—=8)n n roo ’ ’
X |1+ (r—s)™ 2 - (Iy" = '] A DO 10upm (1, 5,7 2", y")](0)| pu(da’) dy
Rd4)2
x gle(t—r),z —x)

< Ke
B O e A (R s

T} (v)| < K

x (1 H= 9y (0 A D100, 5, )| () dy'>
(RH)2
x gle(t —r),z — x).

We now turn to II5(v). From the very definition of H7, (A1) and noticing that for any smooth map
P2(RY) 3 v+ X(v) taking values in the set of positive definite matrix it holds

0 10,(27H (1)) i4](v)

S e - 3 7 ) O O E s m =01
we get |
oo, | mi ( / a2 Xy x)] ()
<K ('(t - f)'i T - 7«)2) / t max |07 [Oulan.e(r', 2, (X)) (o) dr”
< (G i) (e
(B.17) [ o O = AN Bt ) ) dr'> ,
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so that, from the uniform 7n-Holder regularity of a(¢,.,m) and the space-time inequality (4]

n |z =t |z —a]"
11 < K
i < (B2t + 2
1 1 K ! /77 7 ! ! ! ! ! !
X (7" _ S) 1+72Lfn + t—r (Rd)2(|y Y | A 1>|8'u [8ﬂpm(ﬂa S, ,T,Y )](U)| /,L(dl' )dy dr
x gle(t—r),z—x)
K
S n 1+n—mn
(t—=r)2(r—s"2
(r —s) Hn "
X <1 o / /Rd)Z — &' [T A1)y [0upm (ps 5,77 2" y")](v)] plda”) dy' dr')

x g(e(t — 7“) z—1x)
Hence, gathering the estimates on II7 and II3, we obtain

Kp
I (v)| <
| ( )| = (t _ T)lfﬂ_; (T _ S) 1+n7(21*B)TI

(1 (- / (| — 2| =B A )0 Bupim (1, 5,7, 2,y (v)] p(da’) dy’
(R%)2

1+n (1 B8)n
r—35)
T [ = AR s y)](v)lu(dx’>dy’dr’>
xg(c(t—r),z—x)

for any 3 € [0, 1]. Finally, using the estimate (A.9) of Corollary [A] the uniform n-Holder regularity of

a; ;(t,.,m) and the space-time inequality (), we get

K

(t—r)'="2(r—s) =

(o)) <
1+'n.'rl
— 2
x<1+ =9 = / Jo z’l”A1)|33[3upm(u,S,T’,x’,y’)](v)lu(dw’)dy’dr’>

x g(c(t—r),z —x)
We conclude the proof of [AJH) by gathering the estimates on I"(v), II"(v) and III"(v)

Step 3: proof of the pointwise Gaussian estimate (ATIG]).

The strategy is similar to the one developed previously. We here use the following decomposition

OsHm+t1(p, 8,7t 2, 2z) = T4+ 11 4+ 111
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where
d ' t
I= |: - Zaé[bl (T,.’L‘, [X;{’(m)])]Hi (/ G(TI, Z, [Xf;f,(m)]) d'rl, z — (E)
=1 T
d ' ¢
a Zbi (r,x, [X’f@(m)]) 0sH; (/ a(r', z, [Xf;gy(m)]) dr',z — 96) }ﬁmﬂ(ﬂ, 8,1yt 1, 2)
=1 T
= Il + 127
1 & ot
II= |:§ Z (Oslas,j(r, x, [Xﬁyé,(m)]) —a;;(r 2, [Xff,(m)])])H;J (/ a(r', z, [Xi;&(m)]) dr', 2 — z)
i,j=1 T

d
1 S m S m
+ 9 Z (ai,j(rax’ [Xr7€7( )]) - ai,j(ra 2 [Xr7€7( )]))

ij=1

t
x O, H} < [t x5 - ) [P (.7, 2)

= IIl + IIQ,

d t
ML= [ = 3 b XD [ a2 Xz )
=1

T

+1d
2

(1.2, X250 = a2, (X240

i,j=1
t
x Hy’ </ a(r', z, [Xf,’g’(m)) dr',z — z> }8Sﬁm+1(u, s,rtx, 2).
ks

We again provide an estimate for each term separately. We will be brief on some technical details
inasmuch as the proof of the following estimates follows similar lines of reasonings as those employed in
the previous step.

From (A.5]) and the space-time inequality (I4)), we obtain

1 oy [ O =T A0 ) ) (et =), = =),

From the very definition of Hi and using the fact that for any differentiable map [0,7) > s — %(s)
taking values in the set of positive definite matrix one has

0s(57(8))ig = —(E7HS)AES)ETH5)ig = = D (E718)) ik 0By o (8) (57 (8) o

k1,k2
we get
; ¢ $,&,(m) |Z—.’L‘| ! s,€,(m)
(B.18)  |0sH{ (/ a(r’, z, [ X)) dr' = —x) ‘ < K(t—r)Q/ Ir]ialx|88[ak,l(r’,z, (X)) dr
and
.. t
(B.19) OsHy’ (/ a(r', z, [Xf,’g’(m)]) dr', z — :I:) }

Oulao(r', 2, (XS5 |

<x (G ) L m

It now follows from (B.I8)) together with (A.E) and the space-time inequality (L4) that
B t
Ll < KL [ [ = a1 A b’ ) ' gl = 7).z — )
(t=7)*Jr Jmay

K t
< Gt L 0 Ao s ] et =),
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so that

K
I <

T (t—r)3 {/(Rd)2(|y/ = 2" AD)Ospm (s s, 2" y')| p(da’) dy'

(R4)? (Iy" = 2'[" A 1)|Ospm (s 5,72, y)| pu(da’) dy’ dr’} gle(t —r),z — ).

It follows from (A.6)) and the space-time inequality (4] that

Kp

| < —
(t—r)="%

/(Rd)z(ly’ — &/ |OMAY |Ogprn (1, 8,7, 2y p(da’) dy gle(t — 1),z — ).

for any 8 € [0,1]. From (BI9), (A5, the uniform n-Holder regularity of a; ;(¢,.,m), the boundedness
of b; and the space-time inequality (L)), we get

e A P s (m
|IIQ|§K{|(tl)3 + i }/max|8 lak(r', 2, [ X)) /6 )]]|dr gle(t—1r),z —x)

<m/ /Rd)z y' =" A1) [0spm (s 5,7 2y )| plda’) dy' dr’ g(c(t — 1), 2 — ).

Gathering the two previous estimates, we obtain

K -
HHSE——$77{A (1 =&/ A1) D5, ', ) df

= ) I ’zWMmmmwwmwMWW}thzn

Finally, the Gaussian estimate (AI0), the uniform n-Hélder regularity of a; j(¢,.,m) and the space-time
inequality (L4) clearly imply

K t
] < (e / /(Rd)2(|y’ = &[T AD)|Ospm (1, 5,77 2y plda') dy” dr'g(e(t — 7)), 2 — x).

Gathering the previous estimates on I, IT and III concludes the proof of (AT6]).

Step 4: proof of the pointwise Gaussian estimate (AIT).

We start from the decomposition formula (BIH) with n = 1 and establish appropriate Gaussian
estimate for the difference of each term evaluated at v and v’ respectively. From ([(A2]), (HE) and the
space-time inequality (L)), we get

I ()*11( gl

d

LZ

t—rz —

Kg {WwW

T (t-r)t (r— S)H@

(r, @, X2 SN (0) = B[ [0 (r, 2, [XSTIDN W) g et = 1), 2 — )

+/ (Iy" = "1" A D00 [0pm (1, 5,7 2" y)] (v )—(%[aupm(u,s,r,w',y)](v')lu(dw')dy’}g(C(t—r),z—w)-
(R9)?
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Next, from the very definition of the first order Hermite polynomial H?{, the identity (B.I6]), the
estimate (A.2), (HE) and the space-time inequality (L)), we deduce

[15(v) = T(v")]
K t
< 3 / max
(t—mr)2 Jp &

v —v')?

S K 1 B—n
’ { (t—r)2(r—s)+t—=

T A o W =P A DB 0) 0, [aupmm,s,r',xcy'ﬂ(v'nu(dw')dy'dr'}

x g(c(t—r),z — x).

Bolpulai (' 2, (XSS N (W) = Bul0ula, (o, 2, XSS D) | dr gle(t — 1), 2 — )

r’

Gathering the two previous estimates, we thus conclude

< K
= B{@m%@g

+(t77")% /T /(Rd)zﬂy/ — &[T A D00 [0upm (s 5,77 &, )| (V) = Ou[Oupm (1, 5,77, 2, y)| (v')| plda’) dy’ dr'}
x gle(t —r),z — x).

In order to handle the difference I1}(v) — I3 (¢'), we use (A4), (LH) and the space-time inequality
(C4). We obtain

11 (v) — I ()]

SKﬁ{ nl B A : Bn}

(t—r)t=2(r—s)t2  (t—r)(r—s)t"2
v—2v P+ (r—s 1+2

x{| e [

o I EELLSY
(R4)2

x glc(t—r),z —x).

o O (.72 40) | (0) = 00 | Dypun (15,72 4| ()

p(dz") dy’

+Hr )

» [aupm(u, 8,7, l",y’)} (v) — O [C’%pm(u, 5,7, w',y’)} (v’)‘ p(dz") dy’ }

We deal with II3(v) — II3(v') by using the very definition of the Hermite polynomial H”?, the identity
(B14), the estimate (A.2), (HE) and the space-time inequality (I4]). We obtain

113 (v) = TL5(v))|

2 — 2P | af? /
< K
= {<t—r>3 MR EN ) v

X g(e(t —r),z —x)

Dol laij (', 2, XSS (W) = BulOulaiy (', 2, X5 DN (") dr’

o —v')?

<K —
B{@ﬂk%ugHéﬁ

by [ = D00, N0) 00 ) dr'}
— 7“ 2 (Rd)2
x gle(t—r),z —x).
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Putting the above terms together, we conclude

I (v) — I ()|
< Kp { nl 5 N ! B—n }
(t—r)t=2(r—s)t2  (t—r)(r—s)*7=

X |va’|ﬁ+(7"fs)1+§/
(R4)2

+<rfs>1+ﬁ%" / Iy — " A1)
(Rd)

u(da') dy

o [Oupn .72, 4') | (0) = 00 | D (1,572 )| ()

u(da’) dy

o O (1,5.7.2°,9')] (0) = 0o By, 8.7, ) | (o)

7"—8

t— Ly =21 A DN, [0pm (5,77, 2",y )] (0) = O [(%pm(u,s,r’,x’,y’)](v')lu(dw')dy’dr’}

xg( (tfr) z—x)

For the last term, from the uniform n-Hélder regularity of a; ;(¢,.,m), the space-time inequality (4]

and (A.14), it holds

[T (v) — I (o)

1 - ~
< KW|8U [aupm-‘rl(lu’a $,7,t, T, Z)](U) - 811 [aupm-‘rl(:ua 8,1t x, Z)](UI”

=3
Kﬂ 1B
< v—v
T (=) (r — s) {| |
r— sttt
o [ =1 A D03 N(0) = Oy st/ ) s '
r r J(R)2

Gathering the previous estimates, we eventually deduce

Oy {GMHWH(M, s,rt,x, z)} (v) — Oy {GMHWH(M, s,rt,x, z)} (v")

S KB nl B A ! B—mn
(t—r)t=2(r—s)ttz2 (t-r)(r—s)it=
B
X ['U - UI|B + (7“ - S)1+ 2 /(]R'i)2 av {@J%n(/% S, T, x/’ yl)} (U) - av [@J%n(/% S, T, wla yl)} (Ul)

+<r—s>l+@/ Iy — /" A1)
(]R"’)2

p(dz") dy’

p(dz") dy'

o O (s 5.7.240) | (0) = 00| Dy (5,70 4| ()

y =21 A DN [0pm (5,77, 2", y))(v) = 0o [Oupin (s 5,77 2 )| ()| wlda”) dy i’

th R4)

x gle(t—r),z —x)

The proof of (AIT) is now complete.

B.4. Proof of Corollary [A.3]
We proceed by induction on k. The case k& = 1 directly follows from Corollary [A2] and the estimates

(A19) and (A20). We now assume that the map [0,7) x Pa(R%) > (s, u) > Hm+1(u, s,7,t,x, 2) belongs
to CL2([0,7) x P2(R9)), with continuous derivatives with respect to s, z, 1 and v and that the estimates
(A21) and ([A22) are valid at step k. Recall that by the very definition of the space-time convolution,
it holds

¢
(B.20) H%Ii)(ﬂaS,T,t,x,Z) Z/ /d’Hm+1(,u,s,r,r',x,y)?—[fffil(u,s,r',t,y,z) dy dr’
R

so that it directly follows from the estimates (AT9), (A20), (A21), (A22) and the dominated con-
vergence theorem that the map [0,7) x P2(RY) > (s, 1) Hﬁfi})(u,s,r,t,z,z) belongs to C12([0,7) x
Py(R?)) and admits continuous derivatives with respect to the variables s, z, u and v.
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Now, from (B.8) and (A19)

t
| [ Jorioutn s o L G’ o)

k t
sKif&%HB(gﬂ,z)/ Ll eelt—re— o)
(r—s)= 1, 2°2) J, (7 =)t (¢ — )RS
K*K,, t= PN n o0
(r—s) =4 (b —p) ThEH EB( 23) B(i43) slelt =z =)
K*K,, k "
T -t ﬂB(Z 1 =D3) glet =),z =)

and similarly from (58] with ¥ = 1 and the induction hypothesis (A27))

t
/ / FHonss (1 5,172, 0)] BB H Sy (15,77, 1, 2)) ()] dy

¢ 1 1
< kK*K K,, B(-,- i / _ _
g H (37+¢-n3) ] S e vy e LG U I
kKY K, oL " nn "
< [15(2.2 N p (L — 1) )z —
T (s () R (4’4+(£ )2) (2’4+(k )2) glelt =),z — )
EK*E,, u n 0
< T — B(+,7+(—-1)=) glc(t—7),z — x).
(r—s) =4t —r)l-k3-1 g (4 4 2)

Summing the two previous upper-bounds allows to conclude that (A2T)) is satisfied at step k + 1. The
proof of (A.22)) follows from similar arguments and is thus omitted.

B.5. Proof of Lemma [A.2l
Step 1: proof of (AZH).

We use the decomposition

h(z) = it [X75) = aig(t 2, (X5 0M)

;5 m
//Rd 2(t,2,00")Y') [pm (1, 5., y') — Pra(p', 5,1, y')] dy’ AN

da; m
/ / 001 (1, O (5 Yo (1 5,1, 7" ) iy’ (1 — ') (') dA

d)z 5m

/ /W

(B.21) =:I(z) + I(x

m 6ai,‘ m
@g\ VW) — 5—mj(t,ac, @g\_’t))(ac’))AH,me(u, s,t, 2’y dy' ! (da') dA

where we introduced the notation @g\";) = (1= N [X2SM™) 4 X € (™)) We now claim that for any
B € [n,1], there exists a positive constant Kz such that for any a’, ac” € R4

da; m ' — 2P
(B22> ’ /d ] SC, G(Nt))(y/)[pm(ﬂa S, t,SC/, g/) - pm(:u‘? Svta :E//vy/)] dy/ = u
R

B=mn*

ﬁ(t—s) 2

The proof of the above estimate is quite standard. If |2/ — 2”| > (t — 5)'/2, we first write

50/1' j m
/Rd 5ot O (W) (11, 5.8, 2" y) = pin (s, 1, 2"y )] dyf’

e
L1

m 6ai,‘ m
(¢ e&t>< 2') = 2 (t,2,0017) (")

m 6ai,‘ m
2,00 (1) = S (2, 087) (@) | pn 1,5,y )y’

504' j m
S (1, 007) (@) [ .ty )y

2,00 (y') —
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and then combine the uniform n-Hoélder regularity of [da; ;/dm](t,z,m)(.) with the Gaussian upper-
estimate (0.I0) with n = 0 and the space-time inequality (I4]) so that

da;
‘/Rd = D) P (15,82 5) = P, 5,827, 3)] dy’
S K(ja = a7 + (£ = )"%)
I B
< gl

(t . S) B;n

for any B € [, 1]. Otherwise, if |2/ — 2| < (t — s)'/?, using the mean-value theorem, (EI0) with n = 1,
the uniform n-Holder regularity of [0a; ;/0m](t, z, m)(.), the space-time inequality ([.4) and finally noting
that in the current diagonal regime for any A’ € [0,1] and any 0 < ¢/ < ¢

1o 1=\ — 4|2 r2
(B.23) exp (—cp\gj + 1= —y] ) < Kexp (—c’u)
t—s t—s
we obtain
da; m
\/Rd 2 (1, O ) o 11,2 4') — P 58,273
5al] (m) / ’o0 NI / " ISV
_’ : /\t)(y)alpm(ﬂasat’)‘x+(1_)‘)$’y)(x_‘r)dyd)‘
Rd

5ai ; m (S(J,L' m
-| / /. [ 5ngj (.0, 00)0) — 522 0,0, 00) 0 + (1= ")

Dupim (5,8, o' + (1= N)a,yf) (@' — ) dy'dN

This concludes the proof of (B:22). Now, from (B.:22), we directly deduce

1 < Ky M.
— (t_s)ﬁ2n

In order to deal with II, we first remark that if Wa(u,p’) < (t — 5)'/2, then for any two random
variables ¢ and ¢ in L? with respective law p and p/, one can find A € [0, 1] such that

By P (15,8, 2)| = \E[aupmmus + (L= N5t 2, 2) (A + (L= NENE =]
0 S R
(t—s)lzn g(e(t = 8),z —x)

where we used (5.18)) (see also Remark[B.)). Using the Cauchy-Schwarz inequality and taking the infimum
over the random variables £ and & with prescribed marginal distributions p and u', we deduce
Wa(p, 1) (

!
D) oelt = s), 2 —a) < KIZUW) oy

(t—S)lT (t—s) 2

for any § € [0, 1], recalling that Wy (1, p') < (t —s)'/2. Otherwise, if Wy (1, p') > (t —5)'/2, the Gaussian
upper-estimate ([G.I0) directly yields

(B24)  [Aupwpmir(p, s, 2, 2)| < K §),2 = ).

Wy (s
| Ay Pm+1(p, 8,1, 2, 2)] < K(ig)g( (t—s),2 —x).

(t—s)2
The preceding estimate combined with the uniform n-Holder regularity of [da; ;/0m|(t, z,m)(.) and
the space-time inequality ([4]) yield
W4 (')

—n *

| < K
t—s)z
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Gathering the estimates on I and II allows to conclude that

3, 1)

iy (12, (X)) — a2, (X0 0V))| < D2 UL KD
(t— )"

for any 8 € [,1]. The corresponding estimate on |b;(t, z, [ X" (m)]) —bi(t, x, [th,g’,(m)])' is obtained in
a completely analogous manner. We thus omit its proof.

Step 2: proofs of (A46) and (AAT).
The mean-value theorem and (A45]) yield

|Au u’ﬁerl(,UvS t,x Z)|

< t_s/ max|a”(7’z (X&) —a (r, 2, [ XS0 dr g(c(t — s), 2 — x)
< kW) e 2
(t—s)=

and

|A,u Wﬁm+1(ﬂ,5 rt,x Z)|

< tfr/ maX|a”(r z, [ng(m)])—a”(r z, [XSE ] |dr' gle(t —71),z —x)
gK%g(c(t—r),z—x).

Similarly, differentiating n-times the maps  +— pr11(1, 8, t, 2, 2), Pmy1(i, 8,7, t, 2, 2), from the mean-
value theorem, (A.45]) and the space-time inequality (I4), for all « € [,1] and n € {1, 2, 3}, one gets

Wy (1, 1)

|A Oy D (1, 8,8, @, 2)| < K(t )n+ﬁ,n gle(t —s),z —x)
_ )=

and

B ’
W2 (Ma:u’) e g(C(t - T),Z o :L')

Ay Oy syt x, 2)| < K
| j zpm(,u IR ZE) )| (th)%(TfS) =

Step 3: proof of (A4]).
We here use the decomposition (G.I5]) which writes
Pmt1( 81,7, 2) = Pmt1(i, 8,8, 2, 2) + Dmy1 @ P11, 5,8, @, 2)
where, by (5.14), the last term satisfies
Bt @ Pt (1,2, 2)| < K (= 5)"2g(e(t - 5), 2 — ).

We thus deduce from (AZ6) that if Wy(u, /) > (t — )2, one has

APt (s 8,1, 2, 2)| < A Bt (s 8., 2, 2)| + K (t— 8) 2 g(e(t — 5), 2 — x)
gKW2 (”B“Z gle(t — s),z — ).
(t—s)7

The previous estimates together with (B.24) concludes the proof of (A48]).

Step 4: proof of (A49).
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Asin step 1, we only deal with the difference a; ; (¢, x, [X}" - (m)]) a; j(t,x, [ X} £ (m)]) [ai j(t,y, [ X & (m)])—
a; j(t,y, [ X7 ¢ (m)])]. Having in mind the notation of step 1, namely from (B21]), it holds

h(w) = h(y) = aii(t, 2, [X7C0]) = ag i, (X)) = o (6, X59]) = ag gty (X0 0))]

oa; m da; ; m
/ /Rd)2 [ L (t,2,057) () - Tﬂ;(t,y,@i,t))(y’)} Pt 5t 2",y dy' (e — p') (da”) dX

6az m 6ai,‘ m
/ [ (5 m 000~ 5200080 W)) Ay, ) dy' s ')
(R4)2 m
=T+ 1II.

We now follow similar lines of reasonings as those developed in step 1. We first prove that there

exists a positive constant K := K (T, (HR), (HE)) such that for any a € [0,7], any S € [a, 1] and any
o, 2" € RY

5ai ; m
5 000 552 0 0000 | 508,870 = st
1 B
(B.25) < K(jz—y|"* A 1)%.
(t—s)=

We again split the computations into the two disjoint cases |2/ —z”| > (t—s)'/? and |2’ —2"| < (t—s)'/2.
If |2/ — 2| > (t — s)/2, we again write

6ai j m 6ai,‘ m
/]Rd [ij(taxaeg,t))(y/) - 5—W;(taya®&7t))(y/):| [pm(uasatvwlay/) _p’m(/j/a S,t,l'”,y/)] dyl

504' j m (S(li7 j m 5(11-7 . m 504_1 . .
= |: 5m’_3 (t,z, 6&,15))(:6/) — —5m] (t, v, @&2)(@’)} _ |:—](t,$,@f\7t)>(:c"> . _j(t y, @(A t))( )

om om
o [ ] 0, 00 ) — 225 (1, 04 )
ga || om VT A Y gm YA

6ai j m 5ai,< m
- [ L (1,2, 00) (@) — S 1y, 67 (@ )” it ,4,77 ')y’

50/1' j m 50/1',’ m
- /]R'i |:|:—7J(ta Zz, GE\yt))(yl) - 5—7’)’;(1:’ Y, eg\,t))(y/)]

om

5(1,1' j m 50'1-7- m
- { (02 O3 (@) = 2 (1, O )@ )H P, 5,1, 2"y )y’

and then combine the uniform n-Hoélder regularity of [da, ;/dm](t,.,m)(.) with the Gaussian upper-
estimate (0.I0) with n = 0 and the space-time inequality (I4]) so that

Qi,j m 5@1-,‘ m
’ /]Rd |: ] :E’ eg\,t))(y/) - (Smj (ta Y, 95\7,5))(?/)} [pm(,u, S,t,ZEl, y/) — pm(ﬂ, S,t,l’”, y/)] dyl
< K(lx—yl’ﬂ/\|x/_x/l|n/\1+|x_y|7l/\(t_s)'q/2/\1)
< K(jz —y|"* A1) (|2 — 2" |* + (t — 5)*/?)
[ — o)

B—a

SK(lz—y[" AN ——F==
! (t— 55"

for any a € [0,7] and any 8 € [, 1]. Otherwise, if |2/ — 2”| < (t — s)/?, using the mean-value theorem,
(ET10) with n = 1, the uniform 7-Holder regularity of [da, ;/dm](¢,.,m)(.) and the space-time inequality
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(C4), we obtain

da; m da; j m
’/]Rd [ = (2, O)() - 5—n:;(t7y;®g\,r)>(y/>] [P (11 5,t, 2", y') = pm (1, 5,8, 2", 3')] dy’
5041 m 6ai j m —
‘ / /Rd |: ] (A t)>(y/> Tﬂj(tv Y, 6&,t))(y/>:| 8xpm (,va S, tv )\/SC/ (1 )\/>SCH, y/>($/ .CC//) dy/dA/

n Ad[[5§;j<t,x,egﬁ>><y> (.08

da; ; m Sa; -
_ [ ;ﬂ;i (t,x,@f\7t)>()\x’ +(1=Na2") - %(tv% @g\,t))(ksc’ +(1— /\)z”)”

8Ipm(:u’7 S t? Na! + (1 - )\/>SC//, y/>(x/ - SC//> dy/dA/

|:C/7 //| /2
<K (gl A (E - 8)"2 A1)
(t—s)2
I B
< K(je -y An i
(t—s)=

for any « € [0,7] and any 3 € [0, 1]. This concludes the proof of (B:25).
From (B.25), we thus derive

1 < Kl — yire n 1) WLl
(t—s)=
for any « € [0,7] and any S € [a, 1].
In order to deal with II, we consider the two cases Wa(u, ') < (t — s)*/? and WQ(/L w) > (t—s)/2
m)

In the first case, from (B.24)) and the uniform 7-Holder regularity of [da; ; /0m](t, . y), we get
5011 m 50@',’ m
| / L (1,2, 00 ) () = Lty O57) (1) AP 5, .27 )
R m
we ’
< Kz — ol 1 1)%
(t—s)=
we ’
< K(lo g A )
(t—s)=

so that

WB ’
1] < Ko — ypr-o V2l )
(t—s)"=z

for any a € [0,7] and any § € [0, 1]. Otherwise, if Wa(u, u') > (t — s)/2, we first write
50,1' ; m 50,1'1‘ m
/R (G2, 00 W) = 5 (4, 00 6) A5, t.2" 3 dy’
50/1', j m 50/1', j m 50/1', j m 50/1', j m
= [ (Gt 0000 - 2. 00)0) — Gt 00 - FEL (1.9 007w

X A,u,,u/p’m (/’Lﬂ Sﬂ tv xlv y/) dy/

and then use the uniform n-Hoélder regularity of [da, ;/dm](¢,.,m)(.), the Gaussian upper-estimate (5.10)
and finally the space-time inequality (L4]). We thus derive

W. WB /
0] < K-yl At — 572 A1) < K(l— g A (- 572 A1) V20D < e ynma oy WE G 1),

(t—s)z (t—s)="
Gathering the estimates on I and II, we thus conclude
Wﬁ ’
)~ i) < Ky A ) B
_ 5=

for any a € [0,7] and any 3 € [a, 1].

Step 5: proof of (AB0) and (AE]).
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We use the following decomposition
(B.26) Ay Homsr (8.7, 2, 2) = I(2) + 1(z) + () + IV (),
with

d
I(SC) = Z[bi(T,SC, [Xﬁ,g,(m)]) - bi(rﬂ €L, [Xﬁf ’(m)])]azlﬁerl(Hv s, 1t , Z)a

1=1
d
II(:C) = Zbi(T,SC, [Xﬁé 7(m)])A#7#/ Iiﬁerl(,u’v 57T7t7$7 Z)a
=1
1 d
(@) = 5 37 (@, [XEEOV]) = ag (r, 2, [X400)))
— (@i (r, 2, [X2E0M]) = a5 (r, 2, (X202, P (15,7, 8,2, 2),
1 d
W(z) = 5 > @iy, (X)) = (2, (X)) AL 02,4 B (1, 8,7, 8,7, 2).

and prove the following estimates: there exists positive constants K := K (T, (HR), (HE)), ¢ :=¢(\) >0
such that for all 8 € [n,1]

<K _Vfﬁ L lett =), ),

) < K gttt )2 =)
I11(2)| < K{ i 1( TG r)(:_ e } WE (1) glelt = 1), = — ),
V() < K = Xi(fé;ﬁi’)s) = glelt =)z — ).

The estimates on I, IT and IV follow from (A.45)), (A.47)), the uniform n-Holder regularity of a; ; (¢, ., m),
the boundedness of b; and the space-time inequality (4]). We now deal with IIT which is the tricky part
of the proof. From (A49) (with a =0 and @ = 1) and (LLH), we obtain

|Z_‘T|n 1 B ,
I < K = A = ¢ W5 (1, c(t—r),z—x
|TL| {(tT)(T5>E (t—r)(r—s)" } (15 11" gle( ) )
1 1
SK n ﬁ/\ B—n Wgﬁ 5 ¢ Ct*T,ngL'
{(tT)l_i(T,s)i (t*T)(T*S> - } (,LL M)g( ( ) )

where we used the space-time inequality (L) for the last inequality. This concludes the proof of (A50).

In order to prove (AFI), we first remark that using (AS50Q) if Wa(u, p') < (r — s)'/? (which is thus
valid for any 8 € [0, 1]) and the standard estimate (5.8]) with £ = 1 otherwise yields
Wy (1, 1)
(t—r)'"3(r —s)

for any 8 € [0, 1]. From the identity ®p,+1(p, 8,7, t, @, 2) = Homs1 (i, 8,7, 8, 2, 2)+ Hin110P 1 (1, 8, 1, 8, x, 2),
we then obtain the following relation

(B27) |AM7M’HW+1(M)S7r7t"/I;’Z>| < K

g g(C(t —T),Z _x)

Au,u’q)m-l‘l(:ua S, T, tv z, Z) = AM,M’HWH-I(Ma S, T, ta Z, Z)

t
(B28) +/ / Au,u’Hm-i-l(,uasara T/,.T,y)(l)m+1(/1/,S,’I"I,t,y,Z) d’l"l dy
r JR4

t
+/ / Herl(,LL/,S,T, r’,:E,y)A%#/(I)mH(u,s,r’,t,y,z) dr’ dy
r JRA
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which in turn, using the estimates (B.27) and (514, yields
W4 (1)
(t— 7“)1_‘(7“ )

JrK/ /Rd t—r) -7 — 7 9(c(t - ) y*ZE)|A#7#,<I)m(u,s,rl,t,y,z)|dydr’.

A s (.7 1., 2)| < K T g(elt 7).z — )

The space-time kernel [r, t] x R? 3 (1, z) = (t—1")"1/2(1+' =)= Bg(c(t—1"), z—2x) being non-singular,
iterating the previous inequality implies
Wy ()
(t—r)'"2(r —s)
for any 3 € [0,1]. The proof of (A5]]) is now complete.

|All«7ll«/@m+1(l’[’ﬂ S,’I’,t,:C,Z)| <K 8 g(c(t - T)"Z - :L')

Step 6: proof of (A52).

In the off-diagonal regime |z — y|? > t — r, the estimate (A52) directly follows (A50). From now
on, we assume that the diagonal regime |x — y|? < t — r is in force. It suffices to investigate the Holder
regularity of each term appearing in the decomposition (B.26).

We write
I(z) = I(y) = Ii(z) — Li(y) + La(z) — I2(y)
with
Li(z) —Li(y)

d
Z T Z, XS ok m)]) - bi(ra xz, [Xﬁ,fl,(m)]) - (bi(rﬂ Y, [Xﬁ,ﬁ,(m)]) - bi(rﬂ Y, [Xi7§/7(m)]))]awlﬁm+l(uv s, 1t , Z)
and
Iy(z) — 12( )

= Z (r,z, [ X o (m)]) — bi(r, z, [Xiyglﬁ(m)]))[awiﬁm-i-l(ua 8,7, T, 2) = Op, Pmt1(p, 8,7, 1, Y, 2)].

From m and (LH), it directly follows
|z —y[""

Li(z) — Li(y)| < KW5 (u,1) T 7= g(c(t —7),z — )
(t—=r)2(r—s)">

for any a € [0,7] and any 8 € [a, 1]. From (A.43) and standard regularity estimates of Gaussian kernels

W8 (') |z =y
(r—s)=" (t—r)~F"
for any « € [0,7] and any 8 € [n, 1]. Similarly, we write

II(z) — II(y) = 1 (z) — 1 (y) + Ia(z) — I2(y)

lo(a) — Ly)| <K

{g(c(t =),z —2) + g(e(t = r), 2 —y)}

with
d
II1(1') - IIl(y) = Z[bZ(T, €z, [Xff ,(m)]) - bi(ra Y, [Xﬁ{ ,(m)])]A#“u/ xiﬁerl(,u’v 57T7t7$7 Z)a

i=1

and

d
HQ(Z') - II?(y) = Z bi(ra z, [Xf1£/7(m)])A#,#’ [aziﬁerl(,u'v S, T, t, z, Z) - aziﬁerl(Mﬂ S, T, t, Y, Z)]

i—1
The uniform n-Holder regularity of b;(t,.,m) and (A47) yield
B /
T (2) — Ty (9)] < Kl — 1 — 2 B) o) 5 — )
(t—r)2(r—s)
WB /
< Klo—glro——2 U)ot — 1),z )

(t—r)=z (r—s)=
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recalling that |z — y|? < t — r for the last inequality. From the mean-value theorem, (A.47) and (B.23),
we obtain

|A#,,LL’ [aziﬁerl(Ma S, T, tv &€, Z) - aziﬁerl(Ma S, T, tv Y, Z)”

1
< / |Aﬂaﬂla§,ziﬁm+1(/jﬂ S, T, ta AT + (1 - )‘)y7 Z)HfE - yl dA
0

B ’
< Ko —y|—2 W) et — 1),z — )
t—r)(r—s)—2
u Wy (e, 1t
< Kl — " R Uel)  gelt —r).2 - o)
t—r)y"=2 (r—s) =
which, by the boundedness of the drift coefficient, yields
Wy (. 1)

Mz (2) —a(y)| < Kz -y 7 9(c(t =),z —x)

t—r) T (r—s) ="

for any « € [0,7] and any 3 € [n, 1].
We then use the decomposition

II(z) — II(y) = 111 () — 11, (y) + II(x) — Iy (y)

with
1 d
1L (2) — HL(y) = 5 > [(am‘(ﬁxv (XS UM]) = ag (2, [X 25 0]))

i,j=1

— (i, [XS0]) = g, XS O] 02, B (5,7, 2)
and

1 d
U (@) = Ma(y) = 5 Y (@i (r, [X3907]) a2, (X360
i,j=1

— (ai (r,, (X5 ,(m)]) —aij(r, 2, (X3¢ ,(m)])) [aiﬂzjﬁmﬂ(u, st x,z) — éﬁiﬁzjﬁmﬂ(u, 8,1t Y, 2)].

On the one hand, from (A.49), one has
Wy (1, 1

LUS)  g(elt 1), 2 -2

t—r)(r—s)=

for any « € [0,n] and any 8 € [a,1]. On the other hand, from (A49) (with « = n) and standard
regularity estimates of Gaussian kernels, one gets

W5 (s 1) ot s — )
(t_r)1+%(7"—8)¥ {g( (t )’ )+g( (t )a y)}

[T (z) — 1y (y)| < K|z — g7

[y (2) — Ma(y)| < Kz —y[7™"

for any « € [0,7] and any 3 € [n, 1].
Finally, we write

IV(z) —IV(y) = IVi(z) — IVi(y) + IVa(z) — IVa(y)

with
1< , ,
WVi(x) = Vi(y) = 5 Y laa (o, (XS 0) = ai(ry, (XS IDIAL 002, P (15782, 2)
i,j=1
and
1< , ,
IVa(z) = 1Va(y) = 5 > ai (ry 2, (X)) = a5 (r, 2, (X 0])]
i,j=1

X Au w [agi,mjﬁm-i-l(,ua S, T, tv z, Z) - agi,zjﬁm-l-l(ﬂa S, T, ta Y, Z)]

)
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From the uniform n-Hélder regularity of a; ;(t,.,m) and (A47), we directly obtain

B ’
W1 0) V2 (0] £ K =0l A ) 2 B gttt )2 =

Wy (1) o
(-3 )

S K(lz =yl A1)

for any 8 € [n,1] and any « € [0,n].
From the mean-value theorem, (A 47) and (B.23)), recalling that the diagonal regime |z —y|? < (t—r)
is in force, we obtain

|AM 1 az“z]pm-l‘l(:ua S, T, t x Z) AMM' aii,zjﬁm-l‘l(:ua S, T, ta Y, Z)'

< [ 13 Ml,mjpmﬂw,srmw(l— N2l = ol dn

< K|z —y| —g(c(t—7),z —x)

(t— )%(T 5)*F

( ) —-7),z2—X
(t—T)HT(T—s)B;” gle(t =), )

which in turn, using the uniform n-Hoélder regularity of a; ;(t,.,m) and the space-time inequality (L.4)
yields

< Klz—y|/"™"

Wy (1, 1)

V) et =),z - )
(t—r)-3(r— )5
for any 3 € [n,1] and any « € [0,71]. We conclude the proof of (A.52]) by putting together the previous
estimates.

[TVa(z) — IVa(y)| < K|z —y["™*

Step 7: proof of (A5J).
We first remark that if Wi (u, p') >t — s, then from ([A29)), we obtain
|AM7M, [aii,zj [Z/j\gn-{-l - i)\’ryn-i-l](u? S, t) x, Z)]'

<

83i,1jﬁ\7y71+1(u’s’t7$7z) - aii,l}jﬁn-‘rl(u’ S,t,l’,2)| + |a§i,1)jﬁn+1(ul’ s,t,x,z) - aii,xjﬁw-l(ulasﬂtaxaz)l

< K(ly /1" A1) glelt — ),2 ~2)

< K<|y—y'|m>%g< clt —5),2 1)

for any 3 € [0,1]. From now on we assume that W2 (u, ') <t — s. Starting from the relation
t
03, Pt (1, 8,82, 2) = H%’](/ a(ryy, (X0 dr, z — 2)ph, 4 (15,1, 7, 2),
S
we derive the following decomposition

Ay [ai-,zj (Dy1 = Doy (s 8,8, 2, 2)] = TH I+ T 4TV
with

t t
im By [ ( [l 68 s = ) = 1 ([l X290 2 = ) s (st 2),
.. t ’ - t ’
i (157 ([l 62 dr =) = B3 ([ o XSO dr s )| A (st 2)
t
I := AH»H'H;J (/ G(T‘, yla [X;,ﬁ,(m)]) d’l", e :E) [ﬁn-ﬁ-l(ua S, ta €T, Z) - 2/7\3}71-1-1(,[1/’ 5, ta Z, Z):| )

t
IV = H;J(/ a(r, o, (X0 dr, 2 — z) Ay [ﬁlﬂ(u, s,t,x,2) — Doy yq (1, 8.t 2, z)}

We now establish an appropriate estimate for each term of the above decomposition. Before doing
so, we introduce some notations, namely, the invertible matrix A} (u) := fst Na(r,y, (X35 + (1 —
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Na(r,y', [X55™])] dr, and the associated Gaussian kernel 1’)‘;’1%,(#, s,t,x,z) = g(AY (1), 2 — ), A €

[0,1]. Now, the mean-value theorem yields
¢
([ ety ixzeonar)

(/st a(r,y, [X260M)) dr) -1

(B.29) - / (A3 () / [a(r, XS] — a(r,yf, [XSEOI)] dr(A3 (1)~ dA.

On the one hand, using (A.45]), we obtain

K K S m S m
W/ (1A alr,y, [Xr7€7( )])| + A walr,y', [Xr’g’( )])D dr

e

- (t—1s)?2 J (r—s)ﬁgn
Wy (1, 1)

(t B S)H_Bgn

for any 3 € [n,1]. On the other hand, from (A49) with o = 0, we obtain

-1

|Au,u’ (Ai’t (N)_1)| <

(B.30) <K

Ol

t
(B.31) ‘ / Ay rlalr,y, (X9 UM]) = a(ry g, (X5 0])] dr‘ < K(ly—y'|" AW () (= 5)'~

for any 3 € [0, 1]. The two previous estimates with (B:29) thus imply
1

(B.32) Sy ([t xzsonyar = ([ ot txzsmpar) ]

Wy (1, 1)
(t—s)'t7

From the very definition of Hy? and the estimate (B:32), one directly obtains

‘Au,u’ [H;J(/t a(r,y, [X;f’g’(m)]) dr,z — z) - H;J(/t a(r,y', [Xf’g’(m)]) dr,z — x)} ’

Wy (i, 1) |2 — af?
< K(ly -y A1)zl - g) foel
(t —s)tt2 t—s

<K(ly—y'|"A1)

which in turn using the space-time inequality (L4) yields

B /
1< Ky 1A ) B et =), )

for any 3 € [n, 1]. From the uniform n-Hélder regularity of a(t, ., m), (A46]) and the space-time inequality

(T34, for any B € [n, 1], one has
Wﬁ "
1] < K (ly — 7 A 2D

m *S),Z*Z’).

The mean value theorem together with (A.45), (A29) and the space-time inequality (L4 yield

Wﬁ "
] < K(ly—y'" A1) # glelt = 5),2 — 2).
— s 2

Finally, from (5.5) and Jacobi’s formula, one has

pm-i—l Pm+1)(ﬂa37t,$,2)
/ a/\ﬁ;\zily H7S7t,z,z) dA

:/0 ; {tface (Ai’t(u)‘l/:[a(hy, (X560 — q(r [ X40M))] dr)
(B.33)

oAz [

S

t

[a(r, y, [X2™]) —a(r,y', [X2S ™)) drAS (1)~ (zz)} P (5, t, 2, 2) d.
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Using (B30 and (B31), the inequality [A,, w iy (1, 5,8, 2, 2)| < KW (1, 1) (t—3) 3" glc(t—s), 2—
x) which stems from the mean-value theorem and (A.43]), and the space time inequality (4] yield
Wy (1)

o s)g glc(t—s),z —x).

[ A [[Pos1 = Pl .2, )] | < K1y = /17 1 1)
so that, again by the space time inequality (4]
B

Wy (ps 1)
V] < K(ly —y'["A 1)W gle(t —s),z — x).
— §)i+3
Gathering the estimates on I, II, III and IV, we conclude
B

' Wy (ps 1)
|A#»#’8§¢7Ij [ﬁgnJrl - ﬁgnJrl](Mﬂ S,t,:C, Z)| S K(|y - y’|77 A 1) (t : )1+§ g(c(t - S)ﬂ Z = JS)
— s 2

for any 3 € [0, 1]. Finally, since W (u, ¢/) <t — s, the above estimate still holds for any 3 € [0, 1]. The
proof of (A.53) is now complete.

B.6. Proof of Lemma [A.3l
Step 1: proof of (A6I).

We split the computations into the two cases |s1 — s2| >t — 51 V s2 and |s1 — sa| <t —s1V so. In the
first case, the announced estimate directly follows from (GI0) with n = 0. Indeed, observe that for any
B elo1]
|Asy s,0m (1 8,1, 2, 2)]

S K{g(c(t — 51V s2),2—x) + g(c(t —s1 A s2), 2 —x)}
(t — 851 \Y Sg)ﬁ =+ |51 — 82|ﬁ
(t — 51 N\ 82)'8

— g,|B
S1 S92
S K{(t|—317\/5|2)ﬂg(c(t S1 \/52),2*1') +

gle(t — s1 A s2), 2 — :c)}

|s1 — s2|”
mg(c(t—SQ),Z—fﬂ) .

In the second case, (A.61) follows from the mean-value theorem, ([5.I9) (recall that €70 < €20 :=
lim, 100 629 < 00) and the inequality (t—s1Vsg) ™t < 2(t—s1 Asg)~ L. We omit the remaining technical
details.

_ B
< K{%g(c(t —$1),z2—x)+

Step 2: proof of (A62).

Using the mean-value theorem and the fact that [p, As, s,pm (1, s,t, 2, y) dy = 0, one gets

ai g (b, X)) a1, (X E0Y))

om

1
6ai j m
= / R —’J(t’x?@g\,t))(y) A51,82pm(:uasatay) dy dA
0

L oa; ; m da; j m
= [ ot 0800 = 6 006 A, 5, 9) dy ()i

om

where we introduced the notation @S\n;) = /\[thle2,§,(m)] +(1- /\)[Xfl/\sz’g’(m)]. The uniform n-Holder
regularity of [0a; j/dm](t,z, m)(.) combined with (A1) and the space-time inequality (4] thus yield

1 1
B.34) ai;(t, @, (X200 — i (t, 2, (X200 < Ksy — 50 ( -+ )
(B.34) |ai;(t,z, [X; ]) —ai;(t X, DI < Klsy — 5o TR T

which concludes the proof.

Step 3: proof of (A63).

We first remark that from (ATT)), (5.19) and the space-time inequality (I4), one gets

(B.35) |0s D1 (py 8,8,y 2)| < P gle(t —s),z —x)

so that (A63) for n = 0 follows from similar lines of reasonings as those employed to prove (A61]). We
thus omit the remaining technical details. Now, let n € {1,2}. If |s; — 52| >t — 51 V s2, (A.63)) follows
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from the standard Gaussian estimate |07 D1 (p, 8, t, @, 2)| < (t —5) "2 g(c(t — 8), 2 — x). From now on
we assume that |s; — so| <t — 51 V s2. We use the decomposition

a;ﬁm-l‘l(:uasl \ SQ,t,ZE,Z) - a;lﬁm-i-l(uasl A SQ,f,(E,Z)
t t
— {Hn(/ a(r’, z, [XSlst’g’(m)]) dr',z —x) — Hn(/ a(r’, z, [Xs,lAsz’g’(m)]) dr', z — z)]

r’ T
1Vsa s1ASa

X ﬁerl(,uv §1V 8g,t, @, Z)

¢
+ Hn(/ a(r’, z, [Xf,lAS2’§’(m)]) dr',z — x) |:ﬁm+1(/,l/, $1V 82,6, %, 2) — Pmt1 (1, 81 A S2, 6,1, z)}

where we introduced the notation H,, for the vector (Hi)j<i<q if n = 1 or the matrix (Hy?)i<; j<a if
n=2.
In order to deal with A,,, we first observe that 0, [f; a(r’, z, [X:}g’(m)]) dr'] = —a(s, z, u)+f; 0sa(r’, z, [X:}g’(m)]) dr’
so that combining (A5]) with (B.I9), we derive that |ds [fst a(r’, z, [Xf,’g’(m)]) dr']| < K which in turn by
the mean-value theorem yields

t 1 t -1
‘ (/ a(r’, 2, [Xf}\/sz,ﬁ,(m)]) dT’) . (/ a(r’, 2, [Xf}Asz,ﬁ,(m)]) dT’) ’

1Vsa S1/A\S2
|51 — 82
<K——*= _
- (t — 51 V 82)2
(B.36) <l

- (t*Sl \/82)1+ﬁ

for any 8 € [0, 1], recalling that |s; — sa| < ¢t — 51V s2. The previous bound together with the space-time
inequality (L4)) then implies

t t

’Hn(/ a(r’, z, [Xf,lvsz’g’(m)]) dr',z —x) — Hn(/ a(r’, z, [Xf,lAS2’§’(m)]) dr',z — x)|pma1(p, 81V s2,t, 2, 2)
s1Vsa S$1/\S2

< g Im- s2l”

=~ Wg(c(t—sl\/@),z—x)

so that
|51 — s9/” g
(t -5V 82)%+’8

In order to deal with B,,, we first remark that from the very definition of H, one gets

A, < K (c(t—s1V 82),2— ).

t
[ / alr’, 2, (X2 a2 — )|

|z — ] |z — x|? 1 |z —x®  |z—1|
B.37 <K 1g,— — | 1= 10,—
(B:37) = { i =T G T )t T s T ) e

for any r € [0,t) and any n € {1, 2, 3}.
Combining (B.37), the estimate (A.63]) for n = 0 and the space-time inequality ([.4)), we eventually
deduce

|z — x| |z — 2|2 1
B,| <K 10,
| |_ {tSl/\82+ (t*Sl/\Sg)2+t7$1/\82 { 2}

|51 — $2|° |51 — $2|°
X {7@ ) gle(t —s1),z —x) + 7@ o) g(c(t — s2),z — x)
|s1 — sa|” |51 — $2|°
SK{Wg(c(t—sl),z—x)—i—mg(c(t—@),z—x) .
Gathering the bounds on A,, and B,, concludes the proof of (A.63)).

Step 4: proof of (A64).
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We prove the announced estimate only for the part related to the difference of the diffusion coefficient
as the other part is handled in a completely analogous manner. We write

ai itz [ X0 —ag (8w, X0 ety XY 00)) < a (g, (X0 0)

(m) _da, (m)y(, s
/ Jo et 00 = e .04 )0
X [pm My 51V 82,1, ' Y ) pm(/j/) s1 A s2,t, xla y/)] dy',u(dx/) dA

da; m da; ; m da; ; m da; ; m
= [ B oo - e o] - [t o)) - S o))

X [Pm (1,81 V 52,6, 2",y ) — pm (i, 51 A sz, t, 2", y")] dy’ p(da”) dX

where we introduced the notation G)E\ t) = A[XVE 0] 41— ) [ 28 0] and used the fact that
Jgalpm(py 51V s2,t,2",y") — pm(p, s1 A s2,t,2",y')] dy’ = 0. From the uniform 7-Holder regularity of the
map [da; ;/om](t, .,m)(.), we get
5ai 1 m (S(J,i7 1 m (S(J,i7 1 m (S(J,i7 m
|5 ., 00)0) ~ . 00| - | 000 - G0, 00 |
S K(ly—al"Aly' =27 AT)
< Kly—a|*(ly" — 2" A1)

for any « € [0, 7], which combined with (A.61)) and the space-time inequality (L4) yields

i j (£, (X520 — a2, (X0 a8y, (X200 = ag(t,y, (X000

1 1
< Kaly — |*s1 — 82/ — * (-
(t—Sl)ﬁJrTn (t—Sg)ﬁJrTn

This concludes the proof.

Step 5: proof of (A6H).

Observe that if |s; — sa| >t — 51 V s2, then from (A29]), we obtain

|A51 S2an[ﬁ7yn+l 7ﬁ'ryn+1](u757t?z7z>|
< |an[pm+1 ﬁgrz-‘,—l](ua Sl,t,$,2)| + |a;[ﬁr}n+1 _ﬁ\:jn-i-l](ﬂa SQ,ﬁ,$,Z)|

1
< K<|yy’|m>{

gle(t —s1Vs2),z—x) +

glc(t — s1 A sa), 2 — z)}

(t—s1Vs2)% (t—s1As2)%
—g,|B [t —s \/82|B+|S1—52|B
K(ly—vy'|"A1 & c(t—s1Vse),z—x)+ ! = c(t —s1A\Ns2),z—x
=/ ) { s et sy v s - ) R Bl ey ) o)
5,08 _ g8
_am |s1 — s B B |s1 — 82| B B
<K(|y y| Al){(tsl)%—i_ﬂ g(c(t Sl)az z)+(t752>%+ﬂ g(C(t 52)7Z :C)

for any g8 € [0,1]. From now on, we assume that |s1 — s2| <t — 51V s3. Starting from the relation

t
agﬁzr‘rl(u’ S5 tv €, Z) = Hn(/ a(r, Y [Xi7£7(m)]) d?‘, z = ‘T)I/)\%r}n-i-l (:u’ 5, tv €, Z)a
S
we derive the following decomposition

Agy 5[0 (B2 1 — Y o) (1t 8,82, 2)] = T+ T4 T 4 TV
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with

t t
I:=Ag {Hn(/ a(r,y, [X2$™)) dr, z — :I:) - Hn(/ a(r,y', [ X290 dr, 2 — :C)}ﬁfnﬂ(u, $1V s, t,x,2),

Il = [Hn(/ s

S1/\S2

nY
X A51752pm+1(ﬂﬂ S, t, €z, Z),

t
111 = Asl,san(/ a(r,y', [Xf’g’(m)]) dr,z — x) [@ymrl(u, s1V sa,t,x, 2) —f)fnJrl(u, s1V so,t,x, z)],

IV::Hn(/t

S1/\S2

t t

v, (X drz - )~ ([

Ss1/A\s2

alryy’, (X3S0 dr, 2 — ) |

a(r,y’, [XﬁlAsz’é’(m)]) dr,z — x) Ag, s, [ﬁfyl+1(u, $,t,@,2) — Doyt (1 8,1, 2, z)} )
We now establish an appropriate estimate for each term of the above decomposition.
As in the proof of (A.53)), we first introduce the invertible matrix A" = A" (u) := f; [Aa(r, vy, [Xf’g’(m)])—i—

(1= Na(r,y, [Xf’g’(m)])] dr and the associated Gaussian kernel f)\;\,ﬁ’%/(u, s,t,x,2) = g(AY (), 2 — ),
A € ]0,1]. We then note that from the mean-value theorem, one has

K t S m ' S m
m“mm / alr,y, [X7E0) dr | + [ Ay s, / a(r,y, X3 0M]) dr

Moreover, from ([A.62), recalling that |s; — sa| <t —s1V 89, for any x € R? and any 3 € [0, 1], one has

t
‘ASI,SZ/ a(r,x,[Xf’g’(m)])dr’

Ay s (A3 7N <

t s$1VSsa
< [t e ) ol X [ ol [0 ar
s$1Vsa S1AS2
8 ¢ 1 1
< K|s1 — $2] / [ — + 7ﬂ}dr+K|31—32|
s1vss L(T— 81V 89)073 (r—s1 Asg)’™2

< Klsy — so|P[(t — 51V 52) P 4 (8 — 51 A so) PTE] 4 Ksy — s2|P(t — 51V s9)' 7
< K|s1 — 52|ﬁ(t —s1V 52)17[3
where for the last inequality we used the fact that t — s; A so < 2(¢ — $1 V $2). We thus deduce that
|s1 — 50"
(t—s1V 89)1tP
for any 3 € [0, 1]. Also, from (A64]) with oo = 1 and similar computations, we obtain

t
S | [ Talr X2 — atroy x|

(B38) |A51,52(A§1t)71| S K

t
S [| [ ulatry, D0 — atry (O
s1Vsg

+ st = sal(ly — /1" A1)

§K|31—52|ﬂ(|y—y'|"/\1)[/t {( 1 + 1 }dr+(t—51VS2)1_ﬂ}

s1Vsg r—= Sl)ﬁ (T - SQ)ﬁ
(B.39) < Klsp —so|?(ly — /" A1)t — 51V 59)t 7P

for any 8 € [0, 1), where we again used the fact that t —s; Asa < 2(t—$1V s2). Now, from the mean-value

theorem, we obtain
t
- ([ ot pxzemn ar)

([ sz ar)
- /Ol(Ai’t)1 U:a(r,y, [(X5SMT]) — a(r,y, [Xﬁ“m)])dr} (43)~1 da

so that, using (B.38), (B:39) together with some standard computations that we omit, one gets

B ( / (X34 dr) - ( / alrf X7 d?“) i |

|s1 — s9/”
(t -5V 82)1+'B

-1 -1

<K(y—y'["A1)
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for any 8 € [0,1). The previous bound and the space-time inequality (L)) allow to conclude

t t
‘As1,82 |:Hn (/ a(r, Y, [X1€7§7(m)]) d’l“, Z = x) - Hn (/ a(r, y/a [X?E’(m)]) d?‘, z = -T):| ‘ﬁn-ﬁ-l(ﬂa 51V sz, t, z, Z)

S S
|51 — so|”

< — " N it S
S Ky -y "D~ 5,5 Y

(c(t—s1V$2),2—x)

so that

|51 — 52/
(t -5V 82)%+ﬁ g
for any 8 € [0,1). From the uniform n-Holder regularity of a(t,.,m), one gets

‘Hn(/t a(r,y, [X5175260m)]) dp, 2 — x) B Hn(/

1/A\S2 S$1/\S2

I <EK(ly-y'"r1) (c(t =1V 82),2 — )

¢
a(r,y', [ X128y dr, 2 — x) ’

z — |Z*$|2 1
<K _ /7]/\1 |71: |: :|1:
< K(ly -y ){t_31A52”1+ (t—s1As2)? 151 Asgl "=

which, combined with (A63)) and the space-time inequality ([C4), yields

|51 — 50| |51 — 52|
I < K(ly—y'["A1) {mg(c(t —s1),z2—x)+ (t—53)27F gle(t — s2),2 —x) o

The estimate (B.36) and standard computations imply
t 8 2
XS] g o sl f z—al ]

‘AS1,San(A a(r,y’, [ X; Ddr,z x)’ < K(t o1V 5] |z — 21—y + P +1|1p=2 .
which combined with (A-29) and the space-time inequality (T4]) yields

|51 — 52|” g
(t -5V 82)%+ﬁ

Finally, in spirit of the proof of (A53), we deal with the last term IV by using the identity (B.33))
and then (B38)), (B:39) as well as the inequality
|51 — 52/ |51 — 52/
l - = Ll -  =' t — —
(t —s1)? (t — s2)P glelt = 52), 2 ~ )

which stems from similar arguments as those employed to establish (AL63)), and the space time inequality
(C4). Omitting the remaining technical details, we obtain

I < K(ly—y'|" A1) (c(t—s1V s2),2—x).

Ny,
D P (1,5, 1,2,2)] < K{ glclt — 1), 2 — 7) +

‘ASLSZ [ﬁn—i—l(ﬂa s, i, x, Z) *I’)\gn-fl(uv st x, Z)} ‘

|s1 — so|”

@_T)ﬂg(c(tf 52),zz)}.

|s1 — so|”
(t — 81)5

Hence, again by the space time inequality (IL4]), we derive

< K<|yy’|m>{ glelt —s1), 2 — ) +

|51 — so|” |s1 — so|”

1 < &l =1 A0 {3 et = s0,e -+ S et - s - o)

Putting together the estimates on I, II, IIT and IV, we thus conclude

|A51,Sz [ag[ﬁrynJrl 7ﬁ7yn+1](ﬂﬂ s,t,:c,z)]|
|s1 — 52" |51 — s9|”
<K(y—y"A1) {mg(dt —s1),z—x)+ t— 59570 gle(t = s2),2 — x)

for any 3 € [0,1). The proof of (A.65)) is now complete.

Step 6: proof of (A66).

We proceed as in the previous step. Let us first remark that if [s; — sa| > r — s1 V s2 then one directly
gets the estimate (A.G6)) from the standard Gaussian bound |07 py,+1(p, 8,7, t, 2, 2)| < K(t—7)"% g(c(t —
), z—x). Assuming now that |s; —s2| < r—s1Vsg, from (AIQ) and (5I9) (recall that €510 < €L° < )
and the space-time inequality (4], one gets

B.40 OsPma1(p, s,rt,x, 2)| < gle(t—r),z—=x
+
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which combined with the mean-value theorem yields the estimate (A.66) for n = 0. Now, let n € {1, 2,3}
and assume again that |s1 — s2| < 7 — $1 V so. We proceed again as in the previous step. Namely, we
write

O Pmt1(p, 81V S2, 1,8, 2) — O Py (p, 81 A 82,7, 8, 22, 2)
— [Hn(/t a(r’, z, [Xf,lvsz’g’(m)]) dr',z —x) — Hn(/t a(r', z, [Xf,lAsZ’g’(m)]) dr', z — z)]
X ﬁm+:(u, 81V 82,1, t,2,2) '
+ Hn(/t a(r’, z, [Xf,lASz’g’(m)]) dr',z — x) [ﬁmﬂ(,u, s1V 82,7, t,,2) — Pmt1(p, 81 A s2,7,t, T, z)}
r

=:A, +B,

In order to deal with A,,, we again combine (A.5]) with (5.19)) to deduce that | f: dsa(r', z, [XS’E’(m)]) dr'| <

r!

K (r — s)~'t7/2(t — r) which in turn by the mean-value theorem implies

t X 1 t X 1
‘(/ a(r',z, [X:}Vsz,ﬁ,(m)]) d’l“/) _ (/ a(r’,z, [X:}Asz,ﬁ,(m)]) dr’) ‘

<K |s1 — so i
(t—7r)(r—s1Vsy)l=2
|1 — 59"

T (t-r)(r—-sV SQ)ﬁ*g
for any 8 € [0, 1], recalling that |s; — s3] < r —s1 V s2. The previous bound together with the space-time
inequality (L4 implies

T’ T’

¢ t
‘Hn(/ a(r! )z, [XV2S M) g - ) — Hn(/ a(r!, 2, [ X328 @ o — 2 o (1, 51V S2, 7,1, 2, 2)
(B.41)

|51 — 52|

<K — -
(t—7)2(r—s1Vsg)?2

gle(t—r),z —x)

so that
|s1 — s2/”
(t—7)2(r —s1V 82

A, | <K )ﬂ_gg(c(tfr),z—z).

In order to deal with B,,, we use (B.37), the estimate (A66) for n = 0 and finally the space-time
inequality (L4]). This yields

B,| < K |z—z|1 n |zf:c|2Jr 1 1 n |z—z|3+|z—z| 1
e t—p =l t—r2  t—r) n=H t—r)?  (t—r2) =8

_ B
S1 — 82
| | —g(c(t—1), 2 —x)
(r—s1Vsy)fz
— 81V S
|1 — s2/°

<K

(t—71)5(r—s.Vsy)P2 glelt =),z — ).

Gathering the bounds on A,, and B,, allows to conclude the proof of (AG6]).

Step 7: proof of (A67).

As in the previous steps, we first observe that the announced estimate directly follows from (G.8) with
k=1if|s; — s2| > r — 51 V s2. From now on we assume that |s; — sa| < r — s1 V s3. In order to prove
the estimate (A.67), we use a similar decomposition as the one employed for A, v Humi1(p, s,7,t, 2,y),
namely

(B.42) Ag, soHmy1(p, 8,7t 2, 2) =14+ T4+ 1T+ IV
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with
- Z Asl,szbi(rv €L, [Xi7€7(m)]) 8Iiﬁm+1(l’[’ﬂ 51V 82,7, t; xz, Z);
=1
d
II:=- Z bi(ra x, [X:1/\82,§,(’m)]) Ashszawiﬁm-l‘l(ﬂa s1V s, ta Z, Z)a
=1
1 d
MEim L3 Ayl (o, XSO0 — a2, XSO 02, Bapsa V s, .. 2),
4,j=1
1 d
V= 2 Z [ai,j (r,z, [Xfl/\S%E’(m)]) — Q4,5 (r, 2, [XﬁlAS%E’(m)])] A517526£i7ljﬁm+1(:u’? 51V 82,11, 1, 2).

i,j=1

We now prove the following estimates: for any 8 € [0,1] and any « € [0, 7], there exist some positive
constants K := K(T, (HR), (HE)), K, := K(T,(HR), (HE), ), ¢ := ¢(\) such that it holds

|s1 52|ﬁ{ 1 1 }
[[<K + c(t—r),z—x),
| | (t*T) (T—Sl)ﬁig (r_SQ)ﬁ*g g( ( ) )
|51 —S2|ﬁ
I < K F e ),
= (t—7)3(r—s1Vsg)P~3 gle(t = 7).z - 2)
|s1 — s2|” 1 1
1Ml| < Ko - — + _ (t—1). 2 — ),
It} < (t—r)t=2 (r—sl)ﬁJrT" (r_SQ)ﬁJrT” g(e( ) )
_ B
V| < K 51 = 5] gle(t — 1),z — ).

(t—r)'"2(r — s V)2

The estimate on I follows from ([A62) and the space-time inequality (L4). The estimate on II follows
from (AZ66) and the boundedness of the drift coefficient. The estimate on III is a consequence of (A.64])
and the space-time inequality (L4]). The estimate on IV follows by combining the uniform n-Hdélder
regularity of a(t,.,m), the estimate (A.66) and the space-time inequality (L4). It now suffices to put
together the above estimates and to set a = 7.

Step 8: proof of (A6]).

We first note that in the off-diagonal regime, that is, if |y — 2|2 > t — r, the result directly follows
from (A.67). From now on, we assume that the diagonal regime |y — z|?> <t — r holds. We investigate
the Holder regularity of each term appearing in the decomposition (B.42)).

We write I(z) — I(y) = Ii(z) — Ii (y) + Ia(z) — I2(y) with

d
L (:L') -5 (y) = Z[Asl,sz [bi(ra €T, [X:’&(m)]) - bi(ra Y, [X;7€7(m)])]] awiﬁerl(,uv §1V sg,1,t, @, Z)
=1
and
I ( 712 ZAsl 52 7’ Y, [ng(m)])] [81-;]3\7714’1(/1‘751\/525Tatv'rvZ)iaxiﬁﬂ’H*l(,u‘v51\/525Tat7y52>]'

From (A.64)) with a = n and the space-time inequality (L)), we directly obtain

|51 — 52|
Li(z)—1 <K(y—=z"A1 - c(t—r),z—=x
@) = D) < Ky~ ol A ) s et s glelt =), 2 = 0)
B
o 81 — 82
< K(ly —al" A1)t olelt — ),z ~ o)
(t—7r)"=2 (r—s1Vs2)P
for any a € [0,7]. From (A62) and standard computations on Gaussian kernels, we obtain
|51 — 52|
o)~ ofu)] < K (= 2] A 1) =20 {glelt = 7). 2 = 2) + gt = ). 2~ )
|51 — 52|

<K(ly—z|*A1)

T ey e ) bl =) )
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We again write II(z) — II(y) = II; (z) — 111 (y) + Ha(z) — I2(y) with
d

Hl(x) -1 (y) = Z[bl(rv €L, [X51A827£7(m)]) - bi(T, Y, [XilASZ’&(m)])] A517528Iiﬁm+1(:u‘7 5,1, ¢, @, Z)
1=1
and
d
IIQ(‘m) - IIQ(y) = Z bi(rv Y, [Xfl/\&’g’(m)]) A51752 [awiﬁm-i-l(ﬂa S, T, ta x, Z) - 811'1/)\771-1-1(”; S, T, ta Y, Z)]
=1

On the one hand, from [A.66) and the uniform boundedness and n-Hélder regularity of b;(¢, ., m), we
get

|51 — 52/
II(x) — 1II <K(ly—z|"A1 cft—r),z—=x
L)~ Ih0)] < K(ly —af' A 1) s (et =)=
|1 — so|”

<K(ly—z|* A1) gle(t —r),z — ).

(t—r) e (r—s1Vsy)P

On the other hand, combining the mean-value theorem with (AZ66) and then using the inequality
(B:23)) in the current diagonal regime |y — x|?> <t — 7, we obtain

|A51752 [(%ciﬁerl(Ma S, T, t, Z, Z) - 8miﬁm+1(,uv S, T, t, Y, Z)”

1
= | / A517528§7xi§m+1(ﬂa S1 vV 52, T, tv Az + (1 - )‘)ya Z)(ZL' - y) d/\|
0

|s1 — s2]?
< K — Al t— —
< K(ly — 2| )(FT)(TiSleQ)ﬁg(C( r),z — )
_ B
< K(ly—o* A1) —51 =] glelt — 1),z — ).

(t—r) = (r—s1 Vs2)P
The previous estimate and the boundedness of the drift coefficient then yield
— 5|8
a §1 — S2
3 () — o (9)] < K(ly — " A 1) 22 et )2 ).
(t—7r)"2 (r—s1Vsa)

For the third term, we use the decomposition III(x) — III(y) = II1; (x) — II1; (y) + 2 (x) — 15 (y) with

d
1
1L (z) ~ ML (y) = 5 D Agsalan (ra, (X0 0M]) —ag s (r,y, (XS] 07, P (1,51 V s, 7,2, 2)
ij=1
and
1 d
I, (&) — a(y) = 5 3 Auyysalang (ryy, [X350V]) = a2, (X350
ij=1

X [aii,zjﬁerl(,uv s1Vsg, 1t x, Z) - aii,zjﬁerl(Ma s1Vs2,mt,y, Z)]

In order to deal with III; (z) — I1I; (y), we use (A.64)) with o = 7 and then the space-time inequality

(L4)

|s1 — so/”
111 —III <K(ly—z|"A1 t— —
| 1((E) l(y)l— (|y $| )(t*T)(T*Sl\/SQ>ﬁ g(C( T),Z ‘T)
|51 — 52|”

< K(ly —2[" A1) gle(t —r),z — ).

(t — T)1+%(T — 81V 89)P

We deal with the difference III(x) — II5(y) by using the mean-value theorem together with the
inequality (B.23) (recall that |y —z|> <t —r), (A64) with o = n, the inequality |y — 2|7 < |y — 2|7+ |z —
x| < (t —r)"? + |z — z|" and finally the space-time inequality (C). Skipping some technical details,
we obtain

S1 — S ﬂ
ML) — Ty (y)| < Kly — 2(ly — o A1) —— 27520 )2 )
(t—r)2(r—s1Vs2)P
|s1 — sa|?

S K(ly—=[* A1)

(t =) = 51V 52)P gle(t = 1),z = ).
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Finally, for the last term, we again write IV(z) — IV(y) = IV (x) — IV1(y) + IVa(x) — IVa(y) with
d

1 51 AS m $1ASo m -~

Vi(2)=1Vi(y) := 5 D ai g (roa, (X200 —ag 5 (r,y, (X228 AG 0,02 P (s 8,70t 2, 2)
ij=1
and
d

D lass(ry, (XA E0D]) — a2, (X026 00))

3,j=1
X A51752 [aii,zjﬁerl(,uv 57, t, €L, Z) - aii,zjﬁm+1(U7 57, t, Y, Z)]

IVy(z) — IVa(y) :=

N =

From the uniform n-Hélder regularity of a(t,.,m) and (AG6), we obtain

S1 — S2 B
V1 (0) = Vi) < Ky~ ol" A ) =2 glelt = ).z~ )
|51 — 52/

< K(ly—=z|* A1) gle(t —7r),z — x).

(t — )T (r — 51V 52)P

We handle the difference IVy(z) — IVa(y) by employing similar arguments as those used to deal with
IIr(x) — II(y). Namely, we combine the mean-value theorem with (A.66) and then use the inequality
(B:23)) in our current diagonal regime |y — x|> < t — r. Hence,

|A51752 [agi,mjﬁerl(,uv s, T, tv xz, Z) - agi,mjﬁerl(,u’v S, T, tv Y, Z)”

1
-y / Anross® g B (15,71 N2 + (1= Ny, 2). (& — ) N
0

|s1 — so|”
<K(ly—z| Al ; c(t—r),z—=x
< Ky ol A et alelt =), =)
|51 — 52|”

< K(ly—al" A1) 7 9(clt =),z - ).

(t—7)"F2(r —s1Vs2)
Now, the previous estimate, the uniform n-Holder regularity of a(t,.,m), the inequality |z — y|7 <

|z — |7+ |y — z|" < |z — 2|7 + (t — )T and finally the space-time inequality ([Z) imply

|51 — 52|°

(t — )T (r — 51V 52)P gle(t =)z~ ).

[IVa(z) —IVa(y)| < K(ly —2[* A1)
We conclude the proof of (A68) by putting together the previous estimates.

Step 9: proof of (A69).

From the identity ®,,+1(u, 8,7, t, 2, 2) = Hpmp1 (i, 8,7, 2, 2) + Hing1 @ Prng1 (1, 8,7, ¢, 2, 2), we obtain
the following relation

ASLSZ q)erl(Ma s, 1t x, Z) = ASLSszJrl(,u'v s, 1t , Z)

t
(B43> +/ / ASLSZ%m‘Fl(/’LﬂSﬂT? T/,;L',y)q)m+1(‘u,751 \/SQ,T/,t,y,Z> dT/ dy
Rd

t
+/ / Hong1 (s 81 A S2,7,7 2, Y) Agy 5y @1 (s 8,77, t,y, 2) dr' dy
]Rd

which in turn, using the estimates (A.67) and (5.14), yields
|51 — 52’
(t—r)t=2 (7’ — 51V $2)

W[ el = 1y = ) Aot
T

|As1752(1)m+1(,u,$ r, t X,z | < K

3 gle(t—r),z—x)

The space-time kernel [r,t] x RY 3 (1, z) ~— (t — ')~ F2(r" — 51V 89)Pg(c(t — '),z — x) being
non-singular, the previous estimate implies
|s1 — so/”
(t =)' "2 (r — s,V 83)

|A81,S2q)m+1(ﬂaSarataxa'z” SK ﬁg(C(t—T‘),Z—.’L').
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The proof of (A.69) is now complete.
Step 10: proof of (AT0).
From (B.43), (A6]), (5.149), (5I6) and (A.69), for any « € [0,7), we obtain

|A51752 [q)erl(Mﬂ s, 1t x, Z) - (I)erl(Mﬂ s, 1t Y, Z)”

o |51 — 52/
Kaly =" M) Sy 2 fglelt =), =)+ lelt =72 =)
—z|® |51 — 52| ' 1 ' {g(c(t —r),z —x c(t —r)z—
Kally ~al" A2 [ oy o (ol = 2 =) glelt =)z =)
|51 — s’

< Kolly —2|* A1) {g(c(t —7),2 —2) +g(c(t —7), 2 —y)}

(t — T)1+?(7’ — 81V 82)P

which concludes the proof.
B.7. Proof of Lemma [A.4l

Step 1: proof of (ATT3).
Below, we prove (A.73) only for the term corresponding to the L-derivative of the diffusion coefficient

since the second term can be handled in a completely analogous way. We start from the identity (B.3))
and deduce the decomposition

O [l (t 2, XS D) (0) — 02 (lai (¢, [ x5 <’">1>n<v>
5ai j S m 50/1’,‘ n
=/ |52 (b, X)) 5—mﬂ<t,x,[ )©)] 0 Dty 5,10,y dy/
dai s.€ (m)p g~ 0ij L+n,, 1in , , ,
+/Rd [—m(t"r?[Xt D) — W(t,w, } [8 (18,60, 9") — 03 T (1 ,s,t,v,y)} dy
da; ; s.E(m)py g,y 0 5.6 (m) " / , ,
+ /( o L 6 SN = G XN )] 0510um 5,8, N(0) )

50/1" 5,&",(m n
+ /( 3 (4, (X () 02 0pim (s 5,1, 2y (v) dy (e — ') (da')

ay 6m
+ / [ 295 4, [ € ) ') — 28 1, € ) )]
(Rdy2 L Om om
% |O810upm 15,127y () = O [0, (15,107 )| (v) ] dy ' (da”)
=A+B+C+D+E.

In order to deal with A, we distinguish the two cases W (u, ') >t — s and Wi (u, p/) <t — s. In the
first case, it is enough to remark that

6041',' s,&,(m 50,1'1' s,6,(m "
A= /Rd [ mJ (t,:c, [Xt &,( )])(y/) . 5mj (t,z, [Xt &, ( )])(v)] 8;4' pm(,LL,S,t,v,y/) dy/

50/1' j 5,& ,(m 6ai,‘ 5,8, (m n
‘/ [S2 ([N = L (XN )] 05 (s 0,y ) dy

om

and then, for both term, to combine the uniform 7-Holder regularity of the map [da; ;/dm](t, z, m)(.)
with the Gaussian estimate (5.I0) and the space-time inequality (L4). This yields

Wy (1, ')

(t B S) 1+72Lfn — (t _ S) 1+n;B*TI

Al <K

for any 3 € [0,1]. In the second case, following similar lines of reasonings as those used to prove (A5,
we deduce that for any 3 € [, 1], there exists K+ := K(T, (HR,), (HE)) such that
Wy (1)

(t—S)B;n

5ai,j

om

s m 50/1',’ 5,& ,(m
(B.44) (0, XN ) = S (e, (X)) < K




WELL-POSEDNESS OF NON-LINEAR SDES AND PDE ON THE WASSERSTEIN SPACE 105

for any 3 € [n,1] and since Wa(u, i) < (t — s)'/2 the above estimate remains valid for any 8 € [0, 1].
Using (&.I0), we again conclude

Wy (1, 1)

(t B S) 1+n42rﬂfn

Al < KT

for any 3 € [0,1]. We deal with B by again splitting the computation into the two cases W3 (i, u') > t—s
and W (u, u') < t—s. In the first case, from the Gaussian estimate (5.10), the uniform n-Holder regularity
of the map [da; j/dm](t,x,m)(.) and the space-time inequality (4], we get

1 W’B ’
|B| S K(t )1+nfn S K(t 2)(fjl+’nliﬁ)n
— S 2 — S 2

for any 8 € [0,1]. In the second case, using (A5H) or (A56) and again the uniform n-Holder regularity
of the map [da; ;j/dm](t,x,m)(.) as well as the space-time inequality (IZ]), we obtain

Wy (1, 1)
(t _ s) 1+n;57n

IB] < Kg

for any B € [0,1]if n=0or any 8 € [0,n) if n = 1.

In order to deal with C, we employ (5I8) (recall that €7%° = lim400 €00 < 00), (B:44) in the case
W3 (u, ') <t — s or the uniform boundedness of the map [da; ;j/dm](t,z,m)(.) in the case W3 (u, ') >
t — s. This yields

Wy (1, 1)

(t B S) 1+n42rﬁ*77

ICl< K

for any 8 € [0,1] if n =0 or any 5 € [0,n) if n = 1.
In order to deal with D, it suffices to use (5.20) (recall again that €77 = lim100 €77 < 00) which
combined with the uniform boundedness of the map [da; ; /dm](t, z, m)(.) directly yields

5ai’ 5.8 (m n n
| / (b (X D) 05 0pm (5, 6,77 )] (0) = O B (1 5, 1,2" 4] (v)] dyf

om
|z —a!|?

SKﬁf
(t75)1+ gﬁ n

for any 8 € [0,1] if n =0 and any § € [0,7) if n = 1. We thus deduce

Wy (1, 1)
1tntpf—n °
(t—s)" >

ID| < Kjp

Finally, again from the boundedness and uniform n-Holder regularity of [da; ;/dm](t,z,m)(.), we
obtain

Bl < K (Rd)z(ly' = &[T A DO [Oupm (s 5,7, 27, y)](v) = O [Opupm (1, 5,7 2", y)](v) ] dy’ pu(da’).

Gathering the previous estimates allows to conclude the proof.

Step 2: proof of (ATT4).

From the identity (B.12), we obtain the following decomposition:

A#a#/ 8:} [aﬂﬁerl(,uv S, T, t? xz, Z)](’U) = I + II + III + IV;
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with
[.— 1trace<[</: a(r’',y, [Xsé(m)])d )1 </Tt a(r',y, [ng (m)])d )1}
[ Fri0uatr . XD ) st
_— —§trace ((/Tt .y, [Xs,g (m)])dr)_l /:[63[6 la(r',y, [ XS5 (v) — 070, ]alr’, y, [XSE (] ()] dr’)
xﬁfn_ﬂ(u,s,r,t,x,z)
11 := %(z—x)t[(/j ', y,[XS,“m)])dr)_ - (/t (', (X5 (m)])dr)_ }

-1

t t
/ A [Dualr’ y, (X5 (v) dr’ ( / a(r',y, [Xi;“”)])dr') (2 — @) X BYyyr (1, 5,78, 2, 2)

ey ( [t ixi <m>]>dr) O [Bulalr’, . XS w) — B8O lalr sy, X5 N 0)] dr

-1

[ BN ) ) X Bt
/ o210, lalr 3, X5 )] (w) dr’

o ([ ot

o)
[([ o isyar) ([ e <m>]>dr) J(e =) % Pt 2),
—%{t((/ a(r' 9, (X3 ")) d ) /a" a(r', v, [X3° <’">1>n<>dr'>

—(z—a) (/ alry, [ ) /a" a(r', g, X (o)

</ a3, (X35 dr ) (zz>}[ B (1,71, 2) = Py (8,7, 1,, 2)].

X

+

N = N 3

IvV:

From the mean-value theorem, the estimate ([(A]) together with (EI8) (recall that €759 = lim400 €00 <
00), we obtain

K t ) t
1< g [ s (07 XS ) (Dl @ [ =) i g(eltr). 2,
Now, for the first time integral appearing in the right-hand side of the above inequality, we use (A.43)
if W3 (u,p') <1’ — s (which is thus valid for any 8 € [0,1]) or the uniform boundedness of the diffusion
coefficient if W2 (u, ') > 1’ — s. This yields

t 1178 ’ t Y
1 < (th/ V<V (M{? dr’ / (' — )" glelt 1), 2 — )
-r r (r'—s)2 r

1 1
< KWJ (1) <W1{T—s} + Wl{m}) g(e(t =), 2 — )

for any g € [0, 1].
We deal with II by using (A.73)) so that

1
Wl{ws})

t
/ /(Rd)2(|y/ - :C/|77 A 1) |A#7#/ag[aﬂpm(ﬂﬂ S, Tla zla y/>](’l)>| dyl M(dzl> dTI> g(C(t - T)v z = :L')

1
| < K7 (Wzﬂ(ﬂa//) <W1{r—s} +

t—r

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.
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We deal with III by using similar estimates as those employed to deal with I and II. Omitting some
technical details, we obtain

1

1
B
1| < Kj <W2 (1, 11") (Wl{r—s} + Wl{os})

t
/ /( @) (ly" = 2" A1) [ Ay, w 07 [0upm (k8,7 2", y)] (v) | dy u(da’) dT’) gle(t = 1),z — ).
r Rd)2

t—r

In order to deal with IV, we use again the estimate (AJ) together with (5.IJ), either the estimates
(A.47),(A46), with n = 0, if Wa(u, ') < r — s (which are thus valid for any 8 € [0, 1]) or the Gaussian
upper-estimate for the kernels z — p¥ | (i, s,7,t,2,2) and z — ph, (1, 5,7, t, 2, 2) if Wa(p,p') >r—s
and finally the space-time inequality (L4]). We thus obtain

1 1
|IV| < KWéB(u, H/) (Wl{r—s} + WI{DS}) g(c(t —7),z— )

for any € [0,1].
This last inequality concludes the proof of the estimate (A74).

Step 3: proof of (ATH).
The relation (B.8) directly gives the following decomposition

A 0218, ai (62, [ X5 T)) — @it 2, XS D) () = Ly + 1y + 1L + IV + Vi,

with
L= [ [5a XN) - S ) )
“J ra L om ¢ om N T
bai,; € (m)py gy 0 .6, (m)1y 7. | aln N
7( Sm. (tﬂzﬂ [Xt ])(y)i sm (t,Z, [Xt ])(y )):|8x pm(H757t,U,y)dy7

L 6ai,j 5,&",(m) / 5ai,j 5,7, (m) /
My = [ [ D) - G X )

5aij 5aij

— (G (b, XN 0) = S22, DN )] A O3 B 5,80,y dyf

daj, s.6.(m 0a; 5,6,(m n
;. = /< 5 DN = S 2 XN W) 50 s ) ) dY (1 = ) (da!),

om

oa;
IV, ::/ —hd t,x, Xﬁ’g’(m) y') —
i= [ o X))
da; ; da; ;

- (52 o (b2 (X7 W) 07 0 .12 (0) dy' (0,

5ai7» s, /1 m 5@1-,‘ s, /, m
Vim [ [FE e D) - S )
(R) m

6ai,j

St X))

(t2, X)) () —

om
5ai,j 60'1}]' 5,&",(m) ’ n ’oo /o ’
- (5 S (12, X ) @) By O3 0 (15,80 )] (0) dy ()
As previously done, we quantify the contribution of each term in the above decomposition. We
establish a bound similar to (A.49) but with the map [da; ;/0m] instead of a; ;. To be more specific, let
Oy = (1 — N[X S 4 AL ™) We write

(t, 2, (X)) () —

da; s.E.(m dai ; 5. (m
W) = =2 (2, XS ) = =2 (0 (X))
_ ' 62ai7j (GON A, / ’ ’ ’
= 52 (t, 2,0, )W, 2) (P (s 8,8, 2") — pm 1y 8,8, 27)) d2” dA.
0 Jrd O0M

From similar arguments as those used to derive (A.49) we get

(B.45) Ih(:c)fh(Z)lSK*(lzf:cVH‘M)( (‘; 2
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for any « € [0,7] and any S € [a, 1]. Hence, taking o = 0 in the preceding inequality and using (&.10),
we derive
W (1, 1)

Tijl < K*(Jz—x[" A1) g

Now, if Wa(u, 1') < (t — s)'/2, we take a = 7 in (B.45). This yields

W5 (p, ')
Lyl < K—2 0

(=)
for any B € [n,1]. Since Wa(u, ') < (t — s)/2, the above estimate is still valid for any 8 € [0,1].
Otherwise, if Wy (u, u') > (t — s)*/?, we instead write

6ai j s,&,(m 6ai,‘ s,§,(m n
L= / S XD ) = S XN @) |05 P (5.8 v, ) dy

om om
5ai i s,&,(m 50,1'1‘ s,&,(m n
[ [ X ) 2 D 0] 0 0
50,1”‘

5ai i 5,¢",(m 5,6"(m n
- [ [ XN ) = S e (57 )] 01 st

L,J 5,&",(m 6ai,‘ 5,&,(m n
(12, (XN () = S (2 X)) 0 P, v,y ) dy

and use the uniform n-Hoélder regularity of the map [da; ;/0m|(¢, z,m)(.) together with the space-time
inequality (L4). We thus derive

Wy (1, ')

(t . S) 1+n42rﬁ*77

Ll < K

for any g € [0,1]. Gathering the above estimates, we conclude

(lz—al"n1) 1 }

1+n+8 14+n4+B—n
2

. B !
|IZ,J|§KW2(:U’aM){(t_S) . (t—s)

for any g € [0, 1].
From the estimates (A5H) if Wi (u,p') < t — s, GI0) if Wi (u,p/) > t — s, (A56), the uniform
n-Holder regularity of [da; j/dm](t,.,m)(.) and finally the space-time inequality (L4]), we obtain

(= =2 r1) 1 }

(t—s) B (t—s) LEnth—n

1L 5| < KW (1, 1) {

for any B € [0,1]if n=0or any 8 € [0,n) if n = 1.
From (5.20) and the uniform n-Hélder regularity of [da; ;/0m](t, ., m)(v), we deduce

| / [P, G ) — S 2, D ) 0510, 1,2 ) 0) — DO 5.2 (0]

om
|.T/ _:L,II|B

<Kp(lz —2[" AN ) ———ms
(-5

for any 8 € [0,1] if n =0 or any 8 € [0,n) if n =1 so that

Wy (1, 1)

(t _ s) [EXETE

L ;| < Kg(|lz —x|" A1)

Then, we use (B.45) with o = 0 and (5I8) (recall that €720 = limte0 €70 < 00) so that similarly
to I; ; we get

Wy (1, 1)

(t _ s) Linif—n

Vil < K(|z — 2|7 1)

for any g € [0, 1].
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In order to deal with V, ;, we either use the uniform n-Hoélder regularity of [da; ;/d0m](t,.,m)](v) or

the uniform n-Holder regularity of [da; ;/dm] (¢, z,m)](.). We obtain

Vijl <K {(Iz —z[TA1) /(Rw |8 O 0D (1, 5,6, 2,y (v)| dy' 1 (da”)

A 0= A B 05 0) dy'u'(dw’>} |

Step 4: proof of (AT0).

From (B.IH), we easily obtain the following decomposition

Gathering the above estimates completes the proof of (A.75).

Ay Oy [0y Hmar (1, 8,7, 2,2)](v) =A+B+C+D+E

d
= - Z A#7#,8'L7}[8# [bi(T7 €, [X;7€7(m)])]](v) 8Iiﬁm+1(ﬂﬂ S, T, tv &€, Z)v
i=1

d
= = 3 00y, [X2E N N(0) Ay BB (1 5,7, 1,2, 2),
=1

d
1 3 S m S m fonl
=5 2 BBl (ry X)) —ai (2, I (0) 67, o B (05,7, 2),

d
1 n S ! m S ! m _
=5 > O 0ulan; (2 (X)) —ai (2, (XS I W) Ay 07,y Bmr (5,7, 8,1, 2),

d t
= — Z Allvl‘,bi(ra m[X;’g’(m)]) a;’)l |:8MH{ (/ G/(T‘/, 2, [Xf;fv

(m)])drl5 zZ = .’I]):| (/U)f)\’m-‘rl(,u/a S,T,t,ZC,Z),

d t
= Zbi(r, x, [Xf,g',(m)]) Ay w0y [GHH{' (/ a(r’, 2, [Xf;g’(m)])drl, z— x)] () Dnt1 (1, 8,7, 8,y 2),
i=1 r

with
A= A1 + AQ,
Al .
As
B:= Bl + BQ,
Bl :
i,j=1
B2
i,j=1
C::CI+CQ+C35
C1
i=1
Co
d
Cy ==Y bir,z, [X5

i=1

)ar [@LH{ (/Tta(r’,z, X

5,&',(m)

r!

Ndr',z — x)] (V) A D1 (i, 8,7, t, 2, 2),
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D::D1+D2+D35

D1:

d
1 S m S m
5 D7 A (i (2, [XEO]) = a2, [X500)))

ij=1

. t
< o [@H@J ([ ot 2Bz = )| @) s (ot 2),

d
1 S m S ! m
Dy = _Z @i (r 0, (X2 0M)) — a5 (r, 2, [X S0 00]))

.. t
X Dy 0f [@LH;’] (/ a(r', z, [XSE (m)])dr',z - x)] (V) Drnt1 (1, 8,7, 8,y 2),

d
D3 := Z a; ;(r,x, ng (m)])—a”(r 2z, [Xs§ (M)

1

2
.. t

x o [@LH;’] (/ a(r', z, [Xs§ (m)])dr’,z —x)] () Ay P (1, 8,7, 8,2, 2),

and

EZ:E1+E2+E3

ZAW[ (1, X3S0V </< A 5 =) OB 2 ).

Es = 3 Z Ay [(a”(r x, [Xsé(m)])—a”(r 2, [ X5 (m)]))H (/Tta(r z, [ng(m)])dr',z:c)}

,j=1
X av [aupm+1(M,3 rt,, 2)](U)

Es ;{ i (r,z, [X2S M) Hi (/Tta(r 2, [X2 ’g(m)])dr,zx>

+ Z (a” T, T, [ng(m)]) —a;;(r 2z, [ng(m)])) H;J (/Tt a(r', z, [ X 5 (m)])dr’,zx)

’Lj 1
X A,u,,u/ag[a,uﬁerl(Mﬂ 57, t, €L, Z)](U)

e Estimate on A:
From (A73) and (LH), we directly obtain

KJF Wﬁ /
Al < o <(T2)(fi’ﬁ§2n i /(Rd)2<ly’ — [T AL 1005 O (b 5,7 z',y’>]<v>|dy'u<dz'>>

x gle(t —r),z — x).

For Az, we use the estimate (A.I]) together with (BI8) (recall that €750 = im0 €00 < 00) as well
as (A7) if W3 (p, ') <r — s or (LH) otherwise. We thus deduce

Wy (1, 1)

|[As] < K(t—r)%(r—s)lmgﬁw gle(t —r),z — x)

for any 5 € [0,1].
Gathering the two previous estimates, we deduce

A + Wf(uaﬂl) /M A b ro dv' u(dz’
| | S Kﬂ 1 14n4+B8—n + (|y x | A 1) | oy 'u[ #pm(IJ‘?SvTv:C » Y )](U)| Y :u‘( &£r )
(t=r)2(r—s)""> ()2

x gle(t—r),z —x)

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.
e Estimate on B:
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In order to deal with By, we use (A.T5) and the space-time inequality (L4). This yields

W2 (u, i/ z—z|"A1 1
|B1| < K;_ 2 (7 ) (| |1+n+e) A 1+n+B—n g(c(t - T), Z = 'T)
t—r (r—s) 2 (r—s)— =
KE’;
Rurl {<|z —al A [ 02O .1 )] ' )
(R4)2

4 /(Rd)2(|y/ - ‘T/|T7 A 1)|Aﬂaﬂ'aﬂ?[aﬂpm(ﬂa 5,7, xla y’)](v)| dylﬂl(d‘ml)} g(c(t — 1),z — 'T)

SK*WQﬁ o 1 — A 1 ___ } ot —r) s
8 (n “){(tr)l—g(rs)T' (t— 1) (r — 5) " g(c( ) )
1

o {W o a0 ) (0 o )

/(Rd)2(|y' = &[T A DA O [Oupm (s 5,752, y)] (v))] dy’u’(dx’)} gle(t —r), 2 — x)

t—r

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.
For Ba, we use (A3) with /' =1 and 8/ = 0 combined with (5.I8) so that

(BA6) |07 [Oulai; (r, 2, [X2 ™)) = ai i (r, 2, X2 M) (0)] < K{ ('Z ;”'_ o i_ }

We also use (A7) if Wy (i, p') < (r—s)/? (which is thus satisfied for any 3 € [0, 1]) and (5) otherwise.
We thus obtain

|z — x| 1 3 ,
|B2| < K 1tntB—7 A 1+tntsa W2 ( ) ) (C(t - T)a z = :C)
{(t—r)(r—s)f (t—r)(r—s)T"} g
1 1
<K - o —— WQB ) glet —r), 2z — )
{(t—r)li(r—s)f (t—r)(r—s)T"} (b 1) (<l

for any g € [0, 1], where we used the space-time inequality (4]) for the last inequality.
Gathering the previous estimates on B; and Bs, we finally deduce

1 1
14n+8 N FE— clt —r z—x
(t=r)i=3(r—s) "3 t—r)r—s)" 2 } 9(e( ) )
1

o {W L, a0 )] (0

Bl < KFW4 (. 1) {

/(Rd)Z (19" = 21" A DA 07 [0upm (1, 5,7, 2, 4] (0)] dy’u’(dfv’>} gle(t —7),2 —x)

t—r

for any 8 € [0,1] if n =0 and any 8 € [0,7) if n = 1.

¢ Estimate on C:
For Cy, we use (A45) if Wa(p, i') < (r — s)'/2 and the boundedness of the drift coefficient otherwise
so that for any 8 € [0, 1] it holds

Wy (1, 1)

|A s bi(r, [Xﬁ’f’(m)])l <K B
(r—s)2
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and, from (AJ) with (5I8) and the space-time inequality (4]

¢
o [GMH{ (/ a(r', 2, [X55 mMNar 2 — y) ] (V)Dm+1(, 8,758, 2, 2)

(B.47) <K 5[0 Dl (2, (XIS D@ dr glelt = 1), 2 — )

K
< 1
(t—r)ir—s)

Combining the two previous estimates thus yields

Wz(ﬂﬂ) f) ),
(t*T)Z(T—S)M g(( )7 )

In order to deal with Ca, we use the relation (B.16), the estimates (A.73), (A) (together with (5.IJ))
as well as (AZH) if Wa(u, 1') < (r — 5)'/2 or the boundedness of the diffusion coefficient otherwise to
deduce

30500 [0ttt ([ a2, 0 =) )

|z — =
14+ntB—n WQﬁ(:uaMI)
2

Ttn—n g(C(t - T), e ‘T)

|C1| < K

< KF

=) fs>

z— Wy (e, 1 "
+ K5 | |2 2(—++?H + (ly" = 2" A1) | Ay O3 [Oppm (115 5,77, &,y )](v)] dy” p(da’) | dr!
=72 Jo \(r—s)==2 (Rd)2

E—
<Kj - r)(r ) W5 (. 1)
RS A i N0 )
- 7’ )2

which in turn, by the space-time inequality (4], yields

(t—r)2(r —s)
x glc(t—r),z —x).

W (. 1t n
Co < K ( 2 I)MHH (t— )3 / / —'[TAL) A0 [@upm(uﬁsw’,w’,y')](v)ldy’u(dw’)dr’>
L _

For Cg, similarly to B2 and C;, we obtain
Wy (1, 1)
(t—7)3(r—s) 5"

Gathering the previous estimates on C;, Co and Cs, we get

|IC3] < K glc(t—r),z —x).

Cl < K+ ”2[3(#,‘”/) / M A1) A P s dv' u(dx’) dr'
| | = B 1 1+n+B—n 3 Y | A )| o U[ ypm(M,S,”’ LY )](’U)| Y M( x ) T
(t—r)2(r—s) z (t—r)2 Rd)2

x gle(t —r),z — x).

e Estimate on D:
In order to deal with Dy, we first use (B.I7) together with (5.IR) so that

o [@LH;J ( / a2 X ! — x)] ()

|z — 2|2 1 1
(B.48) SK((tr)ﬁtr) (r—s)=5 2

We then use (A49) with o = 0 so that for any 3 € [0, 1] one has

(B.49) 8y (a0 e, 09 — a2, [0 ) | < K EZ D Dy

(r—s)2
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Combining the two previous estimates and using the space-time inequality ([4]), we eventually con-
clude
W (1)

Dy < K .
(t—r)=F(r—s)

1+nt+B—n g(C(t - 7’), 2 :C)
2

for any 5 € [0,1].
For D, we handle A, /07", Hy’ (f a(r', z,[ X S (m)])dr', z — x)](v) in a similar way as we did for
A, 000, Hi (f: (r', 2, [X) S (m)])dr ,z — z)](v), that is, we first use the identity (B.I6) and then the

mean-value theorem, the estimates (AT3), (AJ) (together with (B.I8))) as well as (A4R) if Wa(u, 1) <
(r — 5)'/? and the boundedness of the diffusion coefficient otherwise. We obtain

Ay O {a H”( a(r’, z, [XS“’”)])dr’,z—xﬂ (v)]
< (B ) et o {2 )

t I)Vﬁ /
) n
X/ <—( — giil" +/(Rd) (Iy" = 2T A1) | Ay, w0y [3upm(H75,T',$’7y')](v)|dy'u(dxl)> dr’
r \ (1 —8) 2 2

which in turn, by the uniform n-Hoélder regularity of a; ;(t,.,m) and the space-time inequality (I.4)),
yields

B
|D2| < K+ W2 (,uv/L/)H —
b (t—r)'"3(r—s)" 2z

1 t
+7"/ / (I = 2" A1) | Ay O3 [Oppm (1, 5,77 2, y)](v)] dy” p(da’) dr’
(t — 7,)2—5 r R)2
x glelt — ), — 2)
for any B € [0,1]if n=0or any 8 € [0,n) if n = 1.
To deal with D3, we use ([(A47) if Wo(u, p') < (r — s)1/? or ([LH) otherwise, (B4]), the uniform
n-Hoélder regularity of a, ;(¢,.,m) and eventually the space-time inequality ((L4)). This yields
Wy (. 1)
(t—r)'"2(r —s)

|D3| < K 1tntB—7 g(c(t - 7’), 2 :C)

for any € [0,1].
Gathering the previous estimates, we conclude

|D| < K+ Wf(%ﬂ')
-0 (t—r)' =2 (r — s)lmgﬁw

1 t
e [ =AY 80000 i)
(t — 7") 2 Jr (R4)2
x gle(t—r),z—x)
for any 8 € [0,1] if n =0 or any 5 € [0,n) if n = 1.
e Estimate on E:
For E1, we proceed as for the previous terms. To be more specific, we use (AZE) if Wa(u, p') <

(r— 5)'/2 or the boundedness of the drift and diffusion coefficients otherwise, the mean-value theorem,
combined with recall that €70 = lim,+ €%° < c0). We obtain
o0 T oo

Wy (. 1) e
b sy et =)z m )

For Ey, from (B49), the mean value theorem combined with (A45) if Wa(u, ') < (r — s)*/? and
the boundedness of the diffusion coefficient otherwise, (A.9) combined with (5I8]) as for the previous
estimate and the space-time inequality (L)), we get

Wy (1, 1)
(t— )3 —s)

|E1| < K

|Eq] < K oy 9(e(t — 1),z — x).
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For the last term Eg, from (A.74), the uniform n-Holder regularity of a; ;(¢,.,m) and the space-time
inequality (L4), we get

Bl < K5 { (t - T)l—Wg{iu’i))

t
o / / A O D (5,7 2] (0)] u'(dz')dv'}
— 7" (R4)2

TtntB—n
2

x gle(t—r),z —x).

Gathering the previous estimates, we finally deduce

B ’

(t—r)i=3(r —s) 5
1 t
TS / /(Rd)Z(W — &[T A DAy O3 [0upm (s 5, 7", 27,y (v) | dy’ ' (da’) d?"}

x gle(t—r),z —x).

We now collect all the previous estimates on A, B, C, D and E. We finally obtain the following bound

|AM,M’6:}[6MHW+1(M) 5,7, ta z, 2)](U)|
1 1
< K;r (Wzﬁ(ﬂaﬂl){ >1+n;zafn A Ltn+s }

(t—r)(r—s (t—r)l__(rfs)

1
' {<7 L, a0 )] )

t—r)l-3

t—r

o =T A DB 0 ) dy’u'(dz'>}

1 t
= B IR (TS PR PR CeS dr’>

glc(t—r),z —x)

for any 8 € [0,1] if n =0 and any 8 € [0,7n) if n = 1. The proof is now complete.

B.8. Proof of Lemma [A 5l
Step 1: proof of (ATT).

We only prove (A7) for the first term namely for the difference of the L-derivative of the diffusion
coefficient since the second term can be handled in a completely analogous way. We start from the
identity (B.3]) and deduce the decomposition
03 Ol g (¢, XN (0) = 0 Bulai (¢, X))

50/1" s1Vsa,&,(m 6ai,‘ s1As2,&,(m n
= / [ 0, (XY ) = S (XS )| O i (11 V 2, 0,y)

om om

6aij s1A82,€,(m) / da; $1A82,€,(m)
> X 518,68, _ »J X 51/A82:8,
[ Gl D) — 2 1, [; D)
X [8;+npm(:u‘7 51V 52, ta v, y/) - a;+npm(ﬂa 51 A 52, tv U, y/)] dy/
6ai‘ s1Vsa,&,(m 50/1',’ s1A\s2,&,(m n
+/<W>z | (XN ) = S (1, (X ) ()| 030 1 V s, 3] (0) dy ()

m

da; s1A81,&,(m) ’ da; s1A82,&,(m) ’
J (¢ X 8 _ (¢ X i)
+ o, a1 D)~ 2 (1,2, [X; D]

X [83[8,upm(ﬂ, S1 \ 52, tv :C/a y/>](’l)> - ag[aﬂpm(:u’v S1 A 52, ta 1'/5 y/)](’l))] dy/ M(dl'/)
=:A+B+C+D.
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We deal with A by distinguishing the two cases |s1 — s2| >t — 51V 3 and [s; — $2| <t —s1 V s2. In
the first case, we simply note that

6ai‘ s1Vsa,&,(m 50/1',’ s1Vsa,&,(m n
A= /Rd [ J (t,:z:,[thv 2,6,( )])(y/) _ I(t,x, [thv 2,&,( )])(U)} 8;"' P, 51V 82,1, 0,1) dyf

om om

5ai i s1As2,&,(m 6ai,' s1/As2,&,(m n
— [ [ xS ) - B (7O 0)] 0251 Vst

and then, for both term, we combine the uniform n-Holder regularity of the map [da; ;/dm](t, z, m)(.)
with the Gaussian estimate (5.I0) and the space-time inequality (L4). This yields

1 _ 5|8
Al<K ekl
(t_Sl\/SQ) 2 (t—Sl\/Sg) T+

for any 3 € [0, 1]. In the second case, similarly to (A.62)), we get

6ai,' s1Vs2,€,(m 50,1'1‘ s1As2,8,(m
o (6, [ X ) = = (X)) )
1 1
B.50 < KT|s; — s9)° { -+ . }
(B.50) < Kl = s (t—51)P 3 (t—s0)P 3

for any g € [0,1]. Now, if 8 € [/2,1], using (5I0), we conclude

|1 — so|”
(t -5V 82) 1+721'7n+ﬁ

A< KT

However, since |s1 — s3] <t — $1 V s2, the above estimate remains valid for any 3 € [0, 1].
We deal with B by using (A7) and the uniform n-Holder regularity of the map [da; ;/dm](t, z, m)(.)
as well as the space-time inequality (L4]), we obtain

<K 51— 5217
T (=5 Vsy) TS

BJ SKﬂ{

|51 —S2|B |51 —S2|B
(t—51) "5 248 (t— 5p) 528

for any 8 € [0,(1+7)/2) if n=0or any § € [0,1/2) if n = 1.

We deal with C by employing (5I8) (recall that €7%° = lim,,100 62° < o0), (B50) in the case
|s1 — s2| < t—s1V s or the uniform boundedness of the map [da; ;/dm](t, z,m)(.) in the case |s1 — 52| >
t — 51V s9. This yields

|s1 — s2|”

(t -5V 82) 1+n;57n

ICl< K

for any B € [0,1]if n=0or any 8 € [0,n) if n = 1.
Finally, we deal with the last term by using the uniform boundedness and n-Hoélder regularity of
[0a; i /om](t, z,m)(.). We obtain

D] SK/ L =2 T AD)IOF 0P (s 51V 52,727,y )] (0) = O [0upm (1, 51N 82,727, y)] ()| dy’ p(da’).
(R)?

Gathering the previous estimates allows to conclude the proof of (ATT).

Step 2: proof of (AT]).

We proceed in the same way as for the proof of (A74]). Namely, from the identity (B.I2)), we obtain
the following decomposition:

ASLSza:}[auﬁerl(uv 57 Tv t? :E7 Z)](’U) = I + II + III + IV;
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with
-1

1= ltrace<[<[ ot 4, [X:}Vszf*m])dr') (/t (g (X526 (m)])dr) ]

[ B DN ) B Vit
0= —?crace(( / Calr . [XS}ASZE(m)])dr’)_l
x / 00 Bulalr . XS (0) — B21ulalr’, g, (X ) dr’> Bha (o1 V 52,71, 2),
I = %(z—x)t{(/j v, [XS}VSZE(m)])dr’) - (/t ay, [X51“2f<m>])dr') ]
< [ artondate' s b @ ([ v “"’])dr)_l (2= ) X Py (51 V 52,71, 2)
+2( ) </t (g, X5 (m)])dr>

. / 0210, [a (" y, [X2V SN (0) — 02 [Bulalr’, y, X35 (0)] dr’

-1

-1 1

-1

t 71
X </ a(r’,y, [Xf/lez,ﬁ,(m)]) dT/> (Z - :C) X ﬁ'rynJrl(Mﬂ 51V SQ,T,t,SC,Z)
1
2

2o ([t xS ar) [ ool D) 0

-1

t
([ otz enar) - ([, y,[xf%“%“”)])dr) (= 0) % By (1 V s, 2),

t
%{t<< / alr’y, X740 ) / 03 [Bulalr’y. ;“”“’"’1>n(v>dr'>
t
(= —a)' </ alr',y, (X34 > / O [ulalr,y, X" <)) (0) dr

t
y (/ a(r',y, [X51A52§(m)])d7~’) (z—x)} (Do i1 1y 51V 82,78, @, 2) — Doy 1 (1, 51 A S2,7, 0, 2)].

IV:

From the mean-value theorem, the estimate ([(A]) together with (B.I8) (recall that €759 = lim,400 €00 <
00), we obtain

K
< ——
==y
Now, for the first time integral appearing in the right-hand side of the above inequality, we use (A.62)) if
|s1 — sa| <’ — 81V sa. This yields

t t
[ a0 O 0 X [0 s1vs) T ! geler), ),

|51 — s2/°
(r' — 51V s9)P~2

T T

ma fas; (1", , (XS 0) — g (g, (X)) <

for any 8 € [n/2,1] and since |s1 — sa| < 7’ — 81V s2, the above estimate is actually valid for any g8 € [0, 1].
Otherwise, if |s1 — s2| > ' — 51 V s9, we rather use the uniform boundedness of the diffusion coefficient.
We thus obtain

K t |81 — 82|ﬁ t
I < d / ! Vi -
||_(t—7“)2/r 7 — 51V 52)7 r /T(T s1V $2)
<K 51— 52
 (r—s1Vs2) R4

for any g € [0, 1].

(e(t =r),z — )

gle(t —r),z — x)
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We deal with II by using (A.77) so that

5,08
+ |s1 — s2]
1} < Kﬂ Lin—n g
(7“—81 V §g) 2
1 t
+t r / /( ay (|y/ - x’|77 A 1) |A51,s283[8,upm(ﬂ, S,T/, :E/, y’)](v)| dylﬂ(d;p’) dr’) g(c(t _ 7,), ” :E)
- r Rd4)2

for any S € [0,(14+1n)/2)if n=0or any 8 € [0,7/2) if n = 1.
We deal with III by using similar estimates as those employed to deal with I and II. Omitting some
technical details, we obtain

1| < K 51— 52l
-F (r—s1Vsy) 548
1 t
+t*7’ / /(Rd)zﬂyl—.T/|n/\1)|A817520:}[8Hpm(,u,S,T/,.T/,yl)](v)|dylu(dxl) d?‘l> g(c(t—r),z—x).

In order to deal with IV, we use (A.66) together with the estimate (A.J]) combined with (5I8) and
finally the space-time inequality ([4]). We thus obtain

|s1 — s2|”

V| < K (e
(r—siVsg) 2z 17

gle(t —r),2 —x)

for any 3 € [0, 1]. Putting together the estimates on I, I, IIT and IV concludes the proof of (A7R).

Step 3: proof of (AT9).

We first remark that if |s; — s2| > ¢ — 51V s2 then the announced estimate directly follows from (A.9)
(with r = s) combined with (5.I8) recalling that €% = lim,100 6/2Y < 00. From now on and for the
rest of the proof, we assume that |s; — so| < ¢ — s1 V s2. The proof being quite similar to the previous
one, we will be short on some arguments and will omit some technical details. From the identity (B.12])
with 7 = s, we deduce the following decomposition

Ag, 5500 [0uDmr1(p, s,t, 2, 2)](v) =TI+ T+ I+ 1V,
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with

-1

1 ‘ ' -
I:= ——trace |: (/ (7“ Y, [Xél\/&z£ (m)]) dr ) . (/ (T Y, [X51Asz,§ (m)]) dr ) :|
2 s1Vsa S1/A\S2

t
X / A (D, la(r ,y, (XS] (v) dr') BY (1 51V 82,8, 2, 2),

1Vsa

1 ' -
Il := ——trace (/ a(r',y, [X:Ms%é (m)]) dr )
2 S1/\S2

<[ ottt e D@ [ gpioulatr . X0 ] ) s Vst

51V S 1/AS2
1 t -1 t -1
0 = 5(2 . :C)t{ (/ ( 'y, [X51Vsz,§ (m)]) dr ) o </ a(T’,y, [X:}A527€7(m)])dT/> }

s1Vso S51/\S2

t t —1

[ aralat bz e ar / ' DY) ) G ) X Bl (1 Vs ,2)
s$1Vsa S$1Vsa
1 ¢ S S m -

51V52

X

— N |

t t
/ OB, lalry, (XS (0) dr’ — / O [Blalr’ y, [X ) ) d”
s1Vsa EIWAY:-D

t 71

[t <’">1>dr> (5= 2) X B oy (51 V 52,7, 2)

1Vs2

X

(s — ) </ alt's X ) / O Bulalr g, (X (0) !

+
1A\S2 1AS3

([ awmmmsyar) ([ e ona) e

1A\S2
Y
X Pm+1(Ma s$1V 52, t,.’L‘, Z)a

IV = —% {trace<(/s;2 a(r' . [X51“2f<m>])dr')1/st O lalr, . (X)) dr’)

1782

N | = PN

-1

= ([ et ) [ o ) a

1/A\S2 1/A\S2

1/A\S2

t —1
x < [ty dr'> (o - x>} B o 51V 526 2) — Yy (151 A 82,y 2]
S

From (A)) together with (5.I8)), the mean value theorem together with (A62)) if |s1 —so| < 7' —51V sy
or the uniform boundedness of the diffusion coefficient otherwise, we obtain

K K S S m S S m
1S o ol [ a0 XS] — a0, [

1Vso ]

t
x/ (7”—51\/52)71“5 Ldr' g(e(t — 51V sg), 2 — )
S

1Vs2

K ' |s1 — 82|B
(t—s1Vs )1+1+n N [|81752|+/v mdr’} glc(t —s1V s2),2 —x)
el 2 S1VS2

|s1 — so/”

S K 1+n—mn
(t — 51 V 82) 7 TP

gle(t —s1V 82),z —x)

for any g8 € [0,1).
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We deal with II by using (A.77) and the estimate (A]) combined with (5.I8). We obtain

K+ s1Vsa 1 t _ B
|H| < B / S dr’ +/ |S1 821|+n7n dr’
t—s51Vs2 5182 (T/ — 81 /\82) 2 s1Vsa (T/ — 81 \/82> 7 +68

t
L O (e LR P P [ dr'> glelt = 51V s2),2 ~ )
s1Vsa J (R4)2

_ B

+ |51 — 82|

< Kﬁ Lin—n g
(t—Sl \/82) 2

1 t
+If — 81V 82 / /(]Rd) (ly" =" A1) |As1,550, [Oupm (1, 8, a7y (v)] dy' p(da’) dTI> glc(t —s1V s2),2 — )
s1Vso 2

for any 8 € [0,(14+1n)/2)if n=0or any 8 € [0,n/2) if n = 1.
We deal with III by using similar estimates as those employed to deal with I and II. Omitting some
technical details, we obtain

|51 — 59"
(t —S51V 82) 5148

+
11| < K} (

1 K n
v Lo 0 T A D e DL B0 3,72 ) ] () dr’)
S1VS2

x gle(t —s1V s2), 2 —x)

for any 8 € [0,(1+mn)/2) if n =0 or any 3 € [0,1/2) if n = 1. In order to deal with IV, we use (A.G3)
together with the estimate (AJ)) combined with (5.I8) and finally the space-time inequality (L4). We
thus obtain

2 t
V| < K{ R k. 2} / S
t—s1Asa (t=s1N82)* ] Joines (1 —s1 Aso)™ 2

|51 — 52/ |51 — 52/
X {mQ(C(t-Sl /\SQ),Z-.’L') + mQ(C(t-Sl \/SQ),Z-.’L')

|s1 — so|”

Y

S S

SK{Q{;)—ui'wg(C(t—Sl)az—@Jr
)

gle(t — s2),z — :I:)}

for any 8 € [0, 1], where we used the fact that |s; — s3] <t — s1 V s2 for the last inequality. Gathering
the previous estimates allows to conclude the proof of (A79).

Step 4: proof of (A30).

We again follow similar lines of reasonings as those employed to prove the estimate (A7H). The
relation (B.8)) gives the following decomposition

Ay p 00 plai (8,2, [X70)) = aq it 2, (X0 (0) = Ly + Ty + 1L + IVi + Vi,
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with
Ly = [ [ X ) - G ) )
= (BB 1, [ ) — DL (2, [ ) () O 1V 08,0, )
= [ [ O ) - G, ) )

50/1" s1As2,&,(m 50/1',’ s1As92,€,(m n
- ( 5777; (taxa [th/\ 26 )])(U) - 5mj (t,z, [th/\ 26 )])(U))} 51,528; pm(,u,s,t,v,z’) d'z/’

0 i.7 0 1,9 s1Vs m
HIi,j — / [ @i, (t,l‘, [X7§1VS2151(m)])(Z/) 9G4, (t, 2, [thV 2,&,( )])(zl)
(]Rd)2 5m

om

. (5(11'7]'
om

da; ; X da; ; s
IV, : = LI (¢ Xél/\521§1(m) N i (4 Xél/\”’g’(m) '
sJ /(]Rd) |: 5m ( 7567[ t ])(Z) 5m ( 727[ t ])(Z)

0 1, S1/\Ss2 m n
SO (2, (X ()| 0 0 (51 V 52,1072 (0) d2 (),

(t,z, [ X725 ) (1) -

(Gl (X)) () O (g (XS ) A D5, 2 ) d ),

om om
We now quantify the contribution of each term in the above decomposition. We first establish a bound
similar to (AL64)) but with the map [da; j/dm] instead of a; ; or b;. Let @E\rz) = (1= A) XY imy 4
ALX 28]\ € [0, 1), We write

5@ s1Vsa,&,(m 5@1'7‘ S1/A\82,§5,(Mm
he) = (b, (XS () = R X)) ()

62a; m
/ /d 5méj (t, 2,0 ) (5 ) (P (51 V 52,8, y') = pon (11, 51 A 52, 8,2, 3/)) dy’ pu(da’) dA.
Rd)2

From the uniform n-Hélder regularity of [62a; ;/dm?](t,.,m)(.), we get

5aij 5aij 52aij

5 a;. 5 m s m s m s m
[ G0, 000 ) — G 2, 08| = | G, 001 ) - S0 12,00 |
< K* (2~ af? Aly — /)" A1)
< K*z 2l 77 A1)

for any « € [0, 7], which combined with (A.61)) and the space-time inequality (L4) yields
|h(z) — h(2)| < Kt|z — 2]%|s1 — sa|” ! + ! .
- (t —s1)Pt55"  (t — sp)Pt5F"
Hence, taking o = i in the preceding inequality and using (5.10), we derive
|s1 — s2/”
(t -5V 82)%+ﬁ

Lijl < K (lz — 2" A1)

Now, if |s1 — sa| < ¢ — 51V sa, we rather take o = 0. This yields
|s1 — s2|”

|I7|§K+ n— :
I (t—81V82)1+2 1+

for any 8 > n/2. However, since |s; — s3] < t — s1 V s2, the above estimate is actually valid for any
B € 10,1]. Otherwise, if |s1 — 82| >t — 51 V s2, we instead write

5 7,7 s1Vso m 5 7,7 s1Vso m
lij = / [ St [V ) (1) — S (1 oV ’])(v)}af”pm(u,slvSQ,t,v,zvdz'
Rd m m

) 0,7 s1Vs m 0 i,J s1Vs m)
= [ [t e D) - S }@”"pm ooV sa,t 0, ) d
Rd m

o om
d ¥ S1AS m 1) i, S1As m)
_ /Rd [ ;Wv; (t,x,[th/\ 2,&,( )])(z/) . ;W,LJ (t,x,[th/\ 2,&,( i|81+n (1, 51V 89,2,0, 2 )dz'

0 1,7 S1As m 0 1,7 s1A\s m
+/Rd[§ﬂj<t,z,[xﬁ PO ) = S 2, [ ) }a+"pm Hys1 V sz, b0, 2) d2'
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and use the uniform n-Hoélder regularity of the map [da; ;/0m](t, z, m)(.) together with (5I0) and the
space-time inequality (IL4]). We thus derive

|51 — so|”

Ll < K+ =
I (t—sl\/52)1+2 1+p

for any g8 € [0,1]. Gathering the above estimates, we conclude

—z|"A1 1
L ;| < K*[s1 — 5o/ Iz 2] 1+n) A Ty
(t—Sl\/SQ)TJrﬁ (tfsl\/82> 7z B

for any g € [0,1].
In order to deal with II; ;, we use the estimates (A.71]), the uniform n-Holder regularity of [da; ; /om](t, ., m)(.)
and finally the space-time inequality (L) so that

z—z|"N1 1
L ;| < Kgls1 — s2|” ( | Hn) A e
(t—Sl\/SQ)TJrﬁ (t—s1Vsa) 2 +8

for any S € [0,(14+1n)/2)if n=0or any 8 € [0,7/2) if n = 1.
Following similar lines of reasonings as those employed to prove (A.64) but with the map [da; ;/dm]
instead of a; ; or b;, we obtain

5 s1Vs82,§,(m 5 S1/\82,5,(M
san (b (XS () <ag (t e, (XS0 ()

5 S1VS82,5,(Mm 5 S§1/\82,5,(M
— (st 2 XS ) = g (12 (X)) ) )|

1 1
< KJ(lz—2[* AL)s1 - 52|B{ a=g T = }

(t — Sl)ﬁJr 2 (t — SQ)ﬁJFTTI

so that applying the above estimate with @ = 1 or @ = 0 and using the estimate (G.I8) (recall that
E0 = im0 600 < 00) as well as the space-time inequality (L)), we get

—x|"A 1 1
ITIL 5| §K+|31—S2|ﬁ{ Uz A D +B}'

14n—mn

(t—Sl\/Sg)HTnJrﬁ (t*Sl\/SQ) 2

In order to handle the last term IV; ;, we either use the uniform n-Holder regularity of [da; ; /dm](t, ., m)](v)
or the uniform n-Holder regularity of [da; ;/dm] (¢, z,m)](.). We obtain

Vi < K {(IZ —z[TA1) /(Rd)Z |As,,5505 [Oppm (11: 5,1, 2, 2)](v)] d2’ (da’)

) R T PN PR dZ’M(de’)} |
(R)?
Gathering the above estimates completes the proof of (A30).

Step 5: proof of (ARI).
We proceed as in the proof of (A76). Namely, from (B.IH) we obtain the following decomposition
Ag, 5,00 [0y Hms1(p, 5,7t 2, 2)|(v) =A+B+C+D+E,

with

d
A== 3" Ay 0204 i(r ., (XS] (0)00, B (1,51 V 52,7 1,7, 2)
=1

d
= 3020, bs(r e XS (0) Ay g Bt (1, 5,7, 2, 2)
=1

= Al + A27
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t
=3 il XSO 0] ([ ol 2 [ 2 )0 BV snr,2)
i=1 r
d

t
- Zbi(rax’ [Xil/\szygy(m)]) S1, 528’1711[8HH{ (/ (T Z, [XS Ak (m)])drlaz - .’L')]('U)}/)\"H_l(/L, S1 Vv SQ,T,t,.’L',Z)

i=1

d t
=3 bi(r,a, (XS0, HY (/ a(r', 2, (X0 a2 — w)](v) Asy 55 Dm+1(, 8,71, 2, 2)
i=1 r

= Bl +B2 +B3a

1 ~
= 5 Z A5175283[8#[ai,j (Tﬂ z, [Xﬁﬂgﬁ(m)]) — Q4,5 (Tﬂ 2 [Xﬁﬂgﬁ(m)])]](’U)ai,szerl(Mﬂ s1V 52,7, t, €, Z)
ijfl

+ = Z a az] r,x, [)(51/\‘52’§ (m)]) - az](r 2, [Xél/\”’é (m)])”(U)Ashszaii,zjﬁm-l‘l(:ua S,T,t,ZE,Z)

3,7=1
= Cl + CQa
d o +
5 20 Aeplans o X)) = a2, L op0, Y ([ ale'sz, LY s - oo
z] 1 T
X Pm1(, 51V s2,7,t, 2, 2)
d t
1 m
F 5 D0 aagra D) = a2 X DA g0y ([ ot s B s~ oo
i,j=1 T
X I/)\erl(Mﬂ s1V 52,7, t,SC, Z)
d t
1 1,7 S1/\S m
b3 D langlran X €)oo, ([ ale' s, [ a2 ) o)
1,7=1 T
X A51752ﬁm+1(ﬂﬂ S,’I’,t,SC,Z)
= Dl + D2 + D3a
and finally

ZAsl 52[ (ry 2, [X 26y i (/t a(r', 2, [Xsﬁ(m)])dr',z:c) }ag[aﬂﬁmﬂ(u,sl V sg, 7.t 1, 2)](v)

T

+3 Z Ag, s, [a”(r z, [X2OM)) —a; (r, 2, [X2S M) HLY (/Tta(r z, [ng(m)])dr',z—x)}

4,j=1
X ay [auperl(Ma 51V 82,7, tv €z, Z)](’U)

d t
+{sz-<r,x, [ e 6 m)) </ a(r’, 2 [X <m>1>dr’vzz>

=1
1< o t
g 2 laa (ra (XA SO0 —ag (2, X200 H Y < / ar’, 2, [ X106 <’">1>dr',zz>

7,j=1
X ASLSz 817} [aﬂﬁerl(,uv 57 Tv t? :177 Z)](’U)
=:E; + Ey + Es.

o Estimate on A:
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From (A.77)) and the space-time inequality (L4)), we obtain

s1 — s9|P 1
Lk N / (I = 2" A1) |Aur s [0 (1 5,12y )] dy ()
P (t=r)7 Jmey

A < KF
[Aa] < B((t—rﬁ(r—aVsQ)

x gle(t —r),z — x).
From ((A.J)) combined with (B.I8) (recall that €70 < €70 < o), (A66) and the space-time inequality
@D, we ot
|51 — 50|
(t—1)5(r— sV sg) 5 H0 gleft =),z ~ ).

|[Ag| < K

Gathering the two previous estimates yields

51— 89/ 1 "
A < (G T)l(r' - j's)l+n,n+ﬂ+(t oF /( o =T AL B a0 0y o1 5.7 ) (0)] ()
—Tr)2(lr— 351 2 2 -

x g(c(t—r),z — x).

¢ Estimate on B:

From (A62)), the estimate (B.47) and the space-time inequality ((CL4)), we obtain

|s1 — s2/”
t— — ).
(t—r)%(r—sl \/SQ)HTW‘F:@ gle(t =r),z =)

We first use the identity (B16) and then the estimates (A62), (A7), (AJ) (together with (GIX))

so that
Ay, ., 0N [0, H (/Tta(r . [Xsf<m>])dr',z—x)](u)|

$1,82 v

IB1] < K

|z — x|

max Ay, 5,000, [ai i (7, 2, XS]] (0)] dr’}

|z — =
Tnis (b2 ), i

SK |51752|ﬁ
(t—r)(r—s1Vs2)

|2 — |
—7r)(r—s1Vs2)

<K+ _ B
{'Sl 82|( g

= / / = 2'["A D) As 5,0 [0upm (s 5,77, 2", y)](v)| dy” p(da’) drl}
(R4)2

t —r)
which in turn, by the space-time inequality (L)), yields
|51 — 52|”
(t—7)2(r—s1V s9)
1 t
—/ /Rd)Z(w' — 7 A1) 1A g8 Bt 5,723 ](0) dy (e’ dr'} gle(t =),z — ).

Byl < KT
| 2| = B8 { 1+72Lfn+5

From (A.GG]), the estimate (AJ) combined again with (5.I8) and the space-time inequality (L4]), we
get
|s1 — 52|°
t— — ).
(t—r)2(r—s; Vosg) E 4B gle(t =r),z— )

B3| <K

Gathering the three previous estimates yields

|s1 — s0/”

(t— T)%(T — 51V 82)
1 t
ﬁ/ /Rd)2(|y/ - x’l”] A 1) |AS178283[0MPW(M7 Sarla xla y’)](v)| dyl M(d‘ml) d’l‘l} g(c(t - T), e 'T)

+
|B| S Kﬁ { 1+T;*Tl+ﬂ

e Estimate on C:



124 P.-E. Chaudru de Raynal and N. Frikha

From (A.80) and the space-time inequality (L4)), we obtain

1 1
Cl §K+ 81—82’8 ) A n—
Gl = K51 | (t—r)F(r—s1 V) T (t—r)(r—s V) E P

1
+ KEBF {m /]R'i)Z |Asl,5253[aupm(,u, S, T, ;L-/’y/)](,v)l dyl,u(dx/)

t—r

/(Rd)2(|yl - m’l”] A 1)|AS1,SZ83[5qu(Na S, T, 'T/a yl)](v)| dy',u(dx’)} g(C(t - T), Z = ‘T)

The estimate (A3) with 8/ =1 or 8’ = 0 together with (5I8) implies

— 1
05100 fas 2, X7 ) a2, X220 < K By
(r—s1Vsa) =z (r—s1Vsa) 2
which combined with (AL66]) and the space-time inequality (T4]) yields

1 1
Cy| < Klsp — so/? — A — glc(t—r),z —x).
Cal | | (t—r) =3 (r—s1 Vo) BB (t—r)(r — sy Vsg) T HB

Hence,

1 1
C §K+ 81—825 po A\ o
©l ! | (t—r) =3 (r—s1 Vso) T8 (t—r)(r — 51V sg) T2 HB

1
+ K; {m /(]Rd)2 |A51,sgag[aupm(/,[/, S, 7T, :CI, y/)](,v)l dylﬂ(dl‘l)

t—r /Rd)Z(W — 2" A DA, 15,0, [0ppm (1 8,7, 2",y )] (V)] dy’u(dﬂf’)} gle(t —r), 2 — ).
e Estimate on D:

We use (A.64) with o = n, (BI7) as well as the estimate (AZ1])) combined again with (5.I8) and finally
the space-time inequality (L4)

|51 — 52|
5 9t —7), 2 — ).
(t—r) =3 (r — 51 Vsy) 5B

From the identity (B.I6) and the estimates (A.62]), (A1) (combined again with (BIJ)), we get

L t
Ay aa 000, L < [ at e s - z>1<v>

IDi| < K

< K| ° ! + |2~ af”
> S1 — 82 - -
(t—T)(T—81V82)1+2 LB (t—r)Q(r—sl\/sQ)Hz L8

1 Z—.’L‘2 t n s,§,(m
+K{(H)Q + '(t)'} wax | As, s, 0 Dl (1, 2, (X)) (0)| dr’

which combined with (ATZ), the uniform n-Hélder regularity of a(t,.,m) and then the space-time in-
equality (L4) yields

|1 — s2/°

(t — )72 (r — 51V 5p)

/ / Y z'r?A1>|Asl,5283[aﬂpm<u,s,rcx',y'n(vndy'u(dx'>dr’}
R 2

+
Da| < KB { Lin-nig

tfr

g( (t*T),
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From (BI7) with (5I8), the uniform n-Holder regularity of a(t,.,m), (A.66) and the space-time
inequality (L4, we get
|s1 — so/”

(t—r) =3 (r— s Vsy) 5B

D3| < K glc(t—r),z —x).

We thus conclude

|s1 — s2/”
ID| < Kj =
A (t—r)l’g(r—& \/52)1+2 t+p

1 t
T o 0 A DS s 0upn ) () dr’}

x gle(t—r),z —x).

e Estimate on E:

From ([(A.62)), (A29) (combined again with (5IR)) and the space-time inequality (L)), we obtain
|s1 — 2|
(t— T)%(T — 51V 82) 5148

Using (A64) with a = 7, the mean-value theorem with (A62), the uniform n-Holder regularity of
a(t,.,m), again (A9) with (BI8) and the space-time inequality ([4)), we obtain

|51 — s2/°
(t—7r)1=3(r — 51V sg) 5 H8

From (A.7]), the uniform boundedness of b; and the uniform n-Holder regularity of a(t, ., m) with the
space-time inequality (IC4]), we get

|Ei] <K glc(t—r),z —x).

|Eq] < K glc(t —1),z — ).

|51 — so|”

(t—r)'"2(r — s,V s9) St s

B3| < K {

1 ¢ n
+ﬁ/ / (ly" = 2'[" A DA, 5,05 [0upm (s 5,77 & ")) (v)| dy’ p(da’) dr’!
(t - 7’) 2 Jr J(RI)2
x g(c(t—r),z — x).
Gathering the three previous estimates, we deduce

— 5|8
Bl < K e ——
(t—r)l=2(r—s Vsy) =z 15

1

t
G o O =T DS s 0upn ) () dr'}

x gle(t—r),z—x).
We conclude the proof of (A8I]) by collecting the estimates on A, B, C, D and E.
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