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Abstract

The present paper focuses on directional solidification processes for photovoltaic silicon purification. The use of a
mechanical stirrer in the melt to enhance impurity segregation is investigated through numerical simulations. The
3D forced convection flow is resolved in a transient regime thanks to a sliding mesh approach. The hydrodynamic
model is coupled to a solute transport simulation in a quasi-steady approximation (i.e. with constant liquid height).
Velocity measurements are performed by Particle Image Velocimetry on a water model in order to validate hydrody-
namic simulations. Numerical results show that an efficient segregation can be achieved, even for high solidification
rates, thanks to mechanical stirring. The numerical model provides meaningful insights for process optimization as
it correlates the impurity repartition on the solidification front to the stirring parameters. Finally, the numerical
segregation results are compared to an analytical model of the solute boundary layer. It is found that the analytical
model provides a good estimate of the mean segregation regime from an hydrodynamic simulation of the forced
convection flow, which makes it a useful tool for process design.
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Nomenclature

∆ convecto-diffusive parameter . . . . . . . . . . . . . . . . . . (-)

δ solute boundary layer thickness . . . . . . . . . . . . . . (m)

µ dynamic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . (Pa.s)

µt turbulent dynamic viscosity . . . . . . . . . . . . . . . (Pa.s)

ν kinematic viscosity . . . . . . . . . . . . . . . . . . . . . . . (m2/s)

νt turbulent kinematic viscosity . . . . . . . . . . . . . (m2/s)

ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(kg/m3)

τ wall shear-stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Pa)

~u fluid velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m/s)

B dimensionless segregation parameter . . . . . . . . . . (-)

c distance from impeller to solidification front . (m)

CL solute mass fraction in the liquid . . . . . . . . . . . . . .(-)

CS solute mass fraction in the solid . . . . . . . . . . . . . . . (-)

D molecular diffusivity . . . . . . . . . . . . . . . . . . . . . . (m2/s)

d impeller diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m)

Dt turbulent diffusivity . . . . . . . . . . . . . . . . . . . . . . (m2/s)

Fq dimensionless pulsation . . . . . . . . . . . . . . . . . . . . . . . (-)

H liquid silicon height . . . . . . . . . . . . . . . . . . . . . . . . . . (m)

k0 segregation coefficient . . . . . . . . . . . . . . . . . . . . . . . . .(-)

keff effective segregation coefficient . . . . . . . . . . . . . . . . (-)

L crucible width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m)

N rotational speed . . . . . . . . . . . . . . . . . . . . . . . . . . . (rpm)

p pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Pa)

Red Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

Sc Schmidt number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

Sct turbulent Schmidt number . . . . . . . . . . . . . . . . . . . . (-)

VI interface velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . (m/s)
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1. Introduction

1.1. Context

The silicon purification is an important issue for the photovoltaic industry since impurity concentrations have
a strong influence on solar cells efficiency [1, 2]. In order to reduce costs and environmental impact, specific
purification processes, based on metallurgical operations, are developed for photovoltaic silicon [3]. The segregation
phenomenon, which occurs during a directional solidification process, is an efficient way to remove metallic impurities
which are usually far less soluble in solid silicon than in liquid silicon and thus feature low partition coefficients [4].
An intense convection in the melt is, however, required to ensure efficient segregation, especially if high growth rates
are targeted, for productivity sake. Various stirring techniques can then be used during directional solidification
processes to control fluid flow and improve material quality.

Electromagnetic stirring is already widely used for Czochralski processes, in order to tailor convection and control
dopants and oxygen incorporation [5–7]. This technique is also investigated for directional solidification processes
[8–11]. Nevertheless, skin effect is expected to limit the velocity magnitude in the bulk of the melt for large ingots
[12]. Mechanical stirring is an interesting solution allowing high velocities and strong turbulence in the melt, which
is desirable for an efficient segregation in large industrial ingots (crucible width in the order of 1 meter). This
technique is widely used in chemical industries for mixing operations [13, 14] and for some metallurgical processes
like aluminum degassing [15–17]. This solution was recently investigated for silicon directional solidification [12, 18].
Other stirring techniques can also be cited, such as acoustic stirring [19–21] or the use of steady magnetic fields
combined with electrical current injection [22]. The present paper focuses on a pilot scale directional solidification
process (crucible width 38 cm) using an axial impeller to ensure an efficient segregation of metallic impurities.

1.2. State of the art

The simulation of fluid convection flow and solute transport in the melt represents an efficient optimization tool
for the silicon purification process by segregation. In the literature, the simulation of rotational impellers has been
widely investigated, especially for chemical processes applications. Different methods have been proposed in order to
predict fluid motion and turbulence properties in stirred tanks. Readers are referred to Aubin et al. [13] and Brucato
et al. [14] for a review of the different methods. At first, empirical models, like Impeller Boundary Conditions (IBC)
or momentum source terms models, were proposed. Such simplified approaches rely on experimental data and
provide no information on the flow in the impeller region. Then, with the increase of computational capacities,
more sophisticated methods, describing the exact geometry of the impeller, were proposed. The Multiple Frames
of Reference (MFR) approach was first introduced by Luo et al. [23]. In this approach, the computational domain
is divided in two zones by a cylindrical interface encompassing the impeller. In the impeller region the flow is
computed in a frame rotating with the impeller, and in the outer region it is computed in a fixed reference frame.
Aubin et al. [13] explain that this method is a steady-state approximation which is valid when the distance between
the tank walls and the impeller blades is sufficiently large to assume that the tank geometry has no influence on the
flow in the impeller region. For a complete transient resolution of the flow, a sliding mesh technique must be used
to simulate the impeller rotation. This approach requires more computational means, but involves no assumption
on the impeller flow and its interaction with the tank. In these problems, turbulence description often represents
a major issue. As a matter of fact, turbulence has a direct influence on mixing processes. Recent studies focus
on this aspect and investigate the potential of advanced turbulence models, like Large Eddy Simulation (LES), to
enhance stirring models performances [24, 25]. Once again, these developments are made possible by the increase
of computational capacities.

Experimental characterization of stirred tanks is also widely investigated in the literature [26]. The aim is to
provide physical understanding of the transfer processes and to improve and validate numerical models. Regarding
velocity field measurements, optical techniques are usually preferred. For instance, Laser Doppler Velocimetry
(LDV) is often used to produce precise measurements near the impeller because it provides a high spatial and
temporal resolution [26]. Alternatively, Particle Image Velocimetry (PIV) is an efficient technique which gives
access to the velocity field on a complete plane of the flow. This aspect makes it a very suitable technique for the
characterisation of global flow structure in stirred tanks [27–29]. Metallurgical processes can also be investigated
thanks to experimental models, providing that right similarity conditions are defined. As an example, Camacho-
Mart́ınez et al. [15] investigated a pilot system of aluminum degassing using a full scale water physical model. PIV
measurements were performed to determine flow patterns and turbulence characteristics in the stirred tank.

On the other hand, several numerical studies are dedicated to the impact of convection flow on directional
solidification and solute segregation [8, 9, 30–32], but few involve a mechanical stirrer. Dumitrica et al. [12] performed
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a numerical investigation of mechanical stirring influence on a silicon directional solidification process. Authors used
momentum source terms to reproduce the action of a cylindrical stirrer (tangential velocity component). The aim
of the study was to highlight the influence of the rotation speed on the solid/liquid interface deflection. Analytical
approaches are also developed in order to estimate the solute boundary layer from the knowledge of the melt
convection flow. Recently, analytical models of the solute boundary layer have been proposed by Altenberend et al.
[33] in the case of 1D unbounded turbulent parallel flows and Garandet et al. [34] for a 2D laterally confined flow.
This last model is derived from a scaling analysis procedure previously introduced for the study of segregation
under natural convection in Czochralski and horizontal Bridgman growth configurations [35]. The aim of this
analytical model is to provide an estimate of the segregation regime, without performing a complete simulation of
the segregation problem. The finality is to avoid a numerical resolution of the solute boundary layer, which can be
demanding in computational means. An extension of this model for fully turbulent configurations, with significant
effects of the turbulent transport inside the solute boundary layer, has been proposed in a recent publication [36].
Up to now, this model has been tested in a canonical reference case, namely the 2D lid driven cavity, both in
quasi-steady and transient regimes. Kaddeche et al. [37] also compared the analytical model to numerical and
experimental results of segregation under natural convection in horizontal Bridgman configurations.

1.3. Objective of the study

The aim of this work is to propose numerical and analytical tools for the study of solute segregation under
mechanical stirring. The present study focuses on the application of an axial impeller for a silicon purification
process. In this frame of work, fluid flow must be precisely described in order to get a realistic picture of the solute
transport in the liquid phase. 3D transient simulations of the flow generated by the axial impeller are, therefore,
performed using a sliding mesh approach. An experimental characterization of the velocity field is performed by
PIV measurements on a water experiment model for the validation of the stirring simulations. The hydrodynamic
simulations are coupled to a solute transport computation. Segregation is an inherently transient phenomenon since
solute rejection into the liquid phase is generated by the displacement of the solidification front. The representative
time scale of the solidification process is, however, much larger than the time scale associated with the rotation of
the impeller. A quasi-steady assumption is thus adopted regarding the solidification process, as formerly proposed
in several studies [34, 38–42]. This numerical model is used to investigate the influence of stirring parameters on
the solute boundary layer at the growth front. Finally, numerical segregation results are compared to an analytical
model of the solute boundary layer. The purpose of this approach is to allow the estimation of the segregation
regime from a purely hydrodynamic simulation.

2. Numerical procedure

2.1. Present configuration and segregation concepts

We consider a silicon directional solidification process. The present study is dedicated to a pilot scale purification
process of photovoltaic silicon by segregation during directional solidification. A schematic representation of the
investigated configuration is presented in figure 1. We consider a square shaped crucible, of width L = 38 cm, filled
with silicon. The initial liquid silicon height in the crucible, denoted H, is about 20 cm for a typical load of 70 kg.
The reference frame is attached to the solidification front, z being the normal to the solid/liquid interface pointing
toward the liquid. The solidification front is assumed to be plane and its velocity is denoted VI (m/s). An axial
impeller, with non standard geometry, is immersed in the melt. The impeller comprises 3 blades, its diameter is
d = 13 cm and its rotational speed is denoted N (rpm). During the solidification process, the distance between the
impeller and the solidification front, denoted c, is kept, as far as possible, constant and equal to 5 cm. This distance
is difficult to control precisely in directional solidification experiments and the arbitrary value of c = 5 cm reflects
the necessity of a safety margin regarding this parameter.

3



Figure 1: Mechanical stirring configuration (geometry, interface velocity VI , rotational speed N and schematic flow pattern). The silicon
progressively solidifies from bottom to top. The crucible and the furnace are not presented here. The crucible has a square cross section
in the (x, y) plane.

It is well known that during such a process, impurities having a lower solubility in the solid phase than in the
liquid, migrate from the solidification front to the liquid. It is especially the case for metallic species which have low
segregation coefficients k0 = CI

S/C
I
L, where CI

S and CI
L are the solute mass fractions at the interface on the solid

side and liquid side respectively. Note that in all that follows, the subscripts and superscript S, L, I and ∞ denote
values respectively computed in the solid phase, in the liquid phase, at the interface and in the bulk of the liquid
(i.e. far from the interface). The solute rejection into the liquid phase leads to the formation of a solute boundary
layer which is controlled by the convection regime in the melt. A definition of the thickness of this solute boundary
layer has been proposed by Wilson [43]:

δ =
CI

L − C∞L
−(∂CL/∂z)I

, (1)

where C∞L refers to the solute mass fraction in the liquid, far from the solid/liquid interface. Using the solute
conservation at the solid/liquid interface, which is defined by the following equation when diffusion is neglected in
the solid:

−D ∂CL

∂z

∣∣∣∣
I

= VI(1− k0)CI
L, (2)

with D the solute diffusivity in the liquid (m2/s) and VI the interface velocity (m/s); a convecto-diffusive parameter
∆ can be defined all along the interface by the following relation:

∆ =
δVI
D

=
CI

L − C∞L
CI

L(1− k0)
. (3)

This dimensionless boundary layer thickness defines the ratio between diffusive (∆ tending to 1) and convective (∆
tending to 0) transport of impurities in the melt. This parameter can then be used to define an effective segregation
coefficient keff , connecting the solute concentration incorporated in the solid CI

S to the bulk liquid concentration
C∞L :

keff =
CI

S

C∞L
=

k0
1− (1− k0)∆

. (4)

As explained in former works [34, 35, 43], the analysis of the segregation problem can then be reduced to the
determination of the convecto-diffusive parameter ∆, which proved to be the key parameter to estimate the efficiency
of a purification process by segregation.

2.2. Hydrodynamic model

As mentioned in the introduction, the segregation under mechanical stirring presents various time scales. In
the present configuration, the crucible is not very large compared to the diameter of the impeller and its square
shape is likely to have a strong influence on the fluid flow, even in the impeller blades region. The sliding mesh
approach is, therefore, used to get a precise description of the impeller/crucible interaction and of the transient
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behaviour of the flow. This choice implies a thin temporal discretization for the rotation of the impeller. Then,
a quasi-steady hypothesis is adopted for the solidification process, with a constant liquid height in the crucible
during the simulation. The result of the simulation should be seen as a snapshot of the process for the chosen liquid
height. Different liquid heights are then investigated in order to study the evolution of the flow structure during
solidification (H = 20, 15 and 10 cm). Various rotational speeds are also investigated, with N ranging from 10 to
50 rpm. Forced convection is considered strong enough for natural convection to safely be neglected. In addition,
the formerly mentioned plane front assumption, with constant growth rate, allows us not to have to compute the
thermal problem. These simulations are performed with the commercial code Ansys FluentTM [44]. Momentum
conservation is defined by the Reynolds Averaged Navier-Stokes equations for an incompressible flow:

∂~u

∂t
+ (~u.∇)~u = −1

ρ
∇p+

1

ρ
∇[(µ+ µt)∇~u], (5)

where ~u, p, ρ, µ and µt stand for the fluid velocity (m/s), the pressure (Pa), the density (kg/m3), the dynamic viscos-
ity (Pa.s) and the turbulent viscosity (m2/s), respectively. Liquid silicon properties are used with ρ = 2550 kg/m3

and µ = 7.5× 10−4 Pa.s. A RANS (Reynolds Averaged Navier-Stokes) approach is used for turbulence modelling,
with the realizable k− ε two equations model [44]. No-slip conditions are imposed at the solidification front, at the
crucible lateral walls and on the impeller surface. Regarding the free surface of the melt, a rigid-lid assumption is
made and a free slip condition is applied. This assumption appears reasonable since rotational velocities remain
limited, avoiding important deformations of the free surface. The deformation of the free surface was estimated a
posteriori from the pressure gradients on the top surface observed in the simulations. The estimated deformation
was less than 1 mm for configurations with H = 20 and 15 cm, and less than than 5 mm for H = 10 cm.

The computational grid used for configurations with H = 15 cm is presented in figure 2. As required for the
sliding mesh approach, the domain is divided in two zones delimited by a cylindrical interface. In both zones
the mesh is formed of hexahedral cells, excepted in the blades region where tetrahedral cells are used because of
the complex geometry. The mesh is refined in the vertical direction at the solidification front to ensure a precise
description of the solute boundary layer. The first cell adjacent to the bottom surface is 5 µm high and a growth
rate of 1.2 is imposed.

Figure 2: 3D mesh with cylindrical interface for the sliding mesh approach and solute boundary layer refinement.

2.3. Segregation model

The hydrodynamic simulation is coupled to a segregation computation. The solute conservation equation is
solved along with the fluid flow:

∂C

∂t
+ (~u.∇)C = ∇.[(D +Dt)∇C], (6)

where C, D and Dt stand for the solute mass fraction, the molecular diffusivity (m2/s) and the turbulent diffusivity
(m2/s), respectively. Impurity concentrations in photovoltaic silicon are usually very low (in the order of tens of
ppmw). Solute transport is, therefore, supposed to have no influence on fluid flow, which leads to a weakly coupled
problem. The turbulent diffusivity is defined by a turbulent Schmidt number Sct = νt/Dt, which is fixed at 0.7 in
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the present study, based on reference studies on the subject [45, 46]. As explained in previous works [34, 41, 42, 47],
solidification is modelled by a mass sink imposed in the first cells adjacent to the solidification front. Equivalent
source terms are defined for the different variables of the problem [41, 42]. Solute incorporation in the solid is defined
by the thermodynamic segregation coefficient k0, leading to a solute rejection into the liquid and the formation of
the solute boundary layer. Source terms are also imposed on the top surface to ensure mass and solute conservation.

2.4. Convergence strategy

Regarding the stirring flow, a periodic regime associated with the impeller rotation is expected. This regime
should appear after an initial transient occurring when the impeller is set into motion. This initial transient is
irrelevant in our configuration since stirring is initiated before the beginning of the solidification process, the silicon
being completely liquid. In order to improve convergence, a steady-state MFR simulation is first performed. The
segregation problem also involves an initial transient related to the formation of the solute boundary layer. The
length of this initial transient depends on the solidification rate VI , the impurity diffusivity D, the segregation
coefficient k0 and the convection regime [48]. To overcome this problem, segregation is first solved in a steady-state
regime with the MFR flow solution. The resulting velocity and concentration fields are used as the initial solution
for the transient simulation with the sliding mesh. The transient simulation is performed over several rotations
of the impeller, until a periodic regime is reached. This periodic regime is identified by the temporal evolution of
the flow rate in the tank and of the mean wall shear-stress on the solidification front. Once this periodic regime is
reached, transient numerical results are recorded at each time-step over a complete rotation of the impeller. These
results are then used to compute time averaged data and to analyse temporal fluctuations. The time-step is defined
so that an elementary impeller rotation of 12◦ is performed at each time-step.

3. Experimental procedure

3.1. Experimental configuration

An experimental characterization of the flow generated by the impeller is performed in order to confirm numerical
results. This characterization consists of velocity field measurements realized by PIV on a full scale water model.
For these water experiments, we assume that the hydrodynamic problem is fully characterized by the Reynolds
number based on the impeller diameter d and the rotation rate N : Red = (Nπd2)/(30ν). The influence of the
Froude number on the hydrodynamic regime is neglected considering that free surface deformations remain small,
as explained in section 2.2. In fact, for rotational stirring systems a significant deformation of the free surface
might be observed around the rotation axis due to the presence of a stationary vortex generated by the centrifugal
force. But in the present configuration this phenomenon is avoided by the limited rotational speeds and the square
shape of the crucible. In order to conserve the Reynolds number in the water experiments, the rotational speed
is multiplied by the kinematic viscosity ratio between water and liquid silicon νH2O/νSi ≈ 3.4. The investigated
experimental stirring configurations are thus equivalent to numerical ones. Three liquid heights are considered
(H = 10, 15 and 20 cm). For each liquid height, three rotation speeds are tested: N = 35, 70 and 170 rpm in water
(equivalent to 10, 20 and 50 rpm in silicon). For H = 10 cm, the rotational speed is, however, limited to 100 rpm
(instead of 170 rpm) to avoid waves formation since the impeller blades are close to the free surface.

3.2. Acquisition procedure

For each configuration, a velocity field measurement is performed in the vertical plane normal to the lateral wall
and passing through the rotation axis. This velocity field provides a good description of the flow structure in the
tank. For the configurations with H = 15 cm, supplementary measurements are performed in several vertical and
horizontal planes in order to observe the three dimensionality of the flow (see figure 3). The flow is illuminated
by a continuous laser and seeded with hollow glass particles, of diameter 10 µm, from DantecTM. Particles images
are recorded thanks to a PhotronTM high-speed camera, with a resolution 1024× 1024 pixels. Images acquisitions
are not synchronised with blades rotation. The time interval between 2 successive frames is comprised between
2 ms and 12 ms, depending on the impeller rotational speed and the position of the observation plane. The mean
velocity field is obtained by averaging results acquired over several complete rotations (17 rotations at least). Mean
convergence is analysed to ensure that a sufficient number of instantaneous velocity fields is considered. This
averaging procedure filters turbulence fluctuations and the transient behaviour of the flow inherent to the rotation
of the impeller.
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Figure 3: Locations of the horizontal and vertical measurement planes used for configurations with H = 15 cm. The present paper
focuses on the results obtained for the central vertical plane (at y = 0) and for the first horizontal plane (at z = 1 cm).

3.3. PIV computation

Velocity fields are obtained from particle images thanks to the PIV algorithm DPIVsoft, developed by the IR-
PHE laboratory under MatlabTM [49]. It is based on a cross-correlation computation by Fast Fourier Transform.
As explained by Meunier and Leweke [50], this algorithm is optimized for high velocity gradients flows. An iterative
procedure with correlation windows translation and deformation is used to reduce displacements computation er-
rors related to particles loss and correlation patterns deformation. This procedure is much valuable for the studied
configuration since the impeller flow is expected to feature high velocity gradients.

Moreover, the axial impeller generates a fully 3D flow, implying significant out of plane particles motion. This
out of plane motion must be considered for the definition of the time interval between the frames used for the
correlation computation. The time interval must be carefully chosen in order to achieve measurable particles dis-
placements and limit particles loss leading to aberrant vectors. The use of a continuous laser and a fast camera with
a constant acquisition frequency makes this aspect easier to handle. Indeed, the correlation computation can be
performed on directly consecutive images, or between images separated by a certain number of intermediate frames.
In this work, the appropriate time interval is estimated from the out of plane velocity observed in the numerical
simulations. After the PIV computation, a median criteria is used to detect and replace some of the remaining
aberrant vectors.

Uncertainties related to the PIV computation depend, among others, on the magnitude of the measured dis-
placement and the shear rate in the flow. Meunier and Leweke [50] tested the PIV algorithm thanks to artificial
particles images with an imposed displacement and a unidirectional shear. For the present study, equivalent tests
were performed, but with a rotation condition instead of a unidirectional shear. The aim is to estimate measurement
uncertainties in our experiments. Similar RMS errors are observed in our tests and in authors original publications
[49, 50]. Considering the mean displacements and shear rates observed in our measurements, the uncertainty on
the measured displacement appears to be in the order of ±0.12 pixels. Global relative uncertainties are then ob-
tained from this uncertainty estimate and the mean displacements observed in the different measurements. For the
different measurements, these global uncertainties remain below ±10%, excepted for three configurations where the
out of plane motion is too important to achieve a mean displacement larger than 1 pixel without producing a large
number of aberrant vectors. On the contrary, on horizontal planes close to the bottom wall (z = 1 cm or z = 2 cm)
the flow is almost 2D and global uncertainties remain in the order of ±5% since a larger particles mean displacement
is achieved. Clearly, this analysis only provides a rough estimate of the measurement uncertainties, on the basis of
averaged values. The precise determination of PIV uncertainties is a wide and complex subject which is beyond the
scope of the present work. The elements presented above give however a good estimate of the degree of confidence
that can be placed in our mean velocity field measurements.

4. Results

Different stirring configurations are investigated, both numerically and experimentally. Three liquid heights H
are tested in order to analyse flow structures corresponding to different instants of the solidification process. The
highest liquid height, H = 20 cm, corresponds to the beginning of the solidification for a pilot scale process. For
the smallest liquid height, H = 10 cm, the impeller is close to the free surface of the melt since the distance from
the bottom of the impeller to the front is kept at c = 5 cm. Smaller liquid heights would lead to a close proximity
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of impeller blades with the solidification front and/or the liquid free surface. Such critical configurations are not
investigated in this study because they can be considered as unacceptable for a well controlled industrial process.
An intermediate height, H = 15 cm, is also considered. For these three liquid heights, three rotational speeds are
considered with N = 10, 20 and 50 rpm in silicon. The corresponding Reynolds numbers are Red = 6.0× 104,
1.2× 105 and 3.0× 105. This range of parameters might appear somehow limited, but our objective is to present
a methodology for the study of segregation in realistic configurations regarding process requirements.

Regarding the solute segregation computation coupled with the hydrodynamic simulations, we define a solidifi-
cation front velocity VI = 10−5 m/s, a solute diffusivity D = 10−8 m2/s and a thermodynamic segregation coefficient
k0 = 0.3. At the initialization, the solute mass fraction in the liquid is uniform and equal to C0 = 20 ppmw (part
per million weight). Numerical concentrations are used to compute the convecto-diffusive parameter ∆ from equa-
tion (3). ∆ is computed locally at each point of the solidification front and at each time-step of the transient
simulations. The spatial variations of ∆ provide information regarding lateral segregations and the surface aver-
aged value 〈∆〉 describes the axial segregation regime.

4.1. Time averaged flow

Numerically obtained velocity fields in the central vertical plane for the different liquid heights are presented
on the left hand side of the figure 4, for the rotational speed N = 20 rpm. These velocity fields are averaged over a
complete rotation of the impeller. Numerical results are compared to experimental ones thanks to the PIV velocity
fields obtained for equivalent configurations on the right hand side of the figure 4. For this comparison, velocity are
normalized by the blade tip velocity Vtip = (Nπd)/60 (m/s). For H = 20 cm (figures 4(a) and 4(b)) and H = 15 cm
(figures 4(c) and 4(d)), an axial downward flow is observed, as expected for the chosen impeller geometry. This flow
impinges the solidification front and leads to a parallel flow over the major part of the front. A main recirculation
develops in the crucible and secondary vortices are observed under the rotation axis. From these results, we can see
that the impeller has a direct influence on convection conditions above the solidification front. The observed high
velocities in the jet suggest an efficient action on the solute mass transfer. For these axial flow configurations, a good
agreement is found between transient numerical simulations and PIV measurements. The global structure of the
velocity field is well retrieved in the simulations and numerical velocities in the jet are consistent with experimental
ones. The parallel flow over the front can be observed on the velocity fields obtained in the horizontal plane z = 1 cm,
presented in figure 5 for H = 15 cm. Here again, the agreement between simulations and PIV measurements is quite
satisfying. Directly below the impeller, a tangential flow is observed. Beyond the impeller radius, the parallel flow
generated by the jet arises and the radial velocity component prevails. Close to lateral walls, the velocity magnitude
is reduced and vortices are observed in the corners. For H = 10 cm (figures 4(e) and 4(f)) a radial flow is observed.
The reduction of the liquid height above the impeller limits the pumping effect required for the formation of an axial
jet. Velocities projections in the vertical plane present lower amplitudes in comparison to axial flow configurations.
This behaviour is also observed experimentally which confirms that different hydrodynamic regimes occur during
the solidification process. Several segregation regimes are thus to be expected. For these radial flows, simulations
underestimate fluid velocities in the main recirculation compared to experimental results.

For a given liquid height, the rotational speed is found to have little influence on the global flow structure. As an
example, figure 6 presents vertical profiles of the in-plane velocity components u and w, taken at x = 0.1 m. These
profiles are extracted from numerical and experimental results for H = 15 cm and three rotational speeds. In the
numerical results (figures 6(a) and 6(c)), normalized velocity profiles appear independent of the rotational speed.
Experimental profiles of the horizontal component u (figure 6(b)) confirm this point. For the vertical component
w, the agreement between numerical and experimental results is less satisfying. In fact, PIV measurements show
an increase in the maximum normalized velocity w/Vtip when the rotational speed is increased (figure 6(d)), which
is not retrieved in numerical results.
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(a) simulation H = 20 cm (b) experiment H = 20 cm

(c) simulation H = 15 cm (d) experiment H = 15 cm

(e) simulation H = 10 cm (f) experiment H = 10 cm

Figure 4: Time-averaged velocity fields in the vertical middle plane (y = 0 cm), for N = 20 rpm in silicon (i.e. N = 70 rpm in the water
model). Colormaps represent the magnitude of the in-plane velocity component for different liquid heights. These magnitudes are
normalised by the blade tip velocity Vtip. Only the right side of the plane is presented (x ≥ 0). The impeller region and the locations
where valid velocity measurements are not available are represented in white.
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(a) simulation (b) experiment

Figure 5: Time-averaged velocity fields in a horizontal plane 1 cm above the solidification front (z = 1 cm), forH = 15 cm andN = 20 rpm
in silicon (i.e. N = 70 rpm in the water model). Colormaps represent the magnitude of the in-plane velocity component. These
magnitudes are normalised by the blade tip velocity Vtip. Only one quarter of the plane is presented and the rotation axis is located at
the top left corner.
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(a) x velocity component, numerical (b) x velocity component, experimental

(c) z velocity component, numerical (d) z velocity component, experimental

Figure 6: Time-averaged numerical and experimental velocity profiles taken at x = 0.1 m, for H = 15 cm. Velocities are normalised by
the blade tip velocity Vtip. The error bars in figures 6(b) and 6(d) represent the uncertainty of ±10% estimated for the PIV computation
(see section 3.3).

4.2. Unsteady features of the flow

The previous results were obtained from a time average of the flow over a complete rotation of the impeller. The
impeller rotation induces, however, some periodic fluctuations. First, for axial flow configurations (H = 20 cm and
15 cm), detached eddies can be observed in the transient simulations results. These detached eddies appear at each
passage of the blades and are transported in the axial jet. Such eddies can be seen in the instantaneous velocity and
vorticity fields presented in figure 7. For the chosen impeller angular position, a detached eddy is observed in the
left part of the velocity field (figure 7(a)), between x = −10 cm and −5 cm. This eddy is depicted on the vorticity
field (figure 7(b)) by a spot of high positive vorticity. Other spots are also visible in both right and left side of
the rotation axis, further in the impeller jet. These spots denote previous detached eddies, advected in the jet and
progressively dissipated. These large transient structures can have a significant influence on the solute transport,
justifying the use of a sliding mesh approach for the description of the fluid flow dynamics.
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(a) instantaneous velocity field

(b) instantaneous vorticity field

Figure 7: Instantaneous numerical velocity (7(a)) and vorticity fields (7(b)) in the central vertical plane y = 0 cm, for H = 15 cm and
N = 20 rpm. The colormap represents the normal vorticity component ωy normalized by the impeller rotation frequency (Nπ)/30
(rad/s).

Moreover, the wall shear-stress repartition on the front exhibits temporal fluctuations associated with the rota-
tion of the impeller. We focus here on the interface shear-stress because it proved to be a meaningful indicator of the
convection regime in the solute boundary-layer [34, 37, 47]. The temporal fluctuations can be observed on figure 8(a)
which presents 10 instantaneous shear-stress profiles recorded at successive time-steps during the transient simula-
tion for the configuration H = 15 cm and N = 20 rpm. Each profile then corresponds to a different angular position
of the impeller. The shear-stress profile corresponding to the time-averaged solution over a complete rotation of
the impeller is also presented. Significant temporal fluctuations of the local shear-stress can be observed around
the time averaged results, notably in the region of the jet generated by the impeller (r > d/2). Such fluctuations
question the validity of the quasi-steady assumption used for the segregation problem. It can however be argued
that, in this case, the time scale representative of the convection fluctuations is small compared to the time scale
of the diffusion at the scale of the solute boundary layer. To compare these time scales, a dimensionless pulsation
Fq [51, 52] can be defined by the following relation:

Fq =
(

3N
π

30

) 〈δ〉2
D

, (7)

where (3Nπ)/30 represents the pulsation of the perturbation, with 3 the number of blades; and 〈δ〉 stands for
the time and space average of the solute boundary layer thickness. Dimensionless pulsations Fq are presented in
table 1 for the different flow configurations. Fq remains larger than 1 for all tested configurations. As explained by
Garandet [51], Fq > 1 corresponds to a high frequency regime. In this case convection fluctuations are to fast for
the solute boundary layer to adapt and concentration fluctuations are filtered.

This point can be addressed in a more pragmatic way by comparing the fluctuations of the wall shear-stress τ and
the fluctuations of the convecto-diffusive parameter ∆. For this purpose, instantaneous profiles of ∆ are presented
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in figure 8(b) for the configuration H = 15 cm and N = 20 rpm. No temporal fluctuations can be identified from
these instantaneous profiles. In order to quantify the shear-stress fluctuations, we define a local fluctuation rate
τvar at each point along the diagonal by the following relation:

τvar(r) = max
(∣∣∣τ(r, t)− τ(r)

∣∣∣)/τ(r), (8)

where τ(r, t) and τ(r) stand for the instantaneous local value of shear-stress and the time-averaged value observed
during a complete rotation, respectively. Averaged values of these fluctuation rates along the diagonal, denoted
〈τvar〉, are presented in table 1 for the different stirring configurations. The most important fluctuations are observed
for axial flow configurations (H = 15 cm and 20 cm), with an averaged variation rate up to 12.9%. For radial flow
configurations (H = 10 cm), fluctuations are less pronounced with a mean fluctuation rate below 3%. On the other
hand, the mean fluctuation rate of the convecto-diffusive parameter, 〈∆var〉, remains below 1.24% for all tested
configurations. As expected, convection fluctuations appear to have a very limited influence on the solute boundary
layer, which only depends on the time averaged flow. We thus consider that a quasi-steady approach is able to give
a good estimate of the segregation regime for this forced convection configuration.

(a) τ profiles

(b) ∆ profiles

Figure 8: Shear-stress τ and convecto-diffusive parameter ∆ instantaneous profiles for ten successive angular positions of the impeller
blades and time averaged profiles, for the configuration H = 15 cm and N = 20 rpm. The abscissa r represents the distance from the
rotation axis along the diagonal of the crucible. The convecto-diffusive parameter is computed from equation (3) with VI = 10−5 m/s
and D = 10−8 m2/s.
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Table 1: Numerically obtained spatial and temporal average, 〈∆〉, of ∆ over the solid/liquid interface and a complete rotation of the
impeller computed from equation (3); dimensionless pulsations Fq computed from equation (7); and averaged fluctuation rates, 〈τvar〉
and 〈∆var〉, for τ and ∆.

H (cm) N (rpm) 〈∆〉 Fq 〈τvar〉 〈∆var〉

20 10 0.338 36 8.16% 0.62%

20 20 0.237 35 11.0% 1.04%

20 50 0.127 25 11.5% 1.24%

15 10 0.339 36 7.15% 0.22%

15 20 0.233 34 9.42% 0.31%

15 50 0.123 24 12.9% 1.16%

10 10 0.481 73 1.87% 0.08%

10 20 0.333 69 2.22% 0.16%

10 50 0.205 66 2.83% 0.26%

10 30 0.271 69 2.41% 0.15%

4.3. Segregation quasi-steady simulations

The influence of the stirring parameters on the segregation process are now estimated thanks to the numerical
simulations. Figure 9 presents the repartition of the convecto-diffusive parameter ∆ on the solidification front for
H = 15 cm and H = 10 cm, with N = 20 rpm; and figure 10 presents ∆ profiles along the diagonal for the different
liquid heights and rotational speeds. Regarding a purification process by directional solidification, a first issue is to
achieve an efficient segregation in the major part of the ingot in order to maximize the material yield. For axial flow
configurations, figure 9(a) shows that an efficient segregation, i.e. low values of ∆, can be achieved on the major
part of the front, where the parallel flow generated by the impeller jet occurs. But higher values of ∆ are observed
near lateral walls, corners and below the rotation shaft. This repartition is directly correlated to the flow structure
in the crucible since convection is less intense in these locations. When the liquid height becomes small, the tran-
sition to a radial flow leads to a less efficient segregation, as shown by the mean values 〈∆〉 reported in table 1. In
addition, a more complex solute repartition can be observed on the solidification front. Figure 9(b) clearly shows
that, even close to the impeller region, high values of ∆ can be expected for radial flows. These spatial variations
represent a drawback for a purification process since concentration variations in the solidified ingot must be limited.
An interesting result is that the increase of the rotational speed N reduces ∆ on the complete solid/liquid interface,
even in the corners and under the rotation shaft, as observed in figure 10. This trend is observed for both axial and
radial flows.

These results confirm that efficient stirring conditions can be obtained with a mechanical impeller. The purifi-
cation process can be optimized in two ways. First, a modification of the impeller design could reduce the spatial
variations of ∆. Second, a modulation of the rotational speed could be applied in order to compensate the reduction
of the stirring efficiency when a radial flow appears.
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(a) H = 15 cm (b) H = 10 cm

Figure 9: Repartition of the convecto-diffusive parameter ∆ on the solidification front, for the rotational speed N = 20 rpm and two
different liquid heights: H = 15 cm (a) and H = 10 cm (b).

(a) H = 20 cm (b) H = 15 cm (c) H = 10 cm

Figure 10: Profiles of the convecto-diffusive parameter ∆ on the solidification front along a diagonal for different liquid heights H and
rotational speeds N .

4.4. Segregation analytical approach

The numerical segregation results are now compared to an analytical approach based on the combination of
hydrodynamic simulations and a scaling analysis of the solute boundary layer thickness. In their original publication,
Garandet et al. [34] provide an analytical expression of the convecto-diffusive parameter ∆ as a function of a
unique dimensionless parameter B = τD2/(V 3

I µl). This expression is obtained from a scaling analysis procedure,
considering that a boundary layer flow develops over the solidification front. The wall shear-stress at the solidification
front, τ , is used as an indicator of the convection intensity in the solute boundary layer. The characteristic length l
represents the distance over which the boundary layer flow takes place, until separation. This analytical model has
recently been improved to account for turbulence diffusivity effects, using the well-known mixing length model to
describe the turbulent diffusivity profile inside the solute boundary layer [36]. Readers are referred to the original
publication [36] for the complete derivation of the model. This analysis leads to the definition of a critical value
Bc beyond which turbulent transfer must be taken into account in the solute boundary layer. This critical value is
defined as a function of a dimensionless parameter ψ = (κ/c1)

√
Sc/SctReVI

by the following relation:

Bc =
1

ψ

(
1 +

1

ψ

)2

, (9)
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where κ = 0.4 and c1 = 26 are empirical constants of the turbulence model, Sc = ν/D is the Schmidt number
and ReVI

= (VI l)/ν is a Reynolds number based on the interface velocity. For moderate regimes the original model
proposed by Garandet et al. [34] is valid, and the convecto-diffusive parameter is expressed by the following relation:

∆ = (2B)−1/3


(

1 +

√
1 +

4

27B

)1/3

+

(
1−

√
1 +

4

27B

)1/3
 , forB < Bc. (10)

For turbulent convective regimes, with B ≥ Bc, the convecto-diffusive parameter can be estimated from an asymp-
totic regime defined by the following relation:

∆ = (ψB)−1/2, forB >> Bc. (11)

These studies [34, 36] are dedicated to a canonical 2D lid driven cavity configuration which is used as a reference
test case for the validation of the segregation analytical model. Our aim is now to apply this model to a more realistic
configuration, namely a square cross section crucible with forced convection induced by a mechanical stirrer. In order
to compare this analytical model to our numerical results, mean values of shear-stress, observed in the simulations,
are used to compute the mean segregation parameter 〈B〉; and mean values of the convecto-diffusive parameter,
〈∆〉, are directly extracted from numerical results for each rotational speed and liquid height. In a first attempt, and
based on the flow structures observed in section 4.1, the characteristic length l is here equated to the half width of
the crucible L/2 = 0.19 m. Results are presented in figure 11. For comparison purposes, numerical results obtained
for the 2D transient lid driven cavity configuration are also presented [36]. In both cases the same parameters were
used for the interface velocity VI and the solute diffusivity D. For the lid driven cavity, the characteristic length l
is defined by the cavity width L2D = 0.2 m. Equation (9) provides a critical value Bc ≈ 9 for the 2D configuration
and Bc ≈ 10 for the 3D configuration with mechanical stirring. The influence of the turbulent diffusivity in the
solute boundary layer is thus expected to appear for similar hydrodynamic regimes. As can be seen in figure 11,
it is quite remarkable that 3D numerical results follow the same law than 2D results obtained with a different
flow configuration. It confirms that the parameter B is able to capture the physics of the segregation phenomena
through equations (9), (10) and (11), independently of the convection driving force. An additional simulation has
been performed with N = 100 rpm, in order to confirm the trend for highly convective regimes. The introduction
of turbulent transport is justified since all tested configurations are close to, or overcome, the critical value Bc.
Relation (11) provides a good estimate of the solute boundary layer thickness for the studied configurations from
pure scaling arguments, and without fitting parameter. As formerly shown in the case of the 2D lid driven cavity,
an hydrodynamic simulation of the stirring flow, without solute transport resolution and solute boundary layer
refinement, would have then been sufficient to determine the mean segregation regime. It must be noted that
the analytical model is based on quasi-steady assumption. Fluctuations analysis (similar to the one presented in
section 4.2) is required to verify the validity of the model and to determine if instantaneous or time-averaged wall
shear-stress values must be used as input data for the estimation of the segregation regime.

Figure 11: Mean convecto-diffusive parameter 〈∆〉 as a function of the mean segregation parameter 〈B〉. Comparison between our 3D
numerical results with N = 10, 20, 50 and 100 rpm and three different liquid heights H; 2D transient numerical results for a lid driven
cavity configuration [36] and analytical models (relations (10) and (11))

.
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5. Conclusions

Numerical simulations of solute segregation under mechanical stirring in a square cross section crucible have
been performed. The purpose of the developed numerical model is to determine the efficiency of a silicon purification
process by directional solidification. The ability of the numerical model to reproduce the hydrodynamics has been
validated by comparison with a scaled water experiment. The efficiency of the process is expressed in terms of
convecto-diffusive parameter repartition on the solidification front. Meaningful information is then extracted from
the simulations regarding the mean segregation regime, the lateral segregations and the evolution of the stirring
efficiency during the solidification process. Low values of convecto-diffusive parameter, meaning efficient segregation,
can be achieved even in corners and underneath the impeller. In our opinion, this kind of model could be used
for optimization studies regarding process parameters and impeller design, in order to maximize the material yield
of the purification process. The relevance of the model could, obviously, be increased by taking into account the
solidification front curvature, as demonstrated by Dumitrica et al. [12]. On the other hand, the precise hydrodynamic
results could be used to estimate the influence of the stirring system on the thermal conditions of the process.

The numerical segregation results are also compared to an analytical model, derived from a scaling analysis
of the solute boundary layer. It appears that this approach provides a good estimate of the mean segregation
regime, especially when the turbulent transport in the solute boundary layer is taken into account. This is a
generalisation of the results previously obtained for the canonical 2D lid driven cavity configuration. This approach
offers an opportunity to simplify the simulations, reducing the problem to the resolution of the fluid flow, and
avoiding the numerical resolution of the solute boundary layer. Nevertheless, before using this method to analyse
lateral segregations and determine segregation patterns in solidified ingots, as proposed in a recent publication
[36]; important issues must be treated. We can for instance mention the analysis of the 3D flow structure, for the
definition of the different recirculations sizes and the detection of the separation and impingement points, where
the analytical model must be regularized.
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