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PRAMs over integers do not compute maxflow
efficiently
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Finding lower bounds in complexity theory has proven to be an extremely difficult task. In this
article, we analyze two proofs of complexity lower bound: Ben-Or’s proof of minimal height of
algebraic computational trees deciding certain problems and Mulmuley’s proof that restricted
Parallel Random Access Machines (prams) over integers can not decide P-complete problems
efficiently. We present the aforementioned models of computation in a framework inspired by
dynamical systems and models of linear logic : graphings.
This interpretation allows to connect the classical proofs to topological entropy, an invariant

of these systems; to devise an algebraic formulation of parallelism of computational models; and
finally to strengthen Mulmuley’s result by separating the geometrical insights of the proof from
the ones related to the computation and blending these with Ben-Or’s proof. Looking forward,
the interpretation of algebraic complexity theory as dynamical system might shed a new light on
research programs such as Geometric Complexity Theory.
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1 INTRODUCTION
While the general theory of computability focused on studying what a computable function
is, computer scientists quickly realised that this notion was not meaningful in practice.
Indeed, one can always define a computable function f such that no current computer
could compute the values of f for two-digits inputs within the next, say, ten years.
This lead researchers to work on the definition and understanding of the notion of

feasible computation, i.e. characterise a set of functions which can be effectively computed.
Within the span of a single year three different papers [13, 18, 25] tackled this question,
and all of them provided the same answer, namely feasible functions are those functions
for which there exists a program whose running time is asymptotically bounded by a
polynomial in the input. This is how the first complexity class was born: the class of
polynomial-time computable functions.
Very quickly, other classes were defined, some of them considering constraints on space

rather than time. The question of classifying the complexity classes became one of the
main question in the field, and a number of important results were obtained within the
first years.

Lower bounds. As part of the classification problem, complexity theory has traditionally
been concerned with proving separation results. Among the numerous open separation
problems lies the much advertised Ptime vs. NPtime problem of showing that some
problems considered hard to solve but efficient to verify do not have a polynomial time
algorithm solving them.
Proving that two classes B ⊂ A are not equal can be reduced to finding lower bounds for

problems in A: by proving that certain problems cannot be solved with less than certain
resources on a specific model of computation, one can show that two classes are not equal.
Conversely, proving a separation result B ⊊ A provides a lower bound for the problems
that are A-complete [15] – i.e. problems that are in some way universal for the class A.
Alas, the proven lower bound results are very few, and most separation problems remain

as generally accepted conjectures. For instance, a proof that the class of non-deterministic
exponential problems is not included in what is thought of as a very small class of circuits
was not achieved until very recently [48].
The failure of most techniques of proof has been studied in itself, which lead to the

proof of the existence of negative results that are commonly called barriers. Altogether,
these results show that all proof methods we know are ineffective with respect to proving
interesting lower bounds. Indeed, there are three barriers: relativisation [8], natural proofs
[37] and algebrization [1], and every known proof method hits at least one of them. This
shows the need for new methods1. However, to this day, only one research program aimed
at proving new separation results is commonly believed to have the ability to bypass all
barriers: Mulmuley and Sohoni’s Geometric Complexity Theory (gct) program [35].

Geometric Complexity Theory. is widely considered to be a promising research program
that might lead to interesting results. It is also widely believed to necessitate new and

1In the words of S. Aaronson and A. Wigderson [1], “We speculate that going beyond this limit [algebrization]
will require fundamentally new methods.”
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extremely sophisticated pieces of mathematics in order to achieve its goal. The research
program aims to prove the Ptime , NPtime lower bound by showing that certain algebraic
surfaces (representing the permanent and the discriminant, which are believed [47] to
have different complexity if Ptime , NPtime) cannot be embedded one into the other.
Although this program has lead to interesting developments as far as pure mathematics
is concerned, it has not enhanced our understanding of complexity lower bounds for the
time being (actually, even for Mulmuley himself, such understanding will not be achieved
in our lifetimes [20]). Recently, some negative results [28] have closed the easiest path
towards it promised by gct.
The gct program was inspired, according to its creators, by a lower bound result ob-

tained by Mulmuley [34]. Specifically, it was proved that the maxflow problem (deciding
whether a certain quantity can flow from a source to a target in a weighted graph) is not
solvable efficiently in a specific parallel model (the pram without bit operations). The
maxflow problem is quite interesting as it is known to be in Ptime (by reduction to linear
programming, or the Ford-Fulkerson algorithm [19]), but there are no known efficiently
parallel algorithm solving it. This lower bound proof, despite being the main inspiration of
the well-known gct research program, remains seldom cited and has not led to variations
applied to other problems. At first sight it relies a lot on algebraic geometric techniques
and results, such as the Milnor-Thom theorem2.

Implicit Computational Complexity. Another approach to complexity theory that emerged
in the recent years is Implicit Computational Complexity (icc). Related to logical approaches
of computational complexity such as Descriptive Complexity, the aim of icc is to study
algorithmic complexity only in terms of restrictions of languages and computational
principles. It has been established since Bellantoni and Cook’ landmark paper [9], and
following work by Leivant and Marion [31, 32].
As part of icc techniques, some approaches derive from the proofs-as-programs (or

Curry–Howard) correspondence. At its core, this correspondence allows one to view the
execution of a program as the cut-elimination procedure of a corresponding proof in a
formal deductive system (e.g. sequent calculus). Initially stated for intuitionnistic logic
[27], the correspondence extends to resource-aware logics such as linear logic (ll), which
is well-suited to study computation. This approach to icc therefore relies on restrictions on
the deductive system considered to characterise complexity classes. In particular, several
variants of ll were shown to characterise FPtime3: bll [23], sll [30], dlal [7] and lll [22].

Dynamic Semantics. The geometry of interaction program was proposed by Girard
[21] shortly after the inception of linear logic. In opposition to traditional denotational
semantics – e.g. domains –, the goi program aims at giving an account of the proofs and
programs which also interprets their dynamical features, i.e. cut-elimination/execution.
This program is well-suited for tackling problems involving computational complexity, and
indeed, geometry of interaction’s first model was used to prove the optimality of Lamping’s
2 Let us here notice that, even though this is not mentionned by Mulmuley, the Milnor-Thom theorem was
already used to prove lower bounds, c.f. papers by Dobkin and Lipton [17], Steele and Yao [46], Ben-Or [10],
and references therein.
3FPtime is a variant of Ptime that computes a function and not just a boolean predicate.
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reduction in λ-calculus [24]. More recently, a series of characterisations of complexity
classes were obtained using goi techniques [3–6].
Among the most recent and full-fledged embodiement of this program lie the second

author’s Interaction Graphs models [38, 40–42]. These models, in which proofs/programs
are interpreted as graphings – generalisations of dynamical systems –, encompass all
previous goi models introduced by Girard [42]. In particular, Interaction Graphs allow for
modelling quantitative features of programs/proofs [41].

Semantic Approach to Complexity. Based on a study of several Interaction Graphs models
characterising complexity classes [44, 45], the second author has proposed to use graphings
to develop a semantic approach to complexity theory [39]. The basic idea behind this pro-
gram is to model and study programs as dynamical systems that acts on a space – thought
of as the space of configurations. As dynamical systems are inherently deterministic, the
use of graphings is needed to extend the approach to probabilistic and/or non-deterministic
programs. One can then study a program through the geometry of the associated graphing
(for instance, a configuration caught in a loop is represented as a point of the space of
finite orbit).
The second author conjectures that advanced methods developed within the theory of

dynamical systems, in particular methods specific to the study of ergodic theory using
techniques from operator algebras, could enable new proof techniques for separation. It
can be argued that such techniques should be able to bypass barriers [43].

2 CONTENTS OF THE PAPER
2.1 Computation models as graphings.
The present work reports on the first investigations into how the interpretation of programs
as graphings could lead to separation techniques, by rephrasing two well-known lower
bound proofs. The interpretation of programs rely on two ingredients:

• the interpretation of models of computation as monoid actions. In our setting, we
view the computational principles of a computational model as elements that act
on a configuration space. As these actions can be composed, but are not necessarily
reversible, it is natural to interpret them as composing a monoid acting on a configu-
ration space. As, moreover, we are intersted in having control in our computations
(knowing whether it is finished, failed, succeeded,. . . ), we consider actions that can
be decomposed as a part that computes using the principles of computation and a
part that just modifies a control state;

• the realization of programs as graphings. We abstract programs as graphs whose
vertices are subspaces of the product of the configuration space and the control states
and edges are labelled by elements of the acting monoid, acting on subspaces of
vertices.

The basic intuitions here can be summarised by the following slogan: "Computation,
as a dynamical process, can be modelled as a dynamical system". Of course, the above
affirmation cannot be true of all computational processes; for instance the traditional
notion of dynamical system is deterministic. In practice, one works with a generalisation of
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dynamical systems named graphings; introduced as part of a family of models of linear logic,
graphings have been shown to model non-deterministic and probabilistic computation.
To do so, we consider that a computation model is given by a set of generators (that

correspond to computation principles) and its actions on a space (representing the configu-
ration space). So, in other words, we define a computation model as an action of a monoid
(presented by its generators and relations) on a space α : M ↷ X. This action can then be
specified to be continuous, mesurable, . . . depending on the properties we are interested in.
A program in such a model of computation is then viewed as a graph, whose vertices

are subspace of the configuration space and edges are generators of the monoid: in this
way, both the partiality of certain operations and branching is allowed. This point of view
is very general, as it can allow to study, as special model of computations, models that can
be discrete or continuous, algebraic, rewriting-based,. . .

2.2 Entropy
We fix an action α : M ↷ X for the following discussion. One important aspect of
the representation of abstract programs as graphings is that restrictions of graphings
correspond to known notions from mathematics. In a very natural way, a deterministic
α-graphing defines a partial dynamical system. Conversely, a partial dynamical system
whose graph is contained in the measured preorder {(x,y) ∈ X2 | ∃m ∈ M,α(m)(x) = y}
[39] can be associated to an α-graphing.
The study of deterministic models of computations can thus profit from the methods

of the theory of dynamical systems. In particular, the methods employed in this paper
relate to the classical notion of topological entropy. The topological entropy of a dynamical
system is a value representing the average exponential growth rate of the number of orbit
segments distinguishable with a finite (but arbitrarily fine) precision. The definition is
based on the notion of open covers: for each finite open cover C, one can compute the
entropy of a map w.r.t. C, and the entropy of the map is then the supremum of these
values when C ranges over the set of all finite covers. As we are considering graphings
and those correspond to partial maps, we explain how the techniques adapt to this more
general setting and define the entropy h(G, C) of a graphing G w.r.t. a cover C, as well
as the topological entropy h(G) defined as the supremum of the values h(G, C) where C
ranges over all finite open covers.
While the precise results described in this paper use the entropy h0(G) w.r.t. a specific

cover (similar bounds could be obtained from the topological entropy, but would lack
precision), the authors believe entropy could play a much more prominent role in future
proofs of lower bound. Indeed, while h0(G) somehow quantifies over one aspect of the
computation, namely the branchings, the topological entropy computed by considering
all possible covers provides a much more precise picture of the dynamics involved. In
particular, it provides information about the computational principles described by the
amc; this information may lead to more precise bounds based on how some principles
are much more complex than some others, providing some lower bounds on possible
simulations of the former with the latter.
All the while only the entropy w.r.t. a given cover will be essential in this work, the

overall techniques related to entropy provide a much clearer picture of the techniques. In
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particular, the definition of entropic co-trees (Theorem 37) are quite natural from this point
of view and clarifies the methods employed by e.g. Ben-Or and Mulmuley.

2.3 Ben-Or’s proof
One lower bounds result related to Mulmuley’s techniques is the bounds obtained by Steele
and Yao [46] on Algebraic Decision Trees. Algebraic decision trees are defined as finite
ternary trees describing a program deciding a subset of Rn : each node verifies whether a
chosen polynomial, say P , takes a positive, negative, or null value at the point considered.
A d-th order algebraic decision tree is an algebraic decision tree in which all polynomials
are of degree bounded by d .
In a very natural manner, an algebraic decision tree can be represented as an ι-graphings,

when ι is the trivial action on the space Rn . We use entropy to provide a bound on the
number of connected components of subsets decided by ι-graphings. These bounds are
obtained by combining a bound in terms of entropy and a variant of the Milnor-Thom
theorem due to Ben-Or. The latter, which we recall below (Theorem 26) bounds the number
of connected components of a semi-algebraic set in terms of the number of polynomial
inequalities, their maximal degree, and the dimension of the space considered.

Theorem 29. Let T be a d-th order algebraic decision tree deciding a subsetW ⊆ Rn . Then
the number of connected components ofW is bounded by 2hd(2d − 1)n+h−1

, where h is the

height of T .

This result of Steele and Yao adapts in a straightforward manner to a notion of algebraic
computation trees describing the construction of the polynomials to be tested by mean of
multiplications and additions of the coordinates. The authors remarked this result uses
techniques quite similar to that of Mulmuley’s lower bounds for the model of pramswithout
bit operations. It is also strongly similar to the techniques used by Cucker in proving that
NCR , PtimeR [16].
However, a refinement of Steele and Yao’s method was quickly obtained by Ben-Or so as

to obtain a similar result for an extended notion of algebraic computation trees allowing for
computing divisions and taking square roots. We here adapt Ben-Or techniques within the
framework of graphings, in order to apply this refined approach to Mulmuley’s framework,
leading to a stregnthened lower bounds result.
Adapting Ben-Or’s method, we obtain a proof of the following result on computational

graphings in the amc of algebraic computational trees. The class of computational graphings
contains the interpretation of algebraic computational trees and the result generalises
that of Ben-Or by giving a bound on the number of connected components of the subset
decided by a computational graphing. This bound depends on the number of edges of the
computational graphing, as well as its algebraic degree (Theorem 42).

Theorem 43. Let G be a computational graphing representative, Card(E) its number of

edges, and D its algebraic degree. Suppose G computes the membership problem forW ⊆ Rn

in k steps, i.e. for each element of Rn , πS(Gk (x)) = ⊤ if and only if x ∈W . ThenW has at

most 2h0([G])+132kD+n+1
connected components.
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This reformulation of Ben-Or techniques is then applied to strengthen a lower bound
obtained by Mulmuley [34]. While Mulmuley’s model of “prams without bit operations”
is a restriction of the usual notion of algebraic prams over the integers, we obtain here
similar lower bounds for the non-restricted model. For this purpose, we first need to show
how parallelism can be accomodated within the framework of amcs and graphings.

2.4 prams and the crew
We are able to introduce prams acting over integers in this setting. They can be described
as having a finite number of processors, each having access to a private memory on top
of the shared memory, and able to perform the operations +,−,×, / as well as branching
and indirect addressing. Interestingly, we can represent these machines in the graphings
framework in two steps: first, by defining the srammodel, with just one processor; and then
by performing an algebraic operation at the level of the algebraic models of computation.
So, in a way, parallel computation is modelled per se, at the level of models. As usual,

one is bound to chose a mode of interaction between the different processes when dealing
with shared memory. We will consider here only the case of Concurrent Read Exclusive

Write (crew), i.e. all processes can read the shared memory concurrently, but if several
processes try to write in the shared memory only the process with the smallest index is
allowed to do so.
The heart of our approach of parallelism is based on commutation. Among all the

instructions, the ones affecting only the privatememory of distinct processors can commute,
while it is not the case of two instructions affecting the central memory. We do so by
considering a notion of product for monoids that generalizes both the direct product and
the free product: we specify, through a conflict relation, which of the generators can and
can not commute, allowing us to build a monoid representing the simultaneous action.

2.5 Mulmuley’s geometrization
Contrarily to Ben-Or’s model, the prammachines do not decide sets of reals but of integers,
making the use of algebraico-geometric results to uncover their geometry much less
obvious. The mechanisms of Mulmuley’s proof rely on twin geometrizations: one of a
special optimization problem that can be represented by a surface in R3 Subsec. 8.1-8.2,
the other one by building explicitly, given a pram, a set of algebraic surfaces such that
the points accepted by the machine are exactly the integer points enclosed by the set of
surfaces.
Finally, the proof is concluded by a purely geometrical theorem (Thm. 61)4 expressing a

tension between the two geometrizations. Our work focuses here only on the construction
of a set algebraic surfaces representing the computation of a pram; the remaining part of
our proof follows Mulmuley’s original technique closely.

Building surfaces. The first step in Mulmuley’s proof is to use the parametric complexity
results of Carstensen [12] to represent an instance of the decision problem associated to

4We would like to stress here that this separation in three movement, with a geometrical tour-de-force, is not
explicit in the original article. We nonetheless believe it greatly improves the exposition.
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Fig. 1. Two curves that define the same partition of Z2

maxflow so that it induces naturally a partition of Z3 that can then be represented by a
particular surface.
The second step is to represent any partition of Z3 induced by the run of a machine by a

set of surfaces in R3, in order to be able to use geometric methods.
LetK be a compact of R3 and P = (P1, . . . , Pm) be a partition of Z3∩K . P can be extended

to a partition of the whole of K in a number of ways, as pictured in Fig. 1. In particular,
P can always be extended to a partition Palg (resp. Psmooth, , Pana) of K such that all the
cells are compact, and the boundaries of the cells are all algebraic (resp. smooth, analytic)
surfaces.
In general, such surfaces have no reason to be easy to compute and the more they are

endowed with structure, the more complicated to compute they are to be. In the specific
case of prams, the decomposition can naturally be represented with algebraic surfaces
whose degree is moreover bounded. This choice of representation might not hold for any
other model of computation, for which it might be more interesting to consider surfaces of
a different kind.
The method for building such a set of algebraic surfaces is reminiscent of the technique

we used for Ben-Or’s result: build a tree summarizing the computation of a specific pram
and build, along this tree a system of polynomial equations on a larger space than the
space of variables actually used by the machine, this larger space allowing to consider
full-fledged division. This system of integer polynomials of bounded degree then defines
surfaces exactly matching our needs.

2.6 The main result
Interestingly, this allows to use Ben-Or’s technique of adding new variables to handle
operations such as division and square root to prams, which is a mild improvement over
Mulmuley’s proof (and indeed, as noted in his article, the method is able of handling
additional instructions as long as arbitrary bits are not easy to compute: in our model,
bits of low orders are easy to compute – parity is just the remainder of a division – but
computing the middle order bits of a number is difficult, see Prop. 64). By considering that
the length of an input is be the minimal length of a binary word representing it, we get a
realistic cost model for the prams, for which we can prove:
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Theorem 63. Let G be a pram without bit operations with 2O ((logN )c )
processors, where N

is the length of the inputs and c any positive integer.

G does not decide maxflow in O((logN )c ) steps.

If we call NCZ the class of computation problems that can be decided by a pram over
integers in time logarithmic in the length of the inputs and a number of processors
polylogarithmic in the length of the inputs, we have proved that

NCZ , Ptime

2.7 Conclusion
This work not only provides a strengthened lower bound results, but shows how the
semantic techniques based on abstract models of computation and graphings can shed new
light on some lower bound techniques. In particular, it establishes some relationship
between the lower bounds and the notion of entropy which, although arguably still
superficial in this work, could potentially become deeper and provide new insights and
finer techniques.
Showing that the interpretation of programs as graphings can translate, and even refine,

such strong lower bounds results is also important from another perspective. Indeed, the
techniques of Ben-Or and Mulmuley (as well as other results of e.g. Cucker [16], Yao [49])
seem at first sight restricted to algebraic models of computation due to their use of the
Milnor-Thom theorem which holds only for real semi-algebraic sets. However, the second
author’s characterisations of Boolean complexity classes in terms of graphings acting on
algebraic spaces [44] opens the possibility of using such algebraic methods to provide
lower bounds for boolean models of computation.

3 ABSTRACT MODELS OF COMPUTATION, ABSTRACT PROGAMS
The basic intuitions here can be summarised by the following slogan: "Computation,
as a dynamical process, can be modelled as a dynamical system". Of course, the above
affirmation cannot be true of all computational processes; for instance the traditional
notion of dynamical system is deterministic. In practice, one works with a generalisation of
dynamical systems named graphings; introduced as part of a family of models of linear logic,
graphings have been shown to model non-deterministic and probabilistic computation.
Given a set G, we denote by M⟨G⟩ the free monoid on G, i.e. the set of finite sequences

of elements of G.

Definition 1. We recall that a presentation ⟨G,R⟩ of a monoid M is given by a set G of
generators and a set R of relations such thatM is isomorphic to M⟨G⟩/R.

Definition 2. Let M be a monoid and X be a space. An action of M on X is a monoid
morphism α fromM to the set of endomorphisms on X. We denote actions by α : M ↷ X,
sometimes omitting the morphism α .

In this definition, we purposely chose to not specify the kind of space considered. As
a consequence, if one considers a discrete space X (i.e. sets), the set of endomorphisms
will simply be the set of functions X → X. Similarly, if X is a topological space, the set of
endormorphisms will be continuous maps (hence α will be a continuous action). Etc.
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Definition 3. An abstract model of computation (amc) is defined as a triple (G, R,α), where
⟨G, R⟩ is a presentation of a monoid M⟨G, R⟩ and α is a monoid action M⟨G, R⟩ ↷ X. We
denote an amc as α : ⟨G, R⟩ ↷ X.

Remark. Although it might seem enough to define an abstract model of computation solely
as a monoid action, the choice of a presentation of the monoid by generators and relations
is important. First, when considering several models of computation, one wants to consider
a notion of compilation: an element f ∈ End(Y) is compilable in the actionM ↷ X when
there is an automorphism Ψ : X → Y such that one can write X = ⊎i=1, ...,nXi and the
restriction of Ψ−1 ◦ f ◦ Ψ to Xi is the restriction of an element дi ofM to Xi . To use this
notion of compilation in a meaningful way, one would want to quantify the complexity

of compilation. This can be done only by considering a definition of the monoid M as
generators and relations ⟨G, R⟩, allowing one to consider the degree5 of дi – the length of
the smallest word in G∗ representing дi – and therefore the degree of the compilation of f
into α : ⟨G, R⟩ ↷ X.
Although we will not consider the notion of compilation in this work, it is remarkable

that the representation of the monoid as generators and relations is needed in the definition
of the parallelisation of actions – defined as the crew operation.

Definition 4. A graphing representative G w.r.t. a monoid actionM ↷ X is defined as a
set of edges EG and for each element e ∈ EG a pair (SGe ,mG

e ) of a subspace SGe of X – the
source of e – and an elementmG

e ∈ M – the realiser of e .

Graphings come in different flavours (discrete, topological, measurable), depending on
the type of space X one wishes to consider. If X is a topological space, the action will be
continuous, if X is a measure space, the action will be measurable. While the notion of
graphing representative does not depend on this choice, the notion of graphing is defined as
a quotient of the space of graphing representative w.r.t. an adequate notion of equivalence.
We will here consider the notion of topological graphing [42], which we will simply call
graphings. In this case, the notion of equivalence is easier to define than in the case of
measurable graphings as the latter requires one to consider almost-everywhere equality.

Definition 5 (Refinement). A graphing representative F is a refinement of a graphing
representativeG , noted F ⩽ G , if there exists a partition6 (EFe )e ∈EG of EF such that ∀e ∈ EG :(

∪f ∈EFe S
F
f

)
△ SGe = ∅; ∀f , f ′ ∈ EFe , SFf △ SFf ′ = ∅;

∀f ∈ EFe , mF
f =m

G
e

This notion defines an equivalence relation defined by F ∼ G if and only if there exists H
with H ⩽ F and H ⩽ G.

Definition 6. A graphing is an equivalence class of graphing representatives w.r.t. the
equivalence relation generated by refinements.
5Let us notice that this notion has already been considered in relation to dynamical systems, used to define
what is called the algebraic entropy and the fundamental group entropy [29, Section 3.1]
6We allow the sets EFe to be empty.
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Agraphing is deterministic if its representatives are deterministic, i.e. if any representative
G is such that for all x ∈ X there is at most one e ∈ EG such that x ∈ SGe .

Definition 7. An abstract program A within an amc α : ⟨G, R⟩ ↷ X is defined as a finite
set SA of control states and a graphingGA w.r.t. the monoid action M⟨G, R⟩ ×Sk ↷ X× SA.
An abstract program is deterministic if its underlying graphing is deterministic.

4 THE CREW
In this section, we explain how the abstract framework described in the last section can be
used to model parallel computation. As usual, one is bound to chose a mode of interaction
between the different processes when dealing with shared memory. We will consider here
only the case of Concurrent Read Exclusive Write (crew), i.e. all processes can read the
shared memory concurrently, but if several processes try to write in the shared memory
only the process with the smallest index is allowed to do so.
We abstract the crew mode of interaction at the level of monoid, by performing an

operation reminiscent (in that it also generalizes the free product) of the amalgamated
sum [11, A, I, §7, 3], but chosen relatively to monoid actions. For this, we suppose that we
have two monoid actions M⟨G,R⟩ ↷ X × Y and M⟨H ,Q⟩ ↷ X × Z, where X represents
the shared memory. Among the generators of each monoid, we will separate those that
potentially conflict with the generator of the other monoid (typically a write) from the
other and perform a sum over those generators.

Definition 8 (Conflicted sum). Let M⟨G,R⟩, M⟨G ′, R′⟩ be two monoids and # ⊆ G ×G ′

a relation between the generators of G and G ′, called the conflict relation, we define the
conflicted sum of M⟨G, R⟩ and M⟨G ′, R′⟩ over #, noted M⟨G, R⟩ ∗# M⟨G ′, R′⟩,as the monoid
M⟨({1} ×G) ∪ ({2} ×G ′),Q⟩ where Q is defined as:

Q = ({1} ×G) ∪ ({2} ×G ′) ∪ {
(
(1,д)(2,д′), (2,д′)(1,д)

)
, (д,д′) < #} ∪ {(1, e)} ∪ {(1, e ′)}

where 1, e and e ′ are the neutral elements of M⟨G, R⟩ ∗# M⟨G ′, R′⟩ and its two components.
In the particular case where # = (G × H ′) ∪ (H ×G ′), with H ,H ′ respectively subsets of

G and G ′, we will write the sum M⟨G, R⟩ ∗H H ′ M⟨G ′, R′⟩.

Remark. When the conflic relation # is empty, this defines the usual direct product of
monoids. This was to be expected. Indeed, one should think of this relation as representing
the elements that do not commute because they interact with the shared memory. As a
consequence, when it is empty no conflicts can arise w.r.t. the shared memory. In other
words, the direct product of monoids corresponds to the parallelisation of processeswithout
shared memory.
Dually, when the relation full (# = G ×G ′), it defines the free product of the monoids,

so the free product corresponds to the parallelisation of processes where all instructions
interact with the shared memory.

Definition 9. Let α : M ↷ X × Y be a monoid action. We say that an elementm ∈ M is
central relatively to α (or just central) if the action ofm commutes with the first projection
πX : X × Y → X, i.e. α(m);πX = α(m); in other wordsm acts as the identity on X.
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Intuitively, central elements are those that will not affect the shared memory. As such,
they do not raise any issues when the processes are put in parallel. On the other hand,
non-central elements need to be dealt with care.

Definition 10. Let M⟨G, R⟩ ↷ X × Y be an amc. We note Zα the set of central elements
and Z̄α (G) the set {m ∈ G | n < Zα }.

Definition 11 (The crew operation). Let α : M⟨G, R⟩ ↷ X×Y and β : M⟨H ,Q⟩ ↷ X×Z
be amcs. We define the amc

crew(α, β) : M⟨G, R⟩ ∗Z̄α (G) Z̄β (G′)
M⟨G ′, R′⟩ ↷ X × Y × Z

by letting crew(α, β)(m,m′) = α(m) ∗ β(m′) on elements ofG ×G ′, where α(m) ∗ β(m′) is
defined as:

α(m) ∗ β(m′) : X × Y × Z → X × Y × Z

=

{
∆; [α(m);πY , β(m′)] ifm < Z̄α (G),m

′ ∈ Z̄β (G
′);

∆; [α(m), β(m′);πZ ] otherwise

with ∆ : (x,y, z) 7→ (x,y, x, z) : X × Y × Z → X × Y × X × Z.

We now need to check that we defined the operation on monoids and the action coher-
ently. In other words, that the previous operation is compatible with the quotient by the
adequate relations, i.e. it does define a monoid action.

Lemma 12. The crew operation on amcs is well-defined.

5 ENTROPY AND CELLS
5.1 Topological Entropy
Topological Entropy was introduced in the context of dynamical systems in an attempt
to classify the latter w.r.t. conjugacy. The topological entropy of a dynamical system is a
value representing the average exponential growth rate of the number of orbit segments
distinguishable with a finite (but arbitrarily fine) precision. The definition is based on the
notion of open covers.

Open covers. Given a topological space X, an open cover of X is a family U = (Ui )i ∈I of
open subsets of X such that ∪i ∈IUi = X. A finite cover U is a cover whose indexing set is
finite. A subcover of a cover U = (Ui )i ∈I is a sub-family S = (Uj )j ∈J for J ⊆ I such that S
is a cover, i.e. such that ∪j ∈JUj = X.
We will denote by Cov(X) (resp. FCov(X)) the set of all open covers (resp. all finite open

covers) of the space X.
We now define two operations on open covers that are essential to the definition of

entropy. An open cover U = (Ui )i ∈I , together with a continuous function f : X → X,
defines the inverse image open cover f −1(U) = (f −1(Ui ))i ∈I . Note that if U is finite,
f −1(U) is finite as well. Given two open coversU = (Ui )i ∈I andV = (Vj )j ∈J , we define
their joinU∨V as the family (Ui ∩Vj )(i , j)∈I×J . Once again, if both initial covers are finite,
their join is finite.
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Entropy. Usually, entropy is defined for continuous maps on a compact set, following the
original definition by Adler, Konheim and McAndrews [2]. Using the fact that arbitrary
open covers have a finite subcover, this allows one to ensure that the smallest subcover
of any cover is finite. I.e. given an arbitrary coverU, one can consider the smallest – in
terms of cardinality – subcover S and associate to U the finite quantity log2(Card(S)).
This quantity, obviously, need not be finite in the general case of an arbitrary cover on a
non-compact set.
However, a generalisation of entropy to non-compact sets can easily be defined by

restricting the usual definition to finite covers7. This is the definition we will use here.

Definition 13. Let X be a topological space, and U = (Ui )i ∈I be a finite cover of X. We
define the quantity H 0

X(U) as
min{log2(Card(J )) | J ⊂ I ,∪j ∈JUj = X}.

In other words, if k is the cardinality of the smallest subcover ofU, H 0(O) = log2(k).

Definition 14. Let X be a topological space and f : X → X be a continuous map. For any
finite open coverU of X, we define:

Hk
X(f ,U) =

1
k
H 0
X(U ∨ f −1(U) ∨ · · · ∨ f −(k−1)(U)).

One can show that the limit limn→∞Hn
X(f ,U) exists and is finite; it will be notedh(f ,U).

The topological entropy of f is then defined as the supremum of these values, when U

ranges over the set of all finite covers FCov(X).

Definition 15. Let X be a topological space and f : X → X be a continuous map. The
topological entropy of f is defined as h(f ) = supU∈FCov(X) h(f ,U).

5.2 Graphings and Entropy
We now need to define the entropy of deterministic graphing. As mentioned briefly already,
deterministic graphings on a space X are in one-to-one correspondence with partial
dynamical systems on X. To convince oneself of this, it suffices to notice that any partial
dynamical system can be represented as a graphing with a single edge, and that if the
graphing G is deterministic its edges can be glued together to define a partial continuous
function [G]. Thus, we only need to extend the notion of entropy to partial maps, and we
can then define the entropy of a graphing G as the entropy of its corresponding map [G].
Given a finite coverU, the only issue with partial continuous maps is that f −1(U) is not

in general a cover. Indeed, { f −1(U ) | U ∈ U} is a family of open sets by continuity of f
but the union ∪U ∈U f −1(U ) is a strict subspace of X (namely, the domain of f ). It turns out
the solution to this problem is quite simple: we notice that f −1(U) is a cover of f −1(X) and
now work with covers of subspaces of X. Indeed,U ∨ f −1(U) is itself a cover of f −1(X)
and therefore the quantity H 2

X(f ,U) can be defined as (1/2)H 0
f −1(X)(U ∨ f −1(U)).

We now generalise this definition to arbitrary iterations of f by extending Definitions
14 and 15 to partial maps as follows.
7This is discussed by Hofer [26] together with another generalisation based on the Stone-Čech compactification
of the underlying space.
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Definition 16. Let X be a topological space and f : X → X be a continuous partial map.
For any finite open coverU of X, we define:

Hk
X(f ,U) =

1
k
H 0
f −k+1(X)(U ∨ f −1(U) ∨ · · · ∨ f −(k−1)(U)).

The entropy of f is then defined as h(f ) = supU∈FCov(X) h(f ,U), where h(f ,U) is again
defined as the limit limn→∞Hn

X(f ,U).

Now, let us consider the special case of a graphingG with set of control states SG . For an
intuitive understanding, one can think of G as the representation of a pram machine. We
focus on the specific open cover indexed by the set of control states, i.e. S = (X× {s}s ∈SG ),
and call it the states cover. We will now show how the partial entropy Hk (G,S) is related
to the set of admissible sequence of states. Let us define those first.

Definition 17. LetG be a graphing, with set of control states SG . An admissible sequence
of states is a sequence s = s1s2 . . . sn of elements of SG such that for all i ∈ {1, 2, . . . ,n − 1}
there exists a subset C of X – i.e. a set of configurations – such that G contains an edge
from C × {si } to a subspace of X × {si+1}.

Example 18. As an example, let us consider the very simple graphing with four control
states a,b, c,d and edges from X× {a} to X× {b}, from X× {b} to X× {c}, from X× {c} to
X× {b} and from X× {c} to X× {d}. Then the sequences abcd and abcbcbc are admissible,
but the sequences aba, abcdd , and abcba are not.

Lemma 19. Let G be a graphing, and S its states cover. Then for all integer k , the set

Admk (G) of admissible sequences of states of length k > 1 is of cardinality 2k .Hk (G ,S)
.

Proof. We show that the set Admk (G) of admissible sequences of states of length k has
the same cardinality as the smallest subcover of S ∨ [G]−1(S) ∨ · · · ∨ [G]−(k−1)(S)). Hence
Hk (G,S) = 1

k log2(Card(Admk (G))), which implies the result.
The proof is done by induction. As a base case, let us consider the set of Adm2(G)

of admissible sequences of states of length 2 and the open cover V = S ∨ [G]−1(S) of
D = [G]−1(X). An element of V is an intersection X × {s1} ∩ [G]−1(X × {s2}), and it is
therefore equal toC[s1, s2]×{s1}whereC[s1, s2] ⊂ X is the set {x ∈ X | [G](x, s1) ∈ X×{s2}}.
This set is empty if and only if the sequence s1s2 belongs to Adm2(G). Moreover, given
another sequence of states s ′1s

′
2 (not necessarily admissible), the sets C[s1, s2] and C[s1, s2]

are disjoint. Hence a set C[s1, s2] is removable from the cover V if and only if the sequence
s1s2 is not admissible. This implies the result for k = 2.
The step for the induction is similar to the base case. It suffices to consider the partition

Sk = S∨[G]−1(S)∨ · · ·∨ [G]−(k−1)(S)) as Sk−1 ∨[G]−(k−1)(S). By the same argument, one
can show that elements ofSk−1∨[G]

−(k−1)(S) are of the formC[s = (s0s1 . . . sk−1), sk ]×{s1}
where C[s, sk ] ⊂ X is the set {x ∈ X | ∀i = 2, . . . ,k, [G]i−1(x, s1) ∈ X × {si }}. Again, these
sets C[s, sk ] are pairwise disjoint and empty if and only if the sequence s0s1 . . . sk−1, sk is
not admissible. □

A tractable bound on the number of admissible sequences of states can be obtained
by noticing that the sequence Hk (G,S) is sub-additive, i.e. Hk+k ′(G,S) ⩽ Hk (G,S) +
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Hk ′(G,S). A consequence of this is that Hk (G,S) ⩽ kH 1(G,S). Thus the number of
admissible sequences of states of length k is bounded by 2k2H 1(G ,S). We now study how
the cardinality of admissible sequences can be related to the entropy of G.
Lemma 20. For all ϵ > 0, there exists an integer N such that for all k ⩾ N , Hk (U)/k <

h([G]) + ϵ .

Proof. Let us fix some ϵ > 0. Notice that if we let Hk (U) = H 0(U ∨ [G]−1(U) ∨ · · · ∨

[G]−(k−1)(U))), the sequence Hk (U ) satisfies Hk+l (U) ⩽ Hk (U) + Hl (U). By Fekete’s
lemma on subadditive sequences, this implies that limk→∞Hk/k exists and is equal to
infk Hk/k . Thus h([G],U) = infk Hk/k .
Now, the entropy h([G]) is defined as supU limk→∞Hk (U)/k . This then rewrites as

supU infk Hk (U)/k . We can conclude that h([G]) ⩾ infk Hk (U)/k for all finite open cover
U.
Since infk Hk (U)/k is the limit of the sequence Hk/k , there exists an integer N such

that for all k ⩾ N the following inequality holds: |Hk (U)/k − infk Hk (U)/k | < ϵ , which
rewrites asHk (U)/k − infk Hk (U)/k < ϵ . From this we deduceHk (U)/k < h([G])+ϵ . □
Lemma 21. LetG be a graphing, and let c : k 7→ Card(Admk (G)). Then c(k) = O(2k2h([G]))

as k goes to infinity.

5.3 Cells Decomposition
Now, let us consider a deterministic graphingG , with its state coverS. We fix a length k > 2
and reconsider the sets C[s] = C[(s1s2 . . . sk−1, sk )] (for a sequence of states s = s1s2 . . . sk )
that appear in the proof of Lemma 19. The set (C[s])s∈Admk (G) is a partition of the space
[G]−k+1(X).
This decomposition splits the set of initial configurations into cells satisfying the follow-

ing property: for any two initial configurations contained in the same cell C[s], the k-th first

iterations of G goes through the same admissible sequence of states s.
Definition 22. LetG be a deterministic graphing, with its state cover S. Given an integer
k , we define the k-fold decomposition of X along G as the partition {C[s] | s ∈ Admk (G)}.
Then Lemma 19 provides a bound on the cardinality of the k-th cell decomposition.

Using the results in the previous section, we can then obtain the following proposition.
Proposition 23. Let G be a deterministic graphing, with entropy h(G). The cardinality of
the k-th cell decomposition of X w.r.t.G , as a function c(k) of k , is asymptotically bounded by

д(k) = 2k2h([G])
, i.e. c(k) = O(д(k)).

We also state another bound on the number of cells of the k-th cell decomposition, based
on the state cover entropy, i.e. the entropy with respect to the state cover rather than the
usual entropy which takes the supremum of cover entropies when the cover ranges over
all finite covers of the space. This result is a simple consequence of Theorem 19.
Proposition 24. Let G be a deterministic graphing. We consider the state cover entropy
h0([G]) = limn→∞Hn

X([G],S) where S is the state cover. The cardinality of the k-th cell

decomposition of X w.r.t. G, as a function c(k) of k , is asymptotically bounded by д(k) =
2k2h0([G])

, i.e. c(k) = O(д(k)).
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6 ALGEBRAIC COMPUTATION TREES AND BEN-OR’S TECHNIQUE
We will now explain how to obtain lower bounds for algebraic models of computation
based on the interpretation of programs as graphings and entropic bounds. These results
make use of the Milnor-Thom theorem which bounds the sum of the Betti numbers of
algebraic varieties. In fact, we will use a version due to Ben-Or of this theorem.

6.1 Milnor-Thom theorem
Let us first recall the classic Milnor-Thom theorem.

Theorem 25 ([33, Theorem 3]). If X ⊆ Rm is defined by polynomial identities of the form

f1 ⩾ 0, . . . , fp ⩾ 0

with total degree d = deg f1 + · · · + deg fp , then

rankH ∗X ⩽
1
2
(2 + d)(1 + d)m−1.

We will use in the proof the following variant of the Milnor-Thom bounds, stated and
proved by Ben-Or.

Theorem 26. Let d,n,h ∈ N.
Let βd (n,h) be the maximal number of connected components of sets V ⊆ Rn be a set

defined by the following polynomial equations:

q1(x1, . . . , xn) = 0
...
qm(x1, . . . , xn) = 0
p1(x1, . . . , xn) > 0
...
ps (x1, . . . , xn) > 0
ps+1(x1, . . . , xn) ⩾ 0
...
ph(x1, . . . , xn) ⩾ 0

for pi ,qi ∈ R[X1, . . . ,Xn] of degree lesser than d .
If d ≥ 2, we have:

βd (n,h) ⩽ d(2d − 1)n+h−1

First, we will write composition of functions as f ;д instead of д ◦ f .

6.2 Algebraic decision trees
One lower bounds result related to Mulmuley’s techniques is the bounds obtained by Steele
and Yao [46] on Algebraic Decision Trees. Algebraic decision trees are defined as finite
ternary trees describing a program deciding a subset of Rn : each node verifies whether a
chosen polynomial, say P , takes a positive, negative, or null value at the point considered.
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Definition 27 ([46]). Let n ∈ N.
A d-th order algebraic decision tree for Rn is a ternary tree where
• each internal node contains a test of the form p(x1, x2, . . . , xn) : 0, where p is a
polynomial of degree at most d ;

• each leaf is labelled by yes or no.
We say that the son of an internal node labeled by a polynom p is consistent for

(x1, . . . , xn) ∈ Rn if it is the right son andp(x1, . . . , xn) > 0, themiddle son andp(x1, . . . , xn) =
0, or the left son and p(x1, . . . , xn) < 0. A branch is consistent for (x1, . . . , xn) ∈ Rn if all
the sons of the internal nodes in the branch are consistent for (x1, . . . , xn).
An algebraic decision tree decides a setW ⊆ Rn if, for all (x1, . . . , xn) ∈ Rn , (x1, . . . , xn) ∈

W if and only if the unique maximal branch consistent with (x1, . . . , xn) ends on a leaf
labelled by yes.

We now define an amc of algebraic decision trees. In a very peculiar way, the underlying
space of algebraic decision trees is Rn , and the set of generators and relations of the monoid
is empty (which means that the monoid is {⋆}), so the amc is 1 : ⟨∅,∅⟩ ↷ X where 1
denotes the trivial action. Intuitively, this is to be expected as algebraic decision trees do
not act on the space of configuration.
LetT be an algebraic decision tree. It can be described as a finite set ST = {⊤,⊥,p1, · · · ,pn}

where the (pi )1⩽i⩽n are polynomials on R, together with a relation between the elements
of the control states.

Definition 28. LetT be an algebraic decision tree. We define [T ] as the graphing with set
of control states {⊤,⊥,p1, · · · ,pn} where the (pi )1⩽i⩽n are the polynomials ofT , and each
internal node with label p and sons (a,b, c) defines three edges:

• one of source {®x ∈ Rn | p(x1, . . . , xn) > 0} × {p} realized by (Id,p 7→ a);
• one of source {®x ∈ Rn | p(x1, . . . , xn) = 0} × {p} realized by (Id,p 7→ b);
• one of source {®x ∈ Rn | p(x1, . . . , xn) < 0} × {p} realized by (Id,p 7→ c).

From Theorem 23, one obtains easily the following theorem.

Theorem 29. Let T be a d-th order algebraic decision tree deciding a subsetW ⊆ Rn . Then
the number of connected components ofW is bounded by 2hd(2d − 1)n+h−1

, where h is the

height of T .

Proof. We let h be the height of T , and d be the maximal degree of the polynomials
appearing in T . Then the h-th cell decomposition of [T ] defines a family of semi-algebraic
sets defined by h polynomials equalities and inequalities of degree at most d . Moreover,
Theorem 24 states that this family has cardinality bounded by 2h2h0 ([T ]); since h0([T ]) = 0
because each state has at most one antecedent state, this bound becomes 2h . Thus, the h-th
cell decomposition defines at most 2h algebraic sets which have at most d(2d − 1)n+h−1

connected components. Since the setW decided by T is obtained as a union of the semi-
algebraic sets in the h-th cell decomposition, it has at most 2hd(2d − 1)n+h−1 connected
components. □

Corollary 30 (Steele and Yao [46]). A d-th order algebraic decision tree deciding a

subsetW ⊆ Rn with N connected components has height Ω(logN ).
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This result of Steele and Yao adapts in a straightforward manner to a notion of algebraic
computation trees describing the construction of the polynomials to be tested by mean of
multiplications and additions of the coordinates. The authors remarked this result uses
techniques quite similar to that of Mulmuley’s lower bounds for the model of pramswithout
bit operations. It is also strongly similar to the techniques used by Cucker in proving that
NCR ⊊ PtimeR [16].
However, a refinement of Steele and Yao’s method was quickly obtained by Ben-Or so

as to allow for computing divisions and taking square roots in this notion of algebraic
computation trees. We will now explain Ben-Or techniques from within the framework of
graphings. We will later adapt this refinement of Steele and Yao’s method to Mulmuley’s
prams without bit operations, in order to obtain the main theorem of this paper.

6.3 Algebraic Computational Trees
Algebraic computational trees follow the same principles as algebraic decision trees, but
they allow for the representation of computations as part of the tree. I.e. one consider
nodes for every algebraic operation on the set of polynomials.
More formally, an algebraic computational tree is defined from the nodes ×, +, −, /, √

and a test node with three sons corresponding to < 0, = 0 and > 0 as in the algebraic
decision trees case.
The difference is thus that algebraic computation trees only perform tests on expression

that are first defined by means of algebraic operations. If one restricts to the fragment
without division and square root, the overall computational power, i.e. the sets decided,
of computational trees and decision trees are the same. However, while testing wether a
given polynomial is greater than 0 need only one node in an algebraic decision tree, in
general it requires more in algebraic computational trees since one needs to compute the
polynomial explicitly from basic algebraic operations.
It is not a surprise then that similar bounds to that of algebraic decisions trees can be

computed using similar methods in the restricted fragment without division and square
roots. An improvement on this is the result of Ben-Or generalising the technique to
algebraic computational trees with division and square root nodes. The principle is quite
simple: one simply adds additional variables to avoid using the square root or division,
obtaining in this way a system of polynomial equations. For instance, instead of writing
the equation p/q < 0, one defines a fresh variable r and considers the system

p = qr ; r < 0

This method seems different from the direct entropy bound obtained in the case of
algebraic decision trees. However, we will see how it can be adapted directly to graphings.
Given an integer k ∈ ω, we define the following subspaces of Rω :
• Rωk⩾0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk ⩾ 0};
• Rωk⩽0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk ⩽ 0};
• Rωk>0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk > 0};
• Rωk<0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk < 0};
• Rωk=0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk = 0};
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start

f1 = x1 − x2

f2 = x1 − x3

f3 = x2 − x3

f4 = f1 × f2

f5 = f4 × f3

f5 = 0

falsetrue

Fig. 2. An algebraic computation tree

• Rωk,0 = {(x1, . . . , xk , . . . ) ∈ Rω | xk , 0}.

Definition 31 (treeings). A treeing is an acyclic and finite graphing, i.e. a graphing F
for which there exists a finite graphing representative T with set of control states ST =
{0, . . . , s} and such that every edge of T is state-increasing, i.e. for each edge e of source
Se , for all x ∈ Se ,

πST(α(me )(x) > πST(x),

where πST denotes the projection onto the control states space.
A computational graphing is a graphingT with distinguished states ⊤, ⊥ which admits a

finite representative such that each edge e has its source equal to one among Rω , Rωk⩾0,
Rωk⩽0, R

ω
k>0, R

ω
k<0, R

ω
k=0, and Rωk,0.

A computational treeing is a treeing T which is a computational graphing with the
distinguished states ⊤, ⊥ being incomparable maximal elements of the state space.

Definition 32 (Algebraic computation trees, [10]). An algebraic computation tree on Rn is
a binary tree T with a function that assigns:

• to any vertex v with only one son (simple vertex) an operational instruction of the
form

fv = fvi ◦ fvj
fv = c ◦ fvi

fv =
√
fvi
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where ◦ ∈ {+,−,×, /}, vi ,vj are ancestors of v and c ∈ R is a constant;
• to any vertex v with two sons a test instruction of the form

fvi > 0
fvi = 0
fvi ⩾ 0

where vi is an ancestor of v or fvi ∈ {x1, . . . , xn};
• to any leaf an output YES or NO.

LetW ⊆ Rn be any set and T be an algebraic computation tree. We say that T computes
the membership problem forW if for all x ∈ Rn , the traversal of T following x ends on a
leaf labelled YES if and only if x ∈W .
We can define the amc of algebraic computation trees. The underlying space is Rω and

the acting monoid is generated by addi (j,k), subi (j,k), multi (j,k), divi (j,k), addi (c, j),
subi (c, j), multi (c, j), divi (c, j), sqrti (j), for i, j,k ∈ ω and c ∈ R acting on Rω as follows:

• α(addi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j + xk , xi+1, . . . );
• α(subi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j − xk , xi+1, . . . );
• α(multi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j × xk , xi+1, . . . );
• α(divi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j/xk , xi+1, . . . ) if xk , 0;
• α(addi (c,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c + xk , xi+1, . . . );
• α(subi (c,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c − xk , xi+1, . . . );
• α(multi (c,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c × xk , xi+1, . . . );
• α(divi (c,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c/xk , xi+1, . . . ) if xk , 0;
• α(sqrti (k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1,

√
xk , xi+1, . . . ) if xk ⩾ 0.

Definition 33. Let T be a computational treeing on the amc of algebraic computational
trees. The set of inputs In(T ) (resp. outputs Out(T )) is the set of integers k (resp. i) such
that there exists an edge e in T :

• either e is realised by one of addi (j,k), addi (k, j), subi (j,k), subi (k, j), multi (j,k),
multi (k, j), divi (j,k), divi (k, j) addi (c,k), subi (c,k), multi (c,k), divi (c,k), sqrti (k);

• or the source of e is one among Rωk⩾0, R
ω
k⩽0, R

ω
k>0, R

ω
k<0, R

ω
k=0, and Rωk,0.

The input space In(T ) of a treeing T on the amc of algebraic computational trees is
defined as the set of indices k ∈ ω belonging to In(T ) but not to Out(T ).

Definition 34. Let T be a treeing on the amc of computational trees, and let n be an
integer larger than the maximal element in In(T ). We say thatT computes the membership
problem forW ⊆ Rn if for all (x1, . . . , xn) ∈ Rn , the successful iterations of T on the
subspace {(y1, . . . ,yn, . . . ) ∈ Rω | ∀1 ⩾ i ⩾ n,yi = xi } × {0} reach the state ⊤ if and only
if x ∈W .

Remark. Consider two elements a,b, in {(y1, . . . ,yn, . . . ) ∈ Rω | ∀1 ⩾ i ⩾ n,yi = xi }×{0}.
One can easily check that πS(T n(a)) = ⊤ if and only if πS(T n(b)) = ⊤, where πS is the
projection onto the state space and T n(a) represents the n-th iteration of T on a. It is
therefore possible to consider only a standard representative of (x1, . . . , xn) ∈ Rn , for
instance (x1, . . . , xn, 0, 0, . . . ) ∈ Rω , to decide whether (x1, . . . , xn) ∈ Rn is accepted by T .
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Definition 35. Let T be an algebraic computation tree on Rn , and T ◦ be the associated
directed acyclic graph, built from T by merging all the leaves tagged YES in one leaf ⊤
and all the leaves tagged NO in one leaf ⊥. Suppose the internal vertices are numbered
{n + 1, . . . ,n + ℓ}; the numbers 1, . . . ,n being reserved for the input.
We define [T ] as the graphing with control states {n + 1, . . . ,n + ℓ,⊤,⊥} and where

each internal vertex i of T ◦ defines either:

• a single edge of source Rω realized by:
– (addi (j,k), i 7→ t) if i is associated to fvi = fvj + fvk and t is the son of i;
– (subi (j,k), i 7→ t) if i is associated to fvi = fvj − fvk and t is the son of i;
– (multi (j,k), i 7→ t) if i is associated to fvi = fvj × fvk and t is the son of i;
– (addi (c,k), i 7→ t) if i is associated to fvi = c + fvk and t is the son of i;
– (subi (c,k), i 7→ t) if i is associated to fvi = c − fvk and t is the son of i;
– (multi (c,k), i 7→ t) if i is associated to fvi = c × fvk and t is the son of i;

• a single edge of source {(x1, . . . , xn+ℓ, . . . ) ∈ Rω | xk , 0} realized by:
– (divi (j,k), i 7→ t) if i is associated to fvi = fvj /fvk and t is the son of i;
– (divi (c,k), i 7→ t) if i is associated to fvi = c/fvk and t is the son of i;

• a single edge of source Rωk⩾0 × {i} realized by (sqrti (k), i 7→ t) if i is associated to
fvi =

√
fvk and t is the son of i;

• a pair of edges:
– one of source Rωk>0 × {i} realized by (Id, i 7→ j) and one of source Rωk⩽0} × {i}

realized by (Id, i 7→ k) if i is associated to fvi > 0 and its two sons are j and k ;
– one of source Rωk⩾0×{i} realized by (Id, i 7→ j) and one of source Rωk<0×{i} realized
by (Id, i 7→ k) if i is associated to fvi ⩾ 0 and its two sons are j and k ;

– one of source Rωk=0×{i} realized by (Id, i 7→ j) and one of source Rωk,0×{i} realized
by (Id, i 7→ k) if i is associated to fvi > 0 and its two sons are j and k ;

Proposition 36. Let α be the amc of algebraic computation trees. Then any algebraic com-

putation treeT is faithfully interpreted as an α -graphing [T ]. I.e.T computes the membership

problem forW ⊆ Rn if and only if [T ] computes the membership problem forW .

Moreover, [T ] is a computational treeing, and for any computational treeing G computing

themembership problem forW ⊆ Rn , there exists an algebraic computation treeTW computing

the membership problem forW .

Proof. A computation tree defines a graphing [T ], and the natural graphing representa-
tive obtained from the inductive definition of [T ] is clearly a treeing because T is a tree.
That this treeing represents faithfully the computational tree T raises no difficulty.
Let us now show that the membership problem of a subsetW ⊆ Rn that can be decided

by a computational treeing is also decided by an algebraic computational tree T . We prove
the result by induction on the number of states of the computational treeing. The initial
case is when T the set of states is exactly {1,⊤,⊥} with the order defined by 1 < ⊤ and
1 < ⊥ and no other relations. This computational treeing has at most 2 edges, since it is
deterministic and the source of each edge is a subset among Rω , Rωk⩾0, R

ω
k⩽0, R

ω
k>0, R

ω
k<0,

Rωk=0, and Rωk,0.
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Wefirst treat the case when there is only one edge of sourceRn . An element (x1, . . . , xn) ∈
Rn is decided by T if the main representative ((x1, . . . , xn, 0, . . . ), 1) is mapped to ⊤. Since
there is only one edge of source the whole space, either this edge maps into the state ⊤
and the decided subsetW is equal to Rn , or it maps into ⊥ and the subsetW is empty. In
both cases, there exists an algebraic computational tree decidingW . For the purpose of the
proof, we will however construct a specific algebraic computation tree, namely the one
that first computes the right expression and then accepts or rejects. I.e. if the only edge is
mapping into ⊤ (resp. ⊥) is realised by an elementm in the amc of algebraic computation
trees which can be written as a product of generators д1, . . . ,дk , we construct the tree of
height k + 1 that performs (in that order) the operations corresponding to д1, д2, etc., and
then answers "yes" (resp. "no").
Now, the case where there is one edge of source a strict subspace, e.g. Rωk⩾0 (all other

cases are treated in a similar manner) and mapping into ⊤ (the other case is treated by
symmetry). First, let us remark that if there is no other edge, one could very well add an
edge to T mapping into ⊥ and realised by the identity with source the complementary
subspace Rωk<0. We build a tree as follows. First, we test whether the variable xk is greater
or equal to zero; this node has two sons corresponding to whether the answer to the test is
"yes" or "no". We now construct the two subtrees corresponding to these two sons. The
branch corresponding to "yes" is described by the edge of source Rωk⩾0: we construct the
tree of height k + 1 performing the operations corresponding to the generators д1, д2, etc.
whose product defined the realiserm of e , and then answers "yes" (resp. "no") if the edge e
maps into the state ⊤ (resp. ⊥). Similarly, the other subtree is described by the realiser of
the edge of source Rωk<0.
The result then follows by induction, plugging small subtrees as described above in place

of the leaves of smaller subtrees. □

6.4 Entropic co-trees and k-th computational forests
Definition 37 (k-th entropic co-tree). Consider a deterministic graphing representative
T , and fix an element ⊤ of the set of control states. We can define the k-th entropic co-tree
of T along ⊤ and the state cover inductively:

• k = 0, the co-tree coT0(T ) is simply the root nϵ = Rn × {⊤};
• k = 1, one considers the preimage of nϵ through T , i.e. T −1(Rn × {⊤}) the set of all
non-empty sets α(me )

−1(Rn × {⊤}) and intersects it pairwise with the state cover,
leading to a finite family (of cardinality bounded by the number of states multiplied
by the number of edges fo T ) (nie )i defined as ni = T −1(nϵ ) ∩ Rn × {i}. The first
entropic co-tree coT1(T ) of T is then the tree defined by linking each nie to nϵ with
an edge labelled byme ;

• k + 1, suppose defined the k-th entropic co-tree of T , defined as a family of elements
nπe where π is a finite sequence of states of length at most k and e a sequence of edges
ofT of the same length, and where nπe and nπ ′

e′ are linked by an edge labelled f if and
only if π ′ = π .s and e′ = f .e where s is a state and f an edge of T . We consider the
subset of elements nπe′ where π is exactly of length k , and for each such element we
define new nodes nπ .se .e′ defined as α(me )

−1(nπe′) ∩ Rn × {s} when it is non-empty. The
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k + 1-th entropic co-tree coTk+1(T ) is defined by extending the k-th entropic co-tree
coTk (T ), adding the nodes nπ .se .e′ and linking them to nπe′ with an edge labelled by e .

Remark. The co-tree can alternatively be defined non-inductively in the following way:
the nπe for π is a finite sequence of states and e a sequence of edges ofT of the same length
by nϵϵ = Rn × {⊤} and

nπ .se.e =
[
α(me )

−1(nπe )
]
∩ [Rn × {s}]

The k-th entropic co-tree of T along ⊤ has as vertices the non-empty sets nπe for π and e
of length at most k and as only edges, links nπ .se.e → nπe labelled byme .

This definition formalises a notion that appears more or less clearly in the work of
Lipton and Steele, and of Ben-Or, as well as in the proof by Mulmuley. The nodes for
paths of length k in the k-th co-tree corresponds to the k-th cell decomposition, and the
corresponding path defines the polynomials describing the semi-algebraic set decided by
a computational tree. The co-tree can be used to reconstruct the algebraic computation
treeT from the graphing representative [T ], or constructs some algebraic computation tree
(actually a forest) that approximates the computation of the graphing F under study when
the latter is not equal to [T ] for some tree T .

Definition 38 (k-th computational forest). Consider a deterministic graphing T , and fix
an element ⊤ of the set of control states. We define the k-th computational forest of T
along ⊤ and the state cover as follows. Let coTk (T ) be the k-th entropic co-tree of T . The
k-th computational forest of T is defined by regrouping all elements nπe . ®e ′ of lengthm: if
the set Nm

e = {nπe . ®e ′ ∈ coTk (T ) | len(π ) = m} is non-empty it defines a new node Nm
e .

Then one writes down an edge from Nm
e to Nm−1

e ′ , labelled by e , if and only if there exists
ns .π
e .e ′. ®f

∈ Nm
e such that nπ

e ′. ®f
∈ Nm−1

e ′ .

One checks easily that the k-th computational forest is indeed a forest: an edge can exist
between Nm

e and N n
f only when n =m + 1, a property that forbids cycles. The following

proposition shows how the k-th computational forest is linked to computational trees.

Proposition 39. IfT is a computational tree of depth k , the k-th computational forest of [T ]
is a tree which defines straightforwardly a graphing (treeing) representative of T .

We now state and prove an easy bound on the size of the entropic co-trees.

Proposition 40 (Size of the entropic co-trees). LetT be a graphing representative, Card(E)
its number of edges. The number of nodes of its k-th entropic co-tree coTk (T ), as a function
n(k) of k , is asymptotically bounded by 2k+12Card(E).h([G])

, i.e. n(k) = O(2k+1).

Proof. The number of elements nπe . ®e ′ of lengthm in coTk (T ) is equal to the number of
elements in them-th cell decomposition ofT , and is therefore bounded by д(m) = 2m2h([T ])
by Theorem 23. The size of coTk (T ) is thus bounded by 2k+12(h([T ]). □
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6.5 The theorem Ben-Or
We now use Ben-Or proof technique to obtain a bound on the number of connected
components of the subsetsW ⊆ Rn whose membership problem is computed by a graphing
in less than a given number of iterations.
This theorem specialises to the original theorem by Ben-Or relating the number of

connected components of a setW and the depth of the algebraic computational trees that
compute the membership problem forW .

Theorem 41. Let G be a computational graphing representative with edges realised only

by generators of the amc of algebraic computational trees, and Card(E) its number of edges.

Suppose G computes the membership problem forW ⊆ Rn in k steps, i.e. for each element

of Rn , πS(Gk (x)) = ⊤ if and only if x ∈W . ThenW has at most 2h0([G])+132k+n+1
connected

components.

Proof. If G computes the membership problem forW in k steps, it meansW can be
described as the union of the subspaces corresponding to the nodes nπe with π of length k
in coTk (T ). Now, each such subspace is an algebraic set, as it can be described by a set of
polynomials as follows.
We define a system of equations (Eei )i for each node nπe of the entropic co-tree coTk (T ).

This is done inductively on the size of the path ®e , keeping track of the last modifications
of each register. I.e. we define both the system of equations (Eei )i and a function h(e) :
Rω + ⊥ → ω (which is almost everywhere null)8. For an empty sequence, the system of
equations is empty, and the function h(ϵ) is constant, equal to 0.
Suppose now that ®e ′ = (e1, . . . , em, em + 1), with ®e = (e1, . . . , em), and that one already

computed (Eei )i⩾m and the function h(e). We now consider the edge em+1 and let (r , r ′) be
its realizer. We extend the system of equations (Eei )i⩾m by a new equation Em+1 and define
the function h(e′) as follows:

• if r = addi (j,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = xh(e

′)(j)
j + xh(e

′)(k )
k ;

• if r = subi (j,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = xh(e

′)(j)
j − xh(e

′)(k )
k ;

• if r = multi (j,k), h(e′)(x) = h(e)(x) + 1 if x = i , and h(e′)(x) = h(e)(x) otherwise;
then Em+1 is xh(e

′)(i)
i = xh(e

′)(j)
j × xh(e

′)(k )
k ;

• if r = divi (j,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = xh(e

′)(j)
j /xh(e

′)(k )
k ;

• if r = addi (c,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = c + xh(e

′)(k )
k ;

• if r = subi (c,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = c − xh(e

′)(k )
k ;

• if r = multi (c,k), h(e′)(x) = h(e)(x) + 1 if x = i , and h(e′)(x) = h(e)(x) otherwise;
then Em+1 is xh(e

′)(i)
i = c × xh(e

′)(k )
k ;

8The use of ⊥ is to allow for the creation of fresh variables not related to a register.
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• if r = divi (c,k), h(e′)(x) = h(e)(x)+ 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then
Em+1 is xh(e

′)(i)
i = c/xh(e

′)(k )
k ;

• if r = sqrti (k), h(e′)(x) = h(e)(x) + 1 if x = i , and h(e′)(x) = h(e)(x) otherwise; then

Em+1 is xh(e
′)(i)

i =

√
xh(e

′)(k )
k ;

• if r = Id, the source of the edge eq is of the form {(x1, . . . , xn+ℓ) ∈ Rn+ℓ | P(xk )}× {i}.
– If P(xk ) is xk , 0, h(e′)(x) = h(e)(x) + 1 if x = ⊥, and h(e′)(x) = h(e)(x) otherwise
then Em+1 is xh(e

′)(⊥)
⊥ xh(e

′)(k )
k − 1 = 0;

– otherwise we set h(e′) = h(e) and Em+1 equal to P .
We now consider the system of equations (Ei )ki=1 defined from the path e of length k

corresponding to a node nπe of the k-th entropic co-tree of G. This system consists in k
equations of degree at most 2 and containing at most k +n variables, counting the variables
x0

1, . . . , x
0
n corresponding to the initial registers, and adding at most k additional variables

since an edge of ®e introduces at most one fresh variable. By by Theorem 26 one obtains
that the defined semi-algebraic set has at most 2.32k+n−1 connected components. Since
the number of vertices nπe is bounded by 2h0([G]) by Theorem 24, we have that the set
W whose membership problem is decided by G has at most 2h0([G])+132k+n+1 connected
components. □

This theorem extends to the case of general computational graphings by considering
the algebraic degree of the graphing.

Definition 42 (Algebraic degree). The algebraic degree of an element of the amc is the
minimal number of generators needed to express it.
The algebraic degree of a graphing is the maximum of the algebraic degrees of the

realisers of its edges.

If an edge is realised by an elementm of algebraic degree D, then the method above
applies by introducing the D new equations corresponding to the D generators used to
definem. The general result then follows.

Theorem 43. Let G be a computational graphing representative, Card(E) its number of

edges, and D its algebraic degree. Suppose G computes the membership problem forW ⊆ Rn

in k steps, i.e. for each element of Rn , πS(Gk (x)) = ⊤ if and only if x ∈W . ThenW has at

most 2h0([G])+132kD+n+1
connected components.

Corollary 44 ([10, Theorem 5]). LetW ⊆ Rn be any set, and let N be the maximum of

the number of connected components ofW and Rn \W .

An algebraic computation tree computing the membership problem for W has height

Ω(logN ).

Proof. Let T be an algebraic computation tree computing the membership problem for
W , and consider the computational treeing [T ]. Let d be the height of T ; by definition of
[T ] the membership problem forW is computed in exactly d steps. Thus, by the previous
theorem,W has at most 2h0([T ])+132d+n+1 connected components. As the interpretation of
an algebraic computational tree, h0([T ]) is at most equal to 2. Hence N ⩽ 233n+132d , i.e.
d = Ω(logN ). □
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We immediately deduce an application that will be useful to us in the remainder. Let
m ∈ N and 0 < x < 2m . Let k ∈ N be such that 1 ⩽ k ⩽ m. We call

⌊
x

2k−1

⌋
− 2

⌊
x
2k

⌋
the

k-th bit of x .

Lemma 45. An algebraic computation tree computing the k-th bit of x has height Ω(log(m−

k)).

Proof. Let

W =
{
x ∈ R |

⌊ x

2k−1

⌋
− 2

⌊ x
2k

⌋
= 1

}
W is the disjoint union ofm − k + 1 intervals, and so is its complement in ]0; 2m[. So, by
Theorem 44, any algebraic computation tree computing the k-th bit has height Ω(logm −

k). □

7 SRAMS AND PRAMS
7.1 Random Access Machines (srams)
In this paper, we will consider algebraic parallel random access machines, that act not on
strings of bits, but on integers. In order to define those properly, we first define the notion
of (sequential) random access machine (sram) before considering their parallelisation.
A sram command is a pair (ℓ, I ) of a label (or line) ℓ ∈ N⋆ and a command I among the

following:
Commands := skip; Xi B c; Xi B Xj ◦ Xk;

Xi B Xj; Xi B ♯Xj; ♯Xi B Xj;
if Xi = 0 goto ℓ else ℓ′;

where i, j ∈ N, ◦ ∈ {+,−,×, /}, c ∈ Z is a constant and ℓ, ℓ′ ∈ N⋆ are labels.
A sram machine M is then a finite set of commands such that the set of labels is

{1, 2, . . . , |M |}, with |M | the length ofM . Wewill denote the commands inM by (i, InstM (i)),
i.e. InstM (i) denotes the i-labelled command.
The semantics of sram machines is quite straightforward: a configuration is represented

as a pair (i,σ ) where i is the current label and σ : N → Z – an eventually null function –
represent the state of the registers. Then the commands above are easily interpreted as a
transition to the label i + 1 (except in case of the conditional) and an updated function σ .
E.g. a ♯Xi B Xj command induces the following transition: (i,σ ) → (i + 1,σ [σ (j)/σ (i)]),
while a Xi B ♯Xj command induces the transition (i,σ ) → (i + 1,σ [σ (σ (j))/i]).

Parallel Random Access Machines (prams). Based on the notion of sram, we are now
able to consider their parallelisation, namely prams. A pram machineM is simply given
as a finite sequence of sram machinesM1, . . . ,Mp , where p is the number of processors of
M . Each processorMi has access to its own, private, set of registers (Xik )k⩾0 and a shared
memory represented as a set of registers (X0

k )k⩾0.
As usual, one has to deal with conflicts when several processors try to access the shared

memory simultaneously. We here chose to work with the crew discipline, i.e. Concurrent
Read, Exclusive Write, implemented as follows: at a given step at which several processors
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try to write in the shared memory, only the processor with the smallest index will be
allowed to do so.

7.2 The sram action
We now define the sram action. As we intend to consider prams, we consider from the
begining the memory of a sram to be separated in two infinite blocks Zω , intended to
represent both shared and a private memory cells. The underlying space is X = Zω × Zω .
The set of generators is defined following the possible actions of an sram on the memory:
consti (c), addi (j,k), subi (j,k), multi (j,k), eucdivi (j,k), copy(i, j), copy(♯i, j), copy(i, ♯j).
Each of the generator acts as follows (we do not distinguish the two kinds of memory and
suppose the indices unique here):

• α(consti (c))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c, xi+1, . . . );
• α(addi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j + xk , xi+1, . . . );
• α(subi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j − xk , xi+1, . . . );
• α(multi (j,k))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j × xk , xi+1, . . . )
• for α(eucdivi (j,k)),

(x1, . . . , xi−1, xi , xi+1, . . . ) 7→


(x1, . . . , xi−1,b, xi+1, . . . ) such that x j = bxk + r

and 0 ⩽ r < xk
if xk , 0

(x1, . . . , xi−1, 0, xi+1, . . . ) else

• α(copy(i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j , xi+1, . . . );
• α(copy(♯i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xx j , xi+1, . . . );
• α(copy(i, ♯j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xxi−1, x j , xxi+1, . . . ).
srammachines can be represented as graphings w.r.t. this action; intuitively the encoding

works as follows. The notion of control state allows to represent the notion of line in the
program. Then, the action just defined allows for the representation of all commands but
the conditionals. The conditionals are represented as follows: depending on the value of
Xi one wants to jumps either to the line ℓ or to the line ℓ′; this is easily modelled by two
different edges of respective sources H(i) = {®x | xi = 0} and H(i)c = {®x | xi , 0}.

Definition 46. Let M be a sram machine. We define [M] as the graphing with set of
control states {0, 1, . . . , L, L + 1} where each line ℓ defines:

• either a single edge e of source X × {ℓ} and realised by:
– (Id, ℓ 7→ ℓ + 1) if InstM (ℓ) is skip;
– (consti (c), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B c;
– (addi (j,k), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B Xj + Xk;
– (subi (j,k), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B Xj − Xk;
– (multi (j,k), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B Xj × Xk;
– (copy(i, j), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B Xj;
– (copy(i, ♯j), ℓ 7→ ℓ + 1) if InstM (ℓ) is Xi B ♯Xj;
– (copy(♯i, j), ℓ 7→ ℓ + 1) if InstM (ℓ) is ♯Xi B Xj;

• a single edge e of source H(k) × {ℓ} and realised by (eucdivi (j,k), ℓ 7→ ℓ + 1) if
InstM (ℓ) is Xi B Xj/Xk;
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• or, if the line is a conditional if Xi = 0 goto ℓ0 else ℓ1, a pair e, ec of edges of re-
spective sources H(i) × {ℓ} and H(i)c × {ℓ} and realised by respectively (Id, ℓ 7→ ℓ0)
and (Id, ℓ 7→ ℓ1).

If a graphing T in the amc of prams has a distinguished control state ⊤, we say that T
accepts x ∈ Zd if T accepts ((d, x1, . . . , xd , 0, . . . ), (0, . . . ), (0, . . . ), . . . ).
One can now easily check that the representation of the machine M as a graphing is

sound.

Theorem 47. The representation of srams as graphings is sound.

Proof. The proof is an easy verification that the interpretation of commands in the
graphing do coincide with the semantics of these commands. □

7.3 The crew of the sram action: prams
We can now define amc of prams and thus the interpretations of prams as abstract programs.
For each integer p, we define the amc crewk (α) for α is the amc for srams defined in the
previous section. This allows the consideration of up to p parallel srams. The interpretation
of such a sram with p processors is then defined by considering a set of states equal to
L1 × L2 × · · · × Lp where for all i the set Li is the set of labels of the i-th processor.
Now, to deal with arbitrary large prams, i.e. with arbitrarily large number of processors,

one considers the following amc defined as a direct limit.

Definition 48 (The amc of prams). Let α : M ↷ X × X be the sram amc. The amc of
prams is defined as lim

−−→
crewk (α), where crewk−1(α) is identified with a restriction of

crewk (α) through crewk−1(α)(m1, . . . ,mk−1) 7→ crewk (α)(m1, . . . ,mk−1, 1).

Remark that the underlying space of the pram amc is defined as the union ∪n∈ωZω ×

(Zω )n which we will write Zω × (Zω )(ω).
The fact that the crew operation on actions does define the semantics of the crew

discipline for concurrent read/write should be clear from the definitions. As a consequence,
Theorem 47 the interpretation of prams as graphings is sound.

Theorem 49. The representation of prams as graphings is sound.

7.4 The entropic co-trees of a pram
A pram defines a family of entropic co-trees by using Def. 37. These co-trees are in the
amc of prams, which we designed to be similar to the amc of algebraic computation trees.
The three main differences are:

• the amc of prams acts on Zω × (Zω )(ω), while that algebraic computational trees acts
on Rd ;

• an action of the amc of prams with p processors is a tuple of p actions in the amc of
srams;

• the euclidian division in the amc of prams can not be translated straightforwardly.
We will handle this difficulties separately, by introducing an amc of prams over R and

translating a treeing in the amc of prams into a treeing in the amc of prams over R, and
then by adapting the proofs of Section above to this amc.
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prams over R. The amc of srams over R is defined as the amc of srams, but the underlying
space is Rω × Rω × Rω , where we interpret the first two copies as public and the third
as private, and the generator corresponding to euclidian division is replaced by the real
division. we introduce the second public copy so as to be able to have fresh variables:
indeed, we cannot define the set of memory cells that a program can use, due to the indirect
addressing ♯Xi B Xj.
Explicitly the set of generators is given by: consti (c), addi (i, j), subi (i, j), multi (i, j),

divi (i, j), copy(i, j), copy(♯i, j), copy(i, ♯j) that act by:
• α(consti (c))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, c, xi+1, . . . );
• α(addi (i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xi + x j , xi+1, . . . );
• α(subi (i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xi − x j , xi+1, . . . );
• α(multi (i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xi × x j , xi+1, . . . )
• α(divi (i, j)) = (x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xi/x j , xi+1, . . . ) if x j , 0;
• α(copy(i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, x j , xi+1, . . . );
• α(copy(♯i, j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xi−1, xx j , xi+1, . . . ) if x j ∈ ω;
• α(copy(i, ♯j))(x1, . . . , xi−1, xi , xi+1, . . . ) = (x1, . . . , xxi−1, x j , xxi+1, . . . ) if xi ∈ ω.

The amc of pram over R is then defined as the limit of the crew of this amc, just as in the
Z case, and so acts on Rω × Rω × (Rω )(ω).
We do not define the prams in this amc, as we are just interested in it to translate treeings.

If a graphingT in the amc of prams over R has a distinguished control state ⊤, we say that
T accepts x ∈ Rd if T accepts ((d, x1, . . . , xd , 0, . . . ), (0, . . . ), (0, . . . ), . . . ).

From a treeing of pram to a treeing of pram over R. We can associate to every treeing
in the amc of prams a treeing in the amc of prams over R, that, limited to the integers,
decide the same set.
In what follow, we will distinguish the copies on which a pram acts by writing ®x =

((x1, . . . ), (y1, . . . ), (z
i
1)0≤i ) ∈ Rω × Rω × (Rω )(ω) the different elements.

Definition 50. Let T be a treeing in the amc of prams with control states S , and suppose
that its edges labelled with eucdivi (j,k) are numbered 1, . . . , t .
We define the real mate R(T ) as the treeing with control states S × {1, 2, 3} where the

n-th vertex labelled eucdivi (j,k) : a → b is replaced by the vertices:
• one of source a ∩ {®x | y2n ≥ 0} and labelled by identity;
• one of source a ∩ {®x | y2n < xk } and labelled by the identity;
• one of source a labelled by suby2n+1(j,y2n)
• one of source a labelled by divi (y2n+1,k)

where the state moves in all these operations in its new component.

The real mate allows to compute the euclidian division when restricted to integers, by
adding new variables and relations between them.

Theorem 51. Let T be a pram with p processors, that ends in k steps.

The real mate of its k-th entropic co-tree is a treeing Q in the amc of prams over R such

that:

• Q is of height at most 4k ;
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• ∀x ∈ Zd , Q accepts x if and only if T accepts x ;
• the subspace accepted by this treeing can be defined by a set of (2p)4k polynomial

equations of degree at most 24k
.

Proof. The only point that needs to be developed is the last one: we traverse the tree
and add equations as for the algebraic computation trees. □

We remark here that we could add a square root instruction to our prams, just as in the
algebraic computation trees.

8 ALGEBRAIC SURFACES FOR AN OPTIMIZATION PROBLEM
8.1 Geometric Interpretation of Optimization Problems
We start by showing how decision problems of a particular form induce a binary partition
of the space Zd : the points that are accepted and those that are rejected. Intuitively, the
machine decides the problem if the partition it induces refines the one of the problem.
We will consider problems of a very specific form: decisions problems in Z3 associated

to optimization problems. Let Popt be an optimization problem on Rd . Solving Popt on
an instance t amounts to optimizing a function ft (·) over a space of parameters. We
note MaxPopt(t) this optimal value. An affine function Param : [p;q] → Rd is called a
parametrization of Popt. Such a parametrization defines naturally a decision problem Pdec:
for all (x,y, z) ∈ Z3, (x,y, z) ∈ Pdec iff z > 0, x/z ∈ [p;q] and y/z ≤ MaxPopt ◦Param(x/z).
In order to study the geometry of Pdec in a way that makes its connection with Popt clear,

we consider the ambient space to be R3, and we define the ray [p] of a pointp as the half-line
starting at the origin and containing p. The projection Π(p) of a point p on a plane is the
intersection of [p] and the affine plane A1 of equation z = 1. For any point p ∈ A1, and all
p1 ∈ [p], Π(p1) = p. It is clear that for (p,p ′,q) ∈ Z2 × N+, Π((p,p ′,q)) = (p/q,p ′/q, 1).
The cone [C] of a curveC is the set of rays of points of the curve. The projection Π(C) of

a surface or a curveC is the set of projections of points inC . We note Front the frontier set

Front = {(x,y, 1) ∈ R3 | y = MaxPopt ◦ Param(x)}.

and we remark that

[Front] = {(x,y, z) ∈ R2 × R+ | y/z = MaxPopt ◦ Param(x/z)}.

Finally, a machineM decides the problem Pdec if the sub-partition of accepting cells in
Z3 induced by the machine is finer than the one defined by the problem’s frontier [Front]
(which is defined by the equation y/z ≤ MaxPopt ◦ Param(x/z)).

8.2 Parametric Complexity
We now further restrict the class of problems we are interested in: we will only consider
Popt such that Front is simple enough. Precisely:

Definition 52. We say that Param is an affine parametrization of Popt if Param; MaxPopt
is

• convex
• piecewise linear, with breakpoints λ1 < · · · < λρ
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• such that the (λi )i and the (MaxPopt ◦ Param(λi ))i are all rational.
The (parametric) complexity ρ(Param) is defined as the number of breakpoints of

Param; MaxPopt.

An optimization problem that admits an affine parametrization of complexity ρ is thus
represented by a surface [Front] that is quite simple: the cone of the graph of a piecewise
affine function, constituted of ρ segments. We say that such a surface is a ρ-fan. This
restriction seems quite serious when viewed geometrically. Nonetheless, many optimization
problems admit such a parametrization. Before giving examples, we introduce another
measure of the complexity of a parametrization.

Definition 53. Let Popt be an optimization problem and Param be an affine parametriza-
tion of it. The bitsize of the parametrization is themaximum of the bitsizes of the numerators
and denominators of the coordinates of the breakpoints of Param; MaxPopt.
In the same way, we say that a ρ-fan is of bitsize β if all its breakpoints are rational and

the bitsize of their coordinates is lesser thant β .

Theorem 54 (Murty [36], Carstensen [12]).

(1) there exists an affine parametrization of bitsize O(n) and complexity 2Ω(n) of combina-

torial linear programming, where n is the total number of variables and constraints of

the problem.

(2) there exists an affine parametrization of bitsize O(n2) and complexity 2Ω(n) of the
maxflow problem for directed and undirected networks, where n is the number of nodes

in the network.

We refer the reader to Mulmuley’s paper [34, Thm. 3.1.3] for proofs, discussions and
references.

8.3 Algebraic Surfaces
An algebraic surface in R3 is a surface defined by an equation of the form p(x,y, z) = 0
where p is a polynomial. If S is a set of surfaces, each defined by a polynomial, the total
degree of S is defined as the sum of the degrees of polynomials defining the surfaces in S .
Let K be a compact of R3 delimited by algebraic surfaces and S be a finite set of algebraic

surfaces, of total degree δ . We can assume that K is actually delimited by two affine planes
of equation z = µ and z = 2µz and the cone of a rectangle {(x,y, 1) | |x |, |y | ⩽ µx ,y }, by
taking any such compact containing K and adding the surfaces bounding K to S . S defines
a partition of K by considering maximal compact subspaces of K whose boundaries are
included in surfaces of S . Such elements are called the cells of the decomposition associated
to S .
The cell of this partition can have complicated shapes: in particular, a cell can have a

arbitrarily high number of surfaces of S as boundaries. We are going to refine this partition
into a partition ColS whose cells are all bounded by cones of curves and at most two
surfaces in S .
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Fig. 3. A torus and the projection of its silhouette

8.4 Collins’ decomposition
We define the silhouette of a surface defined by the equation p(x,y, z) = 0 by:{

p(x,y, z) = 0
x
∂p
∂x + y

∂p
∂y + z

∂p
∂z = 0.

The silhouette of a surface is the curve on the surface such that all points (x,y, z) of the
silhouette are such that the ray [(x,y, z)] is orthogonal to the tangent plane of the surface
on (x,y, z).
Up to infinitesimal perturbation of the coefficients of the polynomials, we can assume

that the surfaces of S have no integer points in K .
Π(K) = {Π(x) | x ∈ K} is a compact of the affine plane A1. Let us consider the set Π(S)

of curves in Π(K) containing:
• the projection of the silhouettes of surfaces in S ;
• the projection of the intersections of surfaces in S and of the intersection of surfaces
in S with the planes z = µ(1 + n

6δ ), n ∈ {1, . . . , 6δ − 1}, where δ is the total degree of
S ;

• vertical lines of the form {(x,a, 1) | |x | ≤ 2β+1} for a a constant such that such lines
pass through:
– all intersections among the curves;
– all singular points of the curves;
– all critical points of the curves with a tangent supported by ®ey .

Π(S) defines a Collins decomposition [14] of Π(K). The intersection of any affine line
supported by ®ey of the plane with a region of this decomposition is connected if nonempty.
Let c be a cell in Π(S). It is enclosed by two curves in Π(K) and at most two vertical

lines. The curves can be parametrized by cmax : x 7→ max{y ∈ R | (x,y, 1) ∈ c} and
cmin : x 7→ min{y ∈ R | (x,y, 1) ∈ c}, which are both smooth functions. The volatility
of c is defined as the number of extrema of the second derivatives c ′′min and c ′′max on their
domains of definition.
This set of curves Π(S) can be lifted to a set of surfaces ColS (K) of K that contains:
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////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012--today, Alexander Grahn
//
// 3Dmenu.js
//
// version 20140923
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript used by media9.sty
//
// Extended functionality of the (right click) context menu of 3D annotations.
//
//  1.) Adds the following items to the 3D context menu:
//
//   * `Generate Default View'
//
//      Finds good default camera settings, returned as options for use with
//      the \includemedia command.
//
//   * `Get Current View'
//
//      Determines camera, cross section and part settings of the current view,
//      returned as `VIEW' section that can be copied into a views file of
//      additional views. The views file is inserted using the `3Dviews' option
//      of \includemedia.
//
//   * `Cross Section'
//
//      Toggle switch to add or remove a cross section into or from the current
//      view. The cross section can be moved in the x, y, z directions using x,
//      y, z and X, Y, Z keys on the keyboard, be tilted against and spun
//      around the upright Z axis using the Up/Down and Left/Right arrow keys
//      and caled using the s and S keys.
//
//  2.) Enables manipulation of position and orientation of indiviual parts and
//      groups of parts in the 3D scene. Parts which have been selected with the
//      mouse can be scaled moved around and rotated like the cross section as
//      described above. To spin the parts around their local up-axis, keep
//      Control key pressed while using the Up/Down and Left/Right arrow keys.
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License.
// 
// The latest version of this license is in
//   http://mirrors.ctan.org/macros/latex/base/lppl.txt
// 
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
// The code borrows heavily from Bernd Gaertners `Miniball' software,
// originally written in C++, for computing the smallest enclosing ball of a
// set of points; see: http://www.inf.ethz.ch/personal/gaertner/miniball.html
//
////////////////////////////////////////////////////////////////////////////////
//host.console.show();

//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();



////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012, Michail Vidiassov, John C. Bowman, Alexander Grahn
//
// asylabels.js
//
// version 20120912
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript to be used with media9.sty (option `add3Djscript') for
// Asymptote generated PRC files
//
// adds billboard behaviour to text labels in Asymptote PRC files so that
// they always face the camera under 3D rotation.
//
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License.
// 
// The latest version of this license is in
//   http://mirrors.ctan.org/macros/latex/base/lppl.txt
// 
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
////////////////////////////////////////////////////////////////////////////////

var bbnodes=new Array(); // billboard meshes
var bbtrans=new Array(); // billboard transforms

function fulltransform(mesh) 
{ 
  var t=new Matrix4x4(mesh.transform); 
  if(mesh.parent.name != "") { 
    var parentTransform=fulltransform(mesh.parent); 
    t.multiplyInPlace(parentTransform); 
    return t; 
  } else
    return t; 
} 

// find all text labels in the scene and determine pivoting points
var nodes=scene.nodes;
var nodescount=nodes.count;
var third=1.0/3.0;
for(var i=0; i < nodescount; i++) {
  var node=nodes.getByIndex(i); 
  var name=node.name;
  var end=name.lastIndexOf(".")-1;
  if(end > 0) {
    if(name.charAt(end) == "\001") {
      var start=name.lastIndexOf("-")+1;
      if(end > start) {
        node.name=name.substr(0,start-1);
        var nodeMatrix=fulltransform(node.parent);
        var c=nodeMatrix.translation; // position
        var d=Math.pow(Math.abs(nodeMatrix.determinant),third); // scale
        bbnodes.push(node);
        bbtrans.push(Matrix4x4().scale(d,d,d).translate(c).multiply(nodeMatrix.inverse));
      }
    }
  }
}

var camera=scene.cameras.getByIndex(0); 
var zero=new Vector3(0,0,0);
var bbcount=bbnodes.length;

// event handler to maintain camera-facing text labels
billboardHandler=new RenderEventHandler();
billboardHandler.onEvent=function(event)
{
  var T=new Matrix4x4();
  T.setView(zero,camera.position.subtract(camera.targetPosition),
            camera.up.subtract(camera.position));

  for(var j=0; j < bbcount; j++)
    bbnodes[j].transform.set(T.multiply(bbtrans[j]));
  runtime.refresh(); 
}
runtime.addEventHandler(billboardHandler);

runtime.refresh();
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• the surfaces of S ;
• the cones [s] of every curve s in Π(S);
• the planes bounding K ;
• 6δ − 2 dividing planes of equation z = µ(1 + n

6δ ), n ∈ {1, . . . , 6δ − 1}.
The projection of a cell of ColS is a cell of Π(S). We say that a cell of ColS (K) is flat if none
of its boundaries are included in surfaces of S .
Let us call d(S) the number of cells in ColS (K).
Let c be a cell in ColS (K). Its volatility is defined as the volatility of its projection in Π(S).

8.5 Volatility and Separation
Definition 55. Let K be a compact of R3.
A finite set of surfaces S on K separates a ρ-fan Fan on K if the partition on Z3 ∩ K

induced by S is finer than the one induced by Fan.

Theorem 56. Let S be a finite set of algebraic surfaces of total degree δ , and Fan a ρ-fan of

bitsize β .
If S separates Fan, there exists a compact K and a cell of ColS (K) with volatility greater

than ρ/d(S).

In order to prove this theorem, we will build explicitely the compact K and this cell by
considering sample points on Fan and show in Lemma 58 a bound on the volatility of this
cell.
Let K be a compact delimited by the cone of a rectangle {(x,y, 1) | |x |, |y | ⩽ 2β+1} and

two planes of equation z = µ and z = 2µ, with µ > (6δ + 1)2β . We first remark that all
affine segments of Fan are in the rectangle base of K .
For each affine segment of Fan with endpoints (xi ,y1, 1) and (xi+1,yi+1, 1) let, for 0 <

k < 10d(S),yki be such that (xki ,y
k
i , 1) is in the affine segment, where xki =

(10d(S )−k )xi+kxi+1
10d(S ) .

We remark that, as |xi − xi+1 | > 2−β , we have, for k,k ′, |xki − xk
′

i | > 2−β/10d(S).

Lemma 57. For all sample points (xki ,y
k
i , 1), there exists a flat cell in ColS that contains an

integer point of [(xki ,y
k
i , 1)].

Proof. Let (xki ,y
k
i , 1) be a sample point. [(xki ,y

k
i , 1)] is divided in N + 1 intervals by the

dividing planes. On the other hand, [(xki ,y
k
i , 1)] intersects surfaces of S in at most δ points,

by Bézout theorem. So, there exists an interval e of [(xki ,y
k
i , 1)] that is bounded by the

dividing planes and that do not intersect any surface in S . By construction, e is included in
a flat cell, and its projection on the z-axis has length µ/(6δ +1), so, as (xki ,y

k
i , 1) is of bitsize

β , (n2βxki ,n2βyki ,n2β ) is, for all n ∈ N an integer point of the ray, so, as µ > (6δ + 1)2β , e
contains an integer point. □

So, for each affine segment of Fan, there exists a flat cell in ColS that contains integer
points in the ray of at least 10 sample points of the affine segment. Going further, there
exists a cell c of ColS that contains integer points in the ray of at least 10 sample points of
ρ/d(S) affine segments of Fan.

Lemma 58. The volatility of c is at least ρ/d(S).
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This is achieved by applying the mean value theorem on the function Π(c)′max on pairs
of sample points. In particular, this proof uses no algebraic geometry.

Proof. Let e be a segment of Fan such that the ray of 10 of its sample points contain
an integer point in c . Let p = (x,y, z) be one of its integer point and Π(p) = (xp,yp, 1) its
projection, which is a sample point in Π(c). Let q = (x,y + 1, z). As Π(p) is in Fan, and
S separates Fan, q is not in c , and Π(q) = (xq,yq, 1) is not in Π(c). By Thalès theorem,
0 < yq−yp <

1
µ . So, asyq > Π(c)max(xp ) > yp , we have in particular that 0 < Π(c)max(xp )−

yp <
1
µ .

So, the 10 sample points have coordinates that approximate the graph of Π(c)max with
an error bounded by 1

µ . Consider two of them p1 = (x1,y1, 1) and p2 = (x2,y2, 1), such
that x1 < x2. Let a be the slope of e (in particular a = (y2 − y1)/(x2 − x1). By the mean
value theorem, there exists α ∈ [x1, x2] such that Π(c)′max(α) =

Π(c)max(x2)−Π(c)max(x1)
x2−x1

. But
|Π(c)max(x2) − Π(c)max(x1)| ≤ |y2 −y1 | +

2
µ and |x2 − x1 | >

1
10d(S )2β . So, |Π(c)

′
max(α) − a | ≤

2 10d(S )2β
µ .

So, the function Π(c)′max is close to the value a, with error bounded, between all the
sample points. By applying the mean value theorem again, we get that there exists a point
in the interval such that Π(c)′′max is close to 0, with an error bounded by 2 10d(S )2β

µ .
In the same way, let e ′ be another segment of Fan such that the ray of 10 of its sample

points contain an integer point in c , of slope a′. Let two of them be p ′1 = (x ′
1,y

′
1, 1) and

p ′2 = (x ′
2,y

′
2, 1), and suppose x ′

2 > x ′
1 > x2. By the same reasoning as above, there exists

α ′ ∈ [x ′
1, x

′
2] such that |Π(c)′max(α

′) − a′ | ≤ 2 10d(S )2β
µ . By the mean value theorem, there

exists β ∈ [α,α ′] such that Π(c)′′max(β) =
Π(c)′max(α

′)−Π(c)′max(α )
α ′−α > 1

µ (|a − a′ | − 2 10d(S )2β
µ ).

So, for each of the ρ/d(S) segments of Fan, we can exhibit a point such that Π(c)′′max is
close to zero, and for each successive segment, a point such that it is far. So Π(c)′′max has at
least ρ/d(S) extrema. □

8.6 Volatility and Degree
Mulmuley’s result follows from Thm. 56 and the two lemmas:

Lemma 59. Let S be a finite set of curves of total degree δ , and K be a compact. The cells of

the decomposition ColS of K have a volatility bounded by a polynomial in δ .

Proof. Let c be a cell in ColS and д(x,y) = 0 be the equation of one of the boundaries
of Π(c) in the affine plane. The degree of д is bounded by the degree of the intersection of
surfaces in S . Any extrema x of f ′′, where f is a parametrizationy = f (x) of this boundary,
can be represented as a point (x,y,y(1),y(2),y(3)) in the 5-dimensional phase space that
satisfy polynomial equations of the form:

д(x,y) = 0, д1(x,y,y
(1)) = 0, д2(x,y,y

(1),y(2)) = 0

д3(x,y,y
(1),y(2),y(3)) = 0, y(3) = 0,
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where all the polynomials’ degrees are all bounded by the degree of the intersection of
surfaces in S (as they are the derivatives of д). So, by the Milnor–Thom theorem, such
points are in number polynomial in the total degree of the surfaces of S . □

Lemma 60. The number of cells d(S) of the Collins decomposition of S is polynomial in δ .

Proof. The intersection of the surfaces in S are algebraic varieties of number bounded
by δ , by the Milnor–Thom theorem. Moreover, so are the silhouettes of the surfaces, as
they are the intersection of two algebraic varieties of total degree smaller than δ . So, the
number of cells in ColS is bounded by the number of cells of S times the number of dividing
planes times the number of intersections, silhouettes and vertical lines they engender. □

Theorem 61 (Mulmuley). Let S be a finite set of algebraic surfaces of total degree δ .
There exists a polynomial P such that, for all ρ > P(δ ), S does not separate ρ-fans.

9 THE RESULT ON PRAMS
Theorem 62. Let G be a deterministic graphing interpreting a pram with p processors.

There exists a polynomial P such that, for all ρ > P(2k+1pk ), G does not separate ρ-fans in
k steps.

The definition of pram we considered is quite ideal in that the complexities are stated
without references to the size of the inputs. We can consider the length of an input to be
the minimal length of a binary word representing it. To account for the size of the input,
we can refine the model and consider that the memory locations do not contain natural
numbers but binary words whose lengths can be a parameter of the model. The approach
outlined here is very sensible to the fact that all computed quantities are polynomial in the
inputs, which would be wrong if we allowed for access of any arbitrary bit of the memory.
Mulmuley defines this model as the pram model without bit operations, by taking the point
of view that the integers stored in the memory really are binary words, whose individual
bits can not be accessed easily.
Here, we are able to compute arbitrary quotients by adding new phantom variables.

Our model is thus of pram without bit operations and arbitrary divisions, in Mulmuley’s
parlance.

Theorem 63. Let G be a deterministic graphing interpreting a pram with 2O ((logN )c )
pro-

cessors, where N is the length of the inputs and c any positive integer.

G does not decide maxflow in O((logN )c ) steps.

Proof. Let n = N 2c and consider the problem 2 of Thm. 54 and its family of affine
parametrizations of bitsize O(n2) = O(N 4c ) and complexity ρ(n) = 2Ω(n) = 2Ω(N 2c ).
By Thm. 51, we know that the partition induced byG inO((logN )c ) steps can be defined

by a set of (2 × 2O ((logN )c ))4O ((logN )c ) polynomial equations of degree at most 24O ((logN )c ),
that is a set of total degree 2O ((logN )2c ).
Let P be the polynomial of Thm. 62. For large enough values of N , ρ(n) is larger than

P(2O ((logN )2c )) = 2O ((logN )2c ). So, G does not decide maxflow in O((logN )c ) steps. □
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The problem of bit extraction. This result, just asMulmuley’s, does not translate to boolean
languages, and thus does not prove NC , Ptime. Indeed, the different bits constituting
a number cannot be accessed independently. As all the operations our prams can do are
polynomial, the proposition holds:

Proposition 64. Let k ∈ N.
The k-th bit of a k-bit operand can not be extracted in O(

√
k) time using 2O (

√
k )

processors.

Proof. See [34, Proposition 2.2.1] □
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