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Abstract. Autonomous vehicles’ behavioural analysis represents a ma-
jor challenge in the automotive world. In order to ensure safety and
fluidity of driving, various methods are available, in particular, simu-
lation and formal verification. The analysis, however, has to cope with
very complex environments depending on many parameters evolving in
real time. In this context, none of the aforementioned approaches is fully
satisfactory, which lead us to propose a combined methodology in or-
der to point out suspicious behaviours more efficiently. We illustrate this
approach by studying a non deterministic scenario involving a vehicle,
which has to react to some perilous situation.

Keywords: Autonomous vehicles, simulation, verification

1 Introduction

Behavioural analysis of autonomous vehicles is a challenge for modellers for years
[1–4]. It is often addressed by one of the following approaches:

– A road test consists in testing autonomous vehicles on existing roads or
circuits in order to study their behaviour in the various situations they may
have to deal with. Despite obvious advantages related to its realism, this
method presents however serious limitations. Some countries simply do not
allow the use of autonomous vehicles on existing roads, and even when it is
legal, expensive prototypes are needed. Moreover, the time spent in testing
is long, as it corresponds to the real time spent on the road. Finally, some
scenarios cannot be studied with this approach, typically the dangerous ones,
which potentially lead to crash. As a result, computer based approaches are
generally prefered.

– More specifically, computer simulation enables to model vehicles’ behaviours
in a chosen environment so that various kinds of scenarios may be studied in
a comparatively shorter time. As compared to the former method however,
this implies that the vehicles and their environment are considered at some
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level of abstraction. Moreover, when vehicles present non-deterministic be-
haviours, simulation tools are generally not exhaustive since each simulation
corresponds to a single path in the graph of all the possible behaviours;

– To improve the confidence in some model, the technique of model-checking,
which is an exhaustive method, may be used. Model-checker analysers allow
to automatically obtain binary answers (by yes or no) to questions about the
dynamic behaviour of vehicles. To do so, specific models of vehicles in a given
environment have to be provided. However, the use of the corresponding
tools is generally limited, being quite prone to the well known state space
explosion phenomenon.

We aim at proposing a method based on a combination of the latter two ap-
proaches in order to benefit from their respective comparative advantages when
dealing with non-deterministic cases. The level of abstraction should therefore
be carefully chosen so as to guarantee a convincing representation of the ac-
tual vehicles’s behaviour in computer simulation. Because of the explosion of
the state space, the same level of abstraction cannot be used in model checking.
Since further abstractions are necessary to perform model checking analyses, it
may lead to some gap as compared to computer simulation, so that we need to
check that the obtained results are comparatively similar.

In order to define the desired levels of abstraction, it is necessary to determine
the main properties of interest that are to be studied with these tools. Here, we
focus on two main properties: the safety, which ensures that a vehicle always
respects safety distances and minimises the risk of accidents; the fluidity of
traffic, which consists in optimising the speed of each vehicle and in reducing
the stop-and-go phenomenon (traffic jams) to lower atmospheric emissions and
fuel consumption. The former can be addressed, for example, with Time-To-
Collision (TTC) [5, 6], which computes the time before two vehicles on the same
lane collide if they keep their current speeds. The latter can be addressed, for
example, with Travel Time [7, 8], which computes the time required to travel a
desired distance.

Our method is sketched in Figure 1. The first step (step 0 in the figure)
consists in producing data with the help of computer simulation. On the basis of
such data, a human expert makes hypotheses about the behaviour of autonomous
vehicles for a given initial situation. It could be for example: all vehicles are safe
at all times. This kind of query needs an exhaustive check in the case of a non-
deterministic evolution of the system. Step 1 consists in expressing the query in
temporal logics1 and model checking it. If the model checker finds some execution
leading to a counter example, the corresponding execution is then confirmed by
simulation, to ensure that it is not a false positive due to abstractions (step 2).
In the case it is confirmed that some counter example invalidates the hypothesis,
the process can go on with a new one, thanks to the enrichment of data through
the verification process (step 3). More precisely, the method allows us to add

1 The translation of properties into temporal logics can be partly automatized using
a predefined set of queries.
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particular executions to the data that will give critical informations in order to
understand the behaviour of the vehicle and its causes.

Research of hypotheses Verification

Confirmation

0

1

23

Fig. 1. Steps of the method.

To illustrate our method, we propose a case study, namely a car-following
model in a given situation, which is rather straightforward for computer simula-
tion but where the model checking has to face potential error accumulation due
to the necessary discretisation of real number equations. A car following model
is a mathematical model defining the vehicle’s acceleration with respect to the
dynamics of the vehicle that precedes it, such as Gipps [9] or IDM [10].

In particular, we are interested in the following questions:

– What conditions are needed for a vehicle in order to be in an unsafe situation?
– Are there executions where a vehicle is always safe?
– Is it possible to stop the car without overpassing a deceleration threshold?

The structure of the paper is as follows: Section 2 first presents the main
elements of the computer simulation and model-checking approaches used in our
case study on autonomous vehicles, as well as the corresponding tools. Section 3
is then devoted to the case study: first, a comparison between the simulation and
model-checking tools is developed for more confidence in our results. Finally, our
methodology is used on a non-deterministic scenario, where we aim at checking
hypotheses on a vehicle’s behaviour defined by a car-following model.

2 Presentation of the tools

2.1 Simulation

Simulation is a general method in which one first build a model to represent
several aspects of a system (environment, behaviour, interactions, physical phe-
nomena. . . ). The simulation consists in the computational evaluation of the dy-
namics of the model over time. In the context of vehicles, it allows to reproduce
their physics and interactions with the environment.

A level of abstraction should be defined in a way approaching the reality
according to the desired observation. Various approaches have been developed
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for the simulation of autonomous vehicles, among which we could distinguish
three main families.

A first approach consists in reproducing realistically the behaviour of vehicles
by reproducing perfectly the laws of physics together with their specific parame-
ters (such as inertia, impulse or friction). The simulation can then assess various
aspects such as the study of a precise trajectory [11] or, in the context of com-
municating vehicles, a study of the reliability and integrity of the information
transmitted between the vehicles [12].

A second approach focuses on traffic, in general, and its evolution over time
through three points of view [13]: macroscopic, microscopic and mesoscopic.
In particular, in the case of microscopic studies, where vehicles are handled
individually in a small area, this approach allows to represent the longitudinal
component of vehicles’ motion thanks to car-following models, the majority of
which are guaranteed without collision (such as IDM), and the lateral component
thanks to lane change models (such as MOBIL [14]).

Finally, the third approach is agent-oriented in the sense that a vehicle is
assimilated to an agent, which reacts according to the perception of its environ-
ment [15]. Each agent has also the possibility to communicate with other agents
or with its environment to exchange information or negotiate a future decision
to make.

Fig. 2. Study of vehicles’ behaviour with GAMA tool

The simulators allow to model and study various properties at different levels
of realism and scale. We decided to illustrate our case study using the GAMA
tool [16] (Figure 2), which is a multi-agent systems simulator using an agent-
oriented programming language (GAML). Each vehicle is characterised by a
position, speed and acceleration and is in a two-dimensional environment: the
longitudinal dimension (road direction) and the lateral dimension (neighboring
lanes). At each time step, each vehicle updates its position while respecting
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the rectilinear motion with a uniform acceleration. It can perform the following
actions: accelerate, slow down, keep the same speed or change lane in a road
consisting in one or several lanes. The proposed abstraction is an effective way to
observe complex phenomena between vehicles and is a first step before switching
to a high level of realism.

2.2 Model-checking

Model checking is a formal method for solving complex decision problems. More
specifically, it allows for behavioural properties of a given system to be verified
and provides examples of behaviours, which either respect or violate the checked
property. A model checking tool can be seen as an operator which uses a model
(for example a set of possible behaviours of vehicles on a portion of road) and
a property (for example the possibility of a collision between the vehicles) and
gives a binary result (true or false). This generally requires to model the system
as a finite-state machine along with the formalisation of a behavioural property
in temporal logics. The result of the checking is then obtained through the auto-
mated inspection of all states of the model, meaning that all the possible futures
from a given initial situation are considered in order to assess the property. The
main asset of such method is that it handles non-determinism while guarantee-
ing exhaustivity. But as a drawback, getting an answer may be difficult due to
the number of states of the model. Indeed, as a formalisation of the system’s
characteristics is needed, the resulting model is often composed of a very large
number of states (often several billions).

For instance, in the case of modelling of vehicles on a road portion, one must
take into consideration:

– The variables needed to express the state of a vehicle (position, speed, ac-
celeration, direction,. . . );

– The cost of non-deterministic decision making;
– The number of vehicles, whose growth exponentially increases the number

of states.

Using abstractions allows to deal with the state explosion problem, while im-
pacting the reliability of the system due to the necessary discretisation. Actually,
accumulation of errors due to discretisation and finite number computation may
lead to a totally different behaviour than the expected one. Having said that,
model checking may be interesting in solving complex problems, but the model
must present a satisfactory compromise between realism and computability.

In our combined analysis, we use a slightly modified version (without commu-
nication or lateral movement) of an existing model initially devoted to assess ro-
bustness of autonomous vehicles [17]. It runs on the model-checker UPPAAL [18,
19], which allows the verification of properties expressed in a subset of CTL (com-
putational tree logic) [20]. The expressivity of this query language is generally
sufficient for the kind of information we want to obtain. The model considers a
road section composed of several unidirectional lanes with several agents (vehi-
cles) on it. This environment is represented by a data structure containing the



6 Simulation and model-checking for autonomous vehicles’ behaviors

state of each vehicle along with a set of constraints on their possible actions.
A vehicle’s state is kept as a set of values including position, speed, direction,
knowledge on the environnement, etc. The current position is expressed using
discrete values, but with enough precision to model the vehicle’s progression
without leading to an abnormal behaviour due to the loss of information. More
precisely, the position of a vehicle is considered as a point on a two-dimensional
orthogonal grid. At a given frequency, each vehicle uses the information at its
disposal to make a decision on the immediate action to be performed (it acts
on acceleration and direction). It performs an action at its own frequency, i.e.,
vehicles are seen as independent agents. Vehicles’ speeds and positions are up-
dated in a simultaneous way, which means that the observation of the system is
independent from the vehicles’ decision making process frequency.

In the case study, we assume that each vehicle knows the exact position and
speed of the vehicle that precedes it anytime a decision is made, meaning that the
information from sensors is considered perfect. However, the challenge regarding
this case study is to express the continuous function of a car-following equation
using a discrete setting of model checking tools, while reaching a satisfactory
precision and a state space small enough to be analysed in a reasonable time. In
order to do so we scaled variables before division, implemented rounding, power
and square root functions (which are not supported by UPPAAL because usually
not needed in model-checking), and wisely chose the granularity of the variables
used in the model. We obtained a model satisfying precision requirements that
may be analysed by a model checker in (at most) a couple of minutes for a few
vehicles on a portion of road of a few hundred meters.

3 Study of a car-following model : Intelligent Driver
Model (IDM)

In this section we first present the Intelligent Driver Model (IDM, a decision
making algorithm for autonomous vehicles) [10] and the interesting indicators
for behavioural analysis. First, for more confidence in our results, a comparison
between the simulation and model-checking tools is developed in order to find
indicators not impacted by the used abstractions. Then, we use our methodology
to check properties of IDM on some non-deterministic scenario.

3.1 Presentation

For our case study, we chose the Intelligent Driver Model (IDM) in order to
observe suspicious situations by combining simulation and model-checking tools.
This choice has several advantages:

– IDM allows to determine the acceleration of the follower vehicle for a given
situation by observing the characteristics of the follower and leader vehicles;

– It can describe an autonomous vehicle using an Adaptive Cruise Control
(ACC) system but it can also simulate the behavior of a human-driven ve-
hicle;
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– This variety of representations can be done through the ability to determine
values for a set of initial parameters.

Let us consider two vehicles as depicted in Figure 3: the follower vehicle i
(whose behaviour is determined by IDM) and the leader vehicle i − 1 (whose
behaviour is not necessarily IDM). At each time step, vehicle i updates its accel-
eration, which varies according to two main criteria: on the one hand, vehicle i
tends to reach a maximum speed allowed on the road portion, v0 (cruise speed),
and on the other hand, it must also respect a minimum safety distance s∗ with
the leading vehicle (which varies with the relative speed between the two vehi-
cles).

s

s*

i i - 1

Fig. 3. IDM operation: at any time, vehicle i adapts its speed with respect to vehicle
i− 1

The IDM equation computing the acceleration of the follower vehicle is as
follows:

acci =
dvi
dt

= a

[
1−

(
vi
v0

)δ
−
(
s∗(vi, ∆vi)

s

)2
]

(1)

where the desired bumper-to-bumper distance s∗(vi, ∆vi) is:

s∗(vi, ∆vi) = s0 + max

[
0,

(
vi × T +

vi ×∆vi)
2
√
ab

)]
(2)

with a being the maximum acceleration, vi the speed of vehicle i, v0 the max-
imum allowed speed for vehicle i, δ the acceleration exponent (”aggressiveness”
coefficient), ∆vi = vi − vi−1 the relative speed, s0 the minimum bumper-to-
bumper distance to the leading vehicle, T the estimated reaction time and b the
desired deceleration.

The parameters, namely a, v0, δ, s0, T and b, should be fixed at the initiali-
sation. For all the vehicles controlled with IDM, we decided to use the following
values corresponding to a recent autonomous vehicle on a highway offering a
comfortable deceleration and with a slightly shorter reaction time than that of
a human driver [10]:

– a : 5.0m.s−2

– v0 : 30.0m.s−1 (less than 110km.h−1);
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– δ : 4;
– s0 : 2m;
– T : 0.7s;
– b : 3m.s−2.

Note that in the IDM equation there is no limit on the maximum deceleration
(only the desired deceleration b is fixed). This means that there are potentially
situations where the value of deceleration exceeds b.

In what follows, we will use Time-to-Collision indicator TTC to study safety
and therefore potential cases of abnormally high deceleration value involving
unsafety or discomfort. TTCi value depends on the speed and position of the
two vehicles:

TTCi =
xi(t)− xi−1(t)− l(i)

vi(t)− vi−1(t)
∀vi(t) > vi−1(t), (3)

where i−1 represents the leader, i the follower, vi the speed of i, xi the position
of i and li the length of the vehicle i.

For all the scenarios presented in what follows, the observed portion of the
road is 200 meters long, each vehicle’s length is exactly 5 meters and their
decision making process occurs every 100 milliseconds.

3.2 Comparison

We first want to check the difference in behaviour between computer simulation
and model checking approaches by comparing the travel time at the end of the
road portion and the position at a given time (three seconds after the beginning
of the scenario). Scenario 1 features three vehicles controlled by IDM. Initially,
vehicle A is at position 0m and its speed is 30m.s−1, vehicle B is at position
50m and its speed is 25m.s−1, and vehicle C is at position 100m and its speed
is 20m.s−1. Figure 4 illustrates this scenario.

Fig. 4. Initial situation of Scenario 1 with the respective speeds of each vehicle.

Here, the vehicles A and B have to adapt their speed to avoid collision, which
seems to be a good example to detect a possible error accumulation. The results
are presented in Table 1 and show that the position and travel time of the vehicles
are very close, with the higher percentage of error being on the travel time of B
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(0.52 %). Such results show that the average behaviour obtained for both tools
is similar enough to use position and travel time as reliable indicators.

Criterion
Travel time Position at 3 s

Car A Car B Car C Car A Car B Car C

Simulation 7.38 s 5.68 s 3.92 s 80.51 m 125.69 m 174.03 m

Model checking 7.39 s 5.71 s 3.92 s 80.74 m 125.26 m 173.99 m

Table 1. Comparison of travel time and position at a given time for the three vehicles
of Scenario 1.

Next, we check the behaviour regarding more sensitive indicators such as
TTC or acceleration value. Scenario 2 features two vehicles: vehicle A controlled
by IDM, initially at position 0m with speed of 20m.s−1, and vehicle B initially
at position 50m with speed of 30m.s−1, controlled with the following rule: B
starts by decelerating at −7m.s−2 for one second, then accelerates at 5m.s−2 for
one second, and finally decelerates again at −7m.s−2 until it stops, as depicted
in Figure 5.

  Time(s)

Speed 
(m/s)

0

30

0 1 2 3 4 5 6

20

10

Fig. 5. Initial situation of Scenario 2 along with the evolution of vehicle B’s speed.

One may notice that the initial situation is safe for the vehicle A (i.e., it
respects the safety distance). On this scenario, we check the values and time of
appearance of both the worst possible TTC value and the minimum acceleration
value (i.e., the maximum deceleration) for vehicle A. From the same vehicle we
also check the moment its acceleration value becomes negative.
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Criterion
min TTC min TTC min acceleration min acceleration first deceleration

(value) (time) (value) (time) (time)

Simulation 1.78 s 6.0 s -7.36 m.s−2 6.0 s 2.70 s

Model checking 1.76 s 6.0 s -9.40 m.s−2 6.0 s 2.70 s

Table 2. Comparison with respect to criteria based on acceleration and TTC of vehicle
A’s behaviour in Scenario 2.

The results are presented in Table 2 and show that for both tools, all the
events occur in the same time units. Also, TTC values are very close with only
0.02 s of difference (1.13 % of error), meaning that we can use TTC as an in-
dicator with a reasonable confidence. On the other hand, the value of minimum
acceleration is quite different with more than 2m.s−2 of difference giving 27.71
% of error. This is due to the propagation of errors of discrete value computation
when making decision with the IDM controller. Due to a different level of ab-
straction, the acceleration computed at some step in the model checker is slightly
different than the one obtained in simulation. If the acceleration computed by
IDM equation with discrete domain of the model checker is greater than the real
one, it implies that the speed at next step will be greater than needed and the
time to collision lower than it should be. As a consequence, the next acceleration
computed with IDM will be lower than the real one as it compensates this differ-
ence. One may therefore observe locally important differences on acceleration,
even if the average values are close.

3.3 Application of the method

In this section, we create a non-deterministic example on which we apply our
method. We define scenario 3 as a non deterministic variant of scenario 2, where
vehicle B starts with a −7m.s−2 acceleration, at some time changes this value
to 5m.s−2, and then at some time changes it back to −7m.s−2. We call the
time of the first event e1 and those of the second e2, and define α = e2 − e1 as
the duration of vehicle B’s positive acceleration. This values are illustrated in
Figure 6. Note that if e2 never happend before the vehicle is out of the observed
portion of road, we consider that α is infinite.

First, we run several random simulation executions and get both minimal
TTC and acceleration values. On the basis of this data, we make three hypothe-
ses:

1. There is a duration γ such that if e1 ≤ γ, TTC will never be under 1.7 s,
2. In order to have a TTC under 1.7 s, α must be comprised between e1 ∗ 0.5

and e1,
3. There is no possible execution where vehicle B stops and its acceleration

value is never less than to two times the desired deceleration parameter b
(i.e. never less than −6m.s−2

This leads to the following temporal logics queries:
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Speed 
(m/s)

0

30

0

20

10

e1 e2
Time(s)

α

Fig. 6. Values of e1, e2 and α on a possible behaviour of vehicle B.

1. Not Exists Finally TTC < 1.7 and e1 ≤ γ
2. Always Globally (TTC < 1.7⇒ α < e1 and α > e1/2)
3. Not Exists Globally acceleration(A) ≥ −6 and on the road(A), where acceleration

is the value of A’s acceleration and on the road(A) is a Boolean variable,
which is true if the vehicle A has not yet reached the end of the portion of
the road.

The first hypothesis is easily confirmed, but it is more interesting to find
a maximum for γ. Using model checker, we find by dichotomy a value of 2.3 s,
however one must keep in mind that there may be a slight error in the computed
TTC. Then, we explore the neighbourhood of this value by simulation in order
to refine it. Simulation points out an execution with e1 = 2.2s, where a TTC
under 1.7 s is found, but none at e1 = 2.1s. We can therefore assume that the
actual maximum for γ is 2.1.

The second hypothesis appears to be wrong. Actually, the model checker finds
an execution violating such property for both the upper bound (with e1 = 2.4 and
e1 = 4.9) and the lower bound (with e1 = 3.3 and e1 = 4.4). We then refine the
upper and lower bounds and finally get a result, where α ∈ [e1 ∗0.3, e1 ∗1.1]. The
exploration of these bounds by simulation does not show any counter example.

Finally, the third query gives a positive result, but we have to remember
that, as we showed, the acceleration value may potentially be very different in
the model checking and simulation. The verification of the same query with a
value of −7m.s−2 instead of −6m.s−2 still gives a positive result adding some
confidence to the result.

The verification process took less than 10 s for each query despite the com-
plexity of the system due to the size of the variable ranges and a large number
of positions in which each the agents may be. However, the system is still not
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so complex in terms of non determinism, as we limited the number of possible
actions the leader vehicle may perform at any given time. This choice was made
for the purpose of the case study, as it was easier to check the consistency of our
result on such a case. For this reason one might argue that it might have been
possible to check all the possible behaviours with simulation alone in a relatively
reasonable time, which in this particular case, might indeed work. However, in
case of more complex behaviours, this does not seem to be a reasonable method.
Also, despite the fact that the verification time also increases with the size and
complexity of the system, it is still possible, up to some extent, to exhaustively
check hypotheses on complex non deterministic systems in a reasonable time
(i.e., less than a few hours). Note that performance mainly depends on the level
of non determinism. For instance, adding other deterministic vehicles on a sce-
nario will have a very low cost, whereas adding more possible behaviours may
seriously affect the performance.

4 Conclusion

We addressed the challenge of modelling autonomous vehicles’ behaviour with
both computer simulation and model checking through well chosen abstractions
and discretisation. Both modelling approaches were studied and gave a satisfac-
tory representation of reality. First, we succeeded to model with a good accuracy
the behaviour of vehicles whose description needed a large number of variables.
Second, we experimented and compared both in regards to suitable indicators
which showed that obtained values coincided. Motivated by the complementarity
of these techniques we proposed a method combining both of them in order to
increase confidence in the results. Finally, thanks to this modelling and such a
methodology, we provided a case study showing it was possible to obtain effi-
ciently useful information on autonomous vehicles’ behaviour. In particular, the
analysis of the car-following model IDM pointed out some non trivial behaviours.

The tools used in this paper support more complex environments than those
used in our case study. These features may be used to deal with more realis-
tic situations (several lanes, communication between vehicles, various decision
algorithms,. . . ). Also, to cope with the error due to discrete values’ computa-
tion, it should be possible to use finer granularity for the variables but at a cost
of increased verification time. In the future we plan to use the infrastructure
presented here to study communications protocols between agents in order to
improve the quality of decision making of autonomous vehicles.
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