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#### Abstract

The automatic detection of pedestrians in dense crowds has become recently a very active topic of research due to the implications for public safety, and also due to the increased frequency of large scale social events. The detection task is complicated by multiple factors such as strong occlusions, high homogeneity, small target size, etc., and different types of detectors are able to provide complementary interpretations of the input data, with varying individual levels of performance. Our first contribution consists in outlining a fusion strategy under the form of an ensemble method, which models the imprecision arising from each of the detectors, both in the calibration and in the spatial domains in an evidential framework. Then, we propose a sample selection for augmenting the training set used jointly by the committee of classifiers, based on evidential disagreement measures among the base members in a Query-by-Committee context. The results show that the proposed fusion algorithm is effective in exploiting the strengths of the individual classifiers, as well as in augmenting the training set with informative samples which allow the resulting detector to enhance its performance. Keywords: Pedestrian detection, Crowd analysis, Ensemble methods, Belief function theory, Active learning


## 1. Introduction

For video surveillance, the automatic detection of pedestrians is a fundamental task which is directly related to applications such as tracking or action recognition. The context of the detection application may range widely, with works addressing various 5 topics such as safety issues for autonomous driving [1, 2], fall detection for elderly
people [3], surveillance [4] or automated video anonymization [5]. Recently, the accurate detection of pedestrians in high-density scenes gained traction due to the increased frequency of large scale social events, and due to the safety risks linked to them [6]. Although a significant effort has been devoted in the last decade to pedestrian detecdensity crowd detections for multiple reasons [9], such as the difficulty to obtain an adequate training set and the intrinsic complexity of the scenes.

Firstly, common pedestrian detectors (e.g. [10, 11]) are trained for discriminative learning on the basis of a large labeled training set. In case of extremely dense crowds however, it may become hard to define a good training set which spans over all the possible shades of sample characteristics while at the same time remaining focused on the specific targets. To this extent, Active Learning (AL) has been proposed [12]. It relies on the assumption that if a learning algorithm is allowed to choose data from which to learn, it will reach better levels of performance with less training data [13]. ${ }_{20}$ Secondly, common problems for the detection task in high-density crowds are the absence of background, the heavy occlusion of body parts, the high visual homogeneity and the small size of the targets. It becomes therefore essential to rely on multiple independent visual detectors which are able to provide different interpretations of the input data. However, it is not immediately clear which detectors are the most adapted or discriminative, and which fusion strategy is the most effective to get the best out of their combination.

Active learning background:: Pool-based AL [14] relies on an initial small set of labeled instances, $\mathcal{L}$, and a larger set of unlabeled ones, $\mathcal{U}$. Batches of informative training samples are iteratively selected from $\mathcal{U}$ and added to $\mathcal{L}$, with respect to some heuristics, after a query about their actual label to an oracle (e.g., a human annotator). This approach is well-motivated in many modern machine learning applications, where unlabeled data may be abundant but labels are difficult, time-consuming, or expensive to obtain, from text classification [15] to robotics [16] and medical image classification [17] among others.

Many strategies to select new training samples have been proposed. The most pop-
ular ones are uncertainty sampling and Query by Committee (QBC), with many variations in order to balance exploitation of the current classifiers and exploration of the version spaces [18]. Uncertainty sampling [19] consists in iteratively requesting labels for training instances whose classes remain uncertain, despite the information provided by the previously labeled instances. In this way the learning algorithm can focus its attention on the examples it finds confusing, selectively adjusting the boundary between classes. Popular strategies consist in querying the instance whose predicted output is the least confident or with maximum entropy, but in the context of SVM classification the prevailing method is to select the samples which are closer to the separation hyperplane margin [20, 21]. More recently, DUAL [22] and QUIRE [23] methods have been proposed. The former is based on density weighted uncertainty sampling while the latter aims at selecting both informative and representative examples on the basis of a prediction of the uncertainty. The authors of [24] consider instead the diversity between samples, proposing a selection strategy which aims to reach a trade-off between the minimum distance from the hyperplane margin and the maximum angle between the hyperplanes defined by each sample. In the context of image classification, diversity among the selected samples can be reached using spatial information, such as in [25], where the authors propose three criteria to favor samples distant from the ones already present in the training set, namely an Euclidean distance, a distance based on the Parzen window method applied in the spatial domain and a distance that maximizes the spatial entropy variation value to distribute spatially the training samples as widely as possible. Although uncertainty sampling offers an intuitive and flexible solution for augmenting the training set, this framework is suited in its standard form for relying on a single classifier.

On the other hand, QBC [26] exploits a committee of classifiers and operates by asking for the label of the sample on which the ensemble disagrees the most. This approach is better suited for more complex classification tasks which benefit from multiple classifiers providing different views of the input data, such as the application we consider here. Three questions arise, namely how to build the committee set, how to ${ }_{65}$ quantify the disagreement in order to define a strategy to select the new samples, and how to finally combine the committee member responses in order to obtain a robust
classification. Usually generic ensemble learning algorithms are used for the construction of the committee. Query-by-bagging [27] or query-by-boosting [28] can be used to train weak classifiers on (weighted) randomly sampled variations of the training data set. Alternatively, a single model can be exploited and many variations of it can be derived, e.g. changing its intrinsic parameters, like in [29] for naive Bayes, using the Dirichlet distribution over model parameters.

There exists a variety of heuristics to measure the disagreement among a classifier ensemble, but surely the most popular ones are (Soft) Vote Entropy [13], and

75 Kullback-Leibler (KL) divergence [30]. Other measures include Jensen-Shannon divergence [31], a smoothed version of KL divergence, and F-compliment [32], based on the F1-measure. A combination between Vote Entropy and KL divergence is proposed in [33] in the specific context of stream-based QBC, where a continuous stream of samples is given as input and the active learner must decide if it is worth or not asking for
${ }_{80}$ the true label. Recently, [34] proposed an interesting method to incorporate diversity and density measures in the instance selection, to ensure variety within the batch and in the whole training set.

Finally, the classification in the context of QBC is usually performed at every iteration on the basis of the committee member responses, through an average among them (weighted, in case of boosting), or by picking the model that provides the best performance (e.g., accuracy). In cases like our application, where the committee is quite heterogeneous and there is not clearly an absolutely best classifier, but rather each classifier is independent and contributes providing a different view of the same data, a simple average between them may not exploit all the available information, so that an adapted fusion becomes an integral part of the entire process.

Classifier combination. In order to perform the fusion of detectors based on different features, there exist in the literature various approaches, more or less suited for pedestrian detection. To benefit simultaneously from all the available features, multiple kernel learning (MKL) is a well established methodology which aims to combine different kernels relying on different data representations as a linear combination, by casting this information fusion task as a convex optimization problem [35]. The prob-
lem scales very well with the number of individual classifiers, but the main limitation of MKL is the difficulty to interpret the final decision and to take into account the imprecision coming from different sources. Another established framework able to benefit from the information provided by multiple features is the decision tree analysis. Recent work highlighted that intrinsic uncertainty related to learning as well as uncertainty due to imprecise data may be jointly managed inside the decision tree by defining entropy intervals from evidential likelihood [36]. In [37] instead, a set of base classifiers is dynamically selected for each test sample on the basis of a classification gain computed using a probabilistic model that uses the outcome from previous observations. Information gain is employed also in [38] for actively selecting features combining the collected evidence over time while taking into account the amount of available training data for each class.

In the context of high-density crowd pedestrian detection, in [39] we proposed a robust fusion strategy based on the Belief Functions (BF) framework [40, 41, 42]. The evidential framework [43, 44, 36, 45] is indeed able to naturally model the concept of imprecision, that in our case can arise in two different and complementary ways: in the derivation of posterior probability values from SVM decision scores, and later, from the spatial layout of the detections in the output image space. The proposed mass allocation has been shown to be robust to possible imprecision of the calibration functions, while at the same time taking into account the information coming from neighboring pixels in the image space. Besides, it allows for an amount of discounting that is different at every pixel of the classifier's output map, and it is not only a constant value that merely reflects the reliability of the detector.

In the context of AL, a clear limitation of traditional QBC approaches however is that the selection of the new samples to be added to the training set is performed independently from the (optional) committee member combination, that is only used to derive statistics for evaluation purposes. The possible information arising from the combination of the committee members is not exploited. From our part, the definition of a fusion strategy based on BF framework allows us to naturally have at our disposal several clues to quantify the disagreement between committee members. The result of the source combination indeed is a basic belief assignment (bba) associated to every
unlabeled sample, that intrinsically contains conflict and ignorance components. For this reason we find it appropriate to work in the evidential domain: from the one hand, through the definition of appropriate bbas we can model the imprecision over the uncertainty value provided by each classifier; on the other hand, the BF framework directly provides indicators to quantify the disagreement between committee members.

In this study, we thus propose a QBC algorithm that takes a committee of models which are all labeled on the same training set, but representing competing hypotheses supported by different SVM classifiers based on gradient, texture and orientation descriptors. Firstly we use BF framework to perform fusion between the different pedestrian detectors, and then we propose and investigate different evidential-based measures for the selection of the batch of new training samples. The evidential framework is therefore not only involved in the combination of the sources to obtain a robust decision, but it plays at the same time an original role in the definition of new sample selection strategies at each iteration.

The contribution of this paper is twofold. Firstly, we define an evidential framework to perform active learning in a QBC context, based on the output bba obtained after the fusion of different classifiers. Secondly, we investigate the different evidential entropy definitions of the literature to this extent. The BF framework plays a key role in both cases, i.e., during the bba allocation and combination, and as input to derive evidential measures to select the new samples at every iteration of the active learning procedure.

In the following sections, we firstly explain the bba allocation and combination (Section 2), before arriving to the definition of the new strategies to select the samples based on evidential functions (Section 3). The experimental part (Section 4 ) illustrates, for our high-density pedestrian detection application, the impact of the different sampling strategies we considered on the performance metrics of the resulting detectors. Then, we conclude our study in Section 5

## 2. Modeling classifier imprecision

### 2.1. Belief function framework

To handle both uncertainty and imprecision, belief functions are defined on a larger hypothesis set than in the case of the probabilistic framework. Specifically, if $\Theta$ denotes the discernment frame, i.e. the set of mutually exclusive hypotheses, belief functions are defined on the set of the subsets of $\Theta$, noted $2^{\Theta}$ in reference to its number of elements: $2^{|\Theta|}$ where $|\Theta|$ is the cardinality of $\Theta$.

In our case, denoting by $H$ and $\bar{H}$ the two singleton hypotheses, "Head" and "Not Head", the discernment frame is $\Theta=\{H, \bar{H}\}$, and the set of hypotheses is $2^{\Theta}=\{\emptyset, H, \bar{H},\{H, \bar{H}\}\}$.

Classically, the mass function noted $m$ is the basic belief assignment (bba) that satisfies $\forall A \in 2^{\Theta}, m(A) \in[0,1], \sum_{A \in 2^{\Theta}} m(A)=1$. The hypotheses for which the mass function is non null are called focal elements. Then, other BF are in one-to-one relationship with $m$. They are used either for decision, namely the plausibility and the credibility functions noted $P l$ and Bel respectively, or for some computations. In this particular setting in which we have only two singleton hypotheses and $m(\emptyset)=0, P l$ and $B e l$ are defined by: $\forall A \in\{H, \bar{H}\} \operatorname{Bel}(A)=m(A)$ and $P l(A)=m(A)+m(\Theta)$.

It is important to notice that $P l$ and Bel functions may also be interpreted as upper and lower probabilities [40] and they check the duality property: $\forall A \in 2^{\Theta}, \operatorname{Pl}(A)=$ $1-\operatorname{Bel}(\bar{A})$ (where $\bar{A}$ denotes the complement of $A$ with respect to $\Theta$ ).

### 2.2. Bba definition based on calibrated scores

In the context of SVM-based high density crowds pedestrian detection, we consider that imprecision can arise in two different and complementary ways: in the derivation of posterior probability values from SVM decision scores, and later, from the spatial layout of the detections in the output image space. More specifically, let us explain better the origin of these two different types of imprecision.

Firstly, in order to obtain class probabilities from SVM scores, i.e. sample distances to the hyperplane margin, a well established method proposed by Platt [46] consists in
approximating the posterior probability by learning the optimal parameters configuration of a logistic sigmoid function, relying on a calibration set independent from the training data.

In particular, given training samples $x_{j} \in \mathbb{R}^{n}, j=1, \ldots, l$, labeled by $y_{j} \in$ $\{+1,-1\}$, defined as feature vectors derived from a head detector, the binary SVM computes a decision function $f(x)$ such that $\operatorname{sign}(f(x))$ is used to predict the label of unseen test samples. In order to obtain class probability $P(y=1 \mid x)$, the method proposed by Platt [46] approximates the posterior probability by learning a logistic sigmoid function

$$
\begin{equation*}
P(y=1 \mid x) \approx \sigma_{\lambda_{0}, \lambda_{1}}(f)=\frac{1}{1+e^{\lambda_{0} f+\lambda_{1}}} \tag{1}
\end{equation*}
$$

The optimal parameter configuration $\left(\lambda_{0}^{*}, \lambda_{1}^{*}\right)$ is then determined by solving a regularized maximum likelihood problem, with respect to the calibration set.

For each different test sample, given its score $s_{i}$, namely its distance to the hyperplane boundary defined by classifier $i$, with $i=1 \ldots N$, we now define an associated Bayesian bba $m_{i}^{\mathcal{B}}$ (i.e., bba having only singleton focal elements), from the posterior probability given by the calibration step:

$$
\begin{align*}
m_{i}^{\mathcal{B}}(H) & =\sigma_{\lambda_{0}^{*}, \lambda_{1}^{*}}\left(s_{i}\right) \\
m_{i}^{\mathcal{B}}(\bar{H}) & =1-\sigma_{\lambda_{0}^{*}, \lambda_{1}^{*}}\left(s_{i}\right),  \tag{2}\\
m_{i}^{\mathcal{B}}(\Theta) & =0 \\
m_{i}^{\mathcal{B}}(\emptyset) & =0 .
\end{align*}
$$

This initial Bayesian bba is only able to model the uncertainty about the class the sample belongs to, relying on a calibration procedure that is assumed to be robust.

However, in difficult settings such as our application, a robust estimation of the sigmoid parameters is almost impossible to achieve, and few changes in the calibration set (cardinality or in the samples within it) can cause the sigmoid to appear very different. In presence of a steep transition between the two classes particularly, even a slight shift of the sigmoid may induce very different probability values and possibly different deci-
sions for quite numerous samples, especially in presence of strong overlap between the two classes. Now, with belief functions we can naturally take into account the imprecision inherent to the sigmoid learning process. Instead of deriving a simple probabilistic value through logistic regression, we aim at associating a bba to each unlabeled sample directly from its score and from the estimated sigmoid (from calibration process).

Xu et al. [47] proposed to extend the logistic calibration to derive a bba that takes into account the number of samples per score value for calibration process. Such an approach is suitable specially when the number of samples if small and when there is no overlapping between the scores of the two considered classes. Otherwise, [45] shows that, in such difficult types of applications, it is hard for SVM to find a very large margin between the two classes and there can be a consistent overlap between samples with different labels for the same score. However, since the number of samples per score would be high, we would paradoxically not assign a high value of imprecision to them.

Then, as an alternative we consider the bba allocation proposed by [48]. It relies on the observation that (fuzzy) erosion and dilation (respectively opening and closing) are also dual with respect to complementation, and they can be interpreted as belief and plausibility functions: given a bba $m_{0}$ derived from the output of a classifier, the following property holds:

$$
\begin{align*}
\operatorname{Pl}(A)=1-\operatorname{Bel}(\bar{A}) & \leftrightarrow \quad \delta_{v}\left(m_{0}(A)\right)=1-\mathcal{E}_{v}\left(m_{0}(\bar{A})\right),  \tag{3}\\
& \leftrightarrow \quad \phi_{v}\left(m_{0}(A)\right)=1-\gamma_{v}\left(m_{0}(\bar{A})\right), \tag{4}
\end{align*}
$$

$\forall A \in 2^{\Theta}$, where $\delta_{v}$ and $\mathcal{E}_{v}$ are the dilation and erosion operators respectively, with structuring element $v$, while $\phi_{v}$ and $\gamma_{v}$ are the closing and opening operators.

The amount and shape of the possible imprecision is thus modeled through a structuring element. Now, we propose to interpret the erosion operator as a discounting operator, in the sense that the obtained bba will be less committed. Indeed, when applying erosion to $m_{0}(A)$ to derive $\operatorname{Bel}(A), \forall A \in\{H, \bar{H}\}$, the mass on $\Theta$ is increased by the sum of the differences between initial values and eroded values: $m_{0}(A)-$ $\mathcal{E}_{v}\left(m_{0}(A)\right)+m_{0}(\bar{A})-\mathcal{E}_{v}\left(m_{0}(\bar{A})\right)$.

In our case, the initial (Bayesian) bbas $m_{i}^{\mathcal{B}}$ are provided by the learned sigmoid


Figure 1: Example of a sigmoid function obtained with calibration, and derived Belief and Plausibility bounds at different structuring element $w$ sizes. In our case, class 1 corresponds to the $H$ hypothesis.
associated to each classifier $i$, through the probabilistic calibration.
Then, applying erosion and dilation operations to this sigmoid, with a structuring element of width $w$ defined as a segment line in the score domain, allows for the derivation of two new sigmoid functions that are interpreted as lower and upper bounds of probability with respect to the learned sigmoid, i.e. $B e l$ and $P l$ functions of the obtained bba. Due to the fact that we consider a flat structuring element and to the intrinsic monotonically increasing profile of the sigmoid function, considering classifier $i$, it is possible to easily derive:

$$
\begin{align*}
B e l_{i}(H) & =\sigma_{\lambda_{0}^{*}, \lambda_{1}^{*}}\left(s_{i}-\frac{w}{2}\right)  \tag{5}\\
P l_{i}(H) & =\sigma_{\lambda_{0}^{*}, \lambda_{1}^{*}}\left(s_{i}+\frac{w}{2}\right) . \tag{6}
\end{align*}
$$

Figure 1 shows an example of a sigmoid function learned on the calibration set, as well as the two derived sigmoid functions (for two structuring elements of different widths), that represent Bel and Pl functions and provide the interval of imprecision.

The interval between Bel and $P l$ functions embeds thus the amount of imprecision in the calibration step we have to cope with. It takes low values for points far from

Table 1: Example of bba allocation based on calibrated scores, assuming $\lambda_{0}^{*}=-2, \lambda_{1}^{*}=-0.05$ and erosion structuring element of width $w=1$. Only the focal elements are reported.
ructuring element of width $w=1$. Only the focal elements are reported.

| Score | Bayesian bba | Imprecise score-based bba |
| :--- | :--- | :--- |
| $s_{x_{1}}=-0.5$ | $m_{x_{1}}^{\mathcal{B}}(H)=0.28$ | $\widetilde{m}_{x_{1}}(H)=0.12$ |
|  | $m_{x_{1}}^{\mathcal{B}}(\bar{H})=0.72$ | $\widetilde{m}_{x_{1}}(\bar{H})=0.49$ |
|  |  | $\widetilde{m}_{x_{1}}(\Theta)=0.39$ |
|  | $s_{x_{2}}=+2$ | $m_{x_{2}}^{\mathcal{B}}(H)=0.98$ |
|  |  | $\widetilde{m}_{x_{2}}(H)=0.95$ |
|  |  | $\widetilde{m}_{x_{2}}(\bar{H})=0.01$ |
|  | $\widetilde{m}_{x_{2}}(\Theta)=0.04$ |  |

the hyperplane boundary for which the decision is already pretty sure, whereas on the contrary it takes high values in the area near to the hyperplane margin, where even a slight difference in the parameters of the sigmoid can change the decision. Then, previous bba allocation allows us to model the fact that the calibration function may be not perfectly fitted due to the difficulty in the definition of a robust calibration set and to allocate large values of imprecision to the samples having their correspondent score within the SVM margin, in the overlapping area.

Table 1 proposes a toy example to illustrate the considered bba allocation based on SVM scores. Let us suppose that for a given classifier the sigmoid's optimal parameters have been found to be $\lambda_{0}^{*}=-2$ and $\lambda_{1}^{*}=-0.05$ through Platt's calibration based on logistic regression on the calibration set. Then, considering two different test samples $x_{1}$ and $x_{2}$, such that $s_{x_{1}}=-0.5$ and $s_{x_{2}}=+2$ are their SVM scores (i.e. their distances to the classification hyperplane), Eq. (1) provides the probability estimates $P\left(y=1 \mid x_{1}\right)=0.28$ and $P\left(y=1 \mid x_{2}\right)=0.98$. Then, we can derive the associated Bayesian bbas by simply assigning the probability estimate to the mass on $H$, and by computing the mass on $\bar{H}$ accordingly. For example, considering sample $x_{1}$, $m_{x_{1}}^{\mathcal{B}}(H)=P\left(y=1 \mid x_{1}\right)$ and $m_{x_{1}}^{\mathcal{B}}(\bar{H})=1-P\left(y=1 \mid x_{1}\right)$. Then, by applying erosion with a flat structuring element of width $w$ (in the example $w=1$ ) we can discount the mass on singleton hypotheses by an amount computed with Eqs. (5) and (6), as the difference between Bel and Pl . In this way we take into account the imprecision
on the estimated sigmoid, and the smaller the distance of a sample to the SVM hyperplane, the higher the amount of imprecision that will be considered. In our example, sample $x_{1}$ stands in the uncertain area between support vectors $\left(\left|s_{x_{1}}<1\right|\right)$, so that we know that a small change in the logistic optimal parameter estimation could possibly lead to a significant change in the probability estimate. On the contrary, sample $x_{2}$ has an associated SVM score which is relatively high, and thus represents a test sample for which the classification is quite sure and will not easily change even in presence of calibration inaccuracy. With the proposed bba allocation in the context of BF framework, we are therefore able to assign a higher value of imprecision to sample $x_{1}$ with respect to $x_{2}$.

### 2.3. Bba definition based on pixel neighborhood information

Regarding the second type of imprecision, namely the spatial one, it comes from the fact that in the context of high-density crowd pedestrian detection strong occlusions make the head of each pedestrian barely visible. Besides, due to the specific geometry of the recordings, each head corresponds to few pixels. The most effective head detectors are based on features computed in sub-windows around the pixel of interest, which further increases the spatial imprecision of the detection. For this reason, following the preliminary work we introduced in [49], we model the spatial imprecision due to the close resolutions of object (head) and descriptor respectively by performing opening operation in the spatial domain to discount the bba taking into account the neighborhood heterogeneousness.

In particular, the bba allocation proposed in [39] is able to take into account both types of imprecision, aiming to be more robust to possible imperfections of the learned sigmoid from which the mapping from SVM scores to probability values is made, while at the same time taking into account the information coming from neighboring pixels in the image space. Practically, we process two successive discounting steps on the initial Bayesian bba derived from the learned sigmoid. Firstly, having learned the sigmoid of classifier $i$ by logistic regression, we define bbas to model the imprecision due to possible errors in the calibration, by applying an erosion operator in the 2 D space where SVM calibration scores are projected with respect to their label. Then, we
increase the mass on $\Theta$ discounting the previous bba by performing a morphological opening operation, this time in the image space, to take into account neighbor pixels information based on the assumption that they are likely to belong to the same class.

In the following, notations are slightly modified from [39] to let appear the dependency from both the considered pixel or sample (noted $x$ ) and the considered classifier (noted $i$ ). More in detail, dilation $\delta_{w}$ and erosion $\mathcal{E}_{w}$ operators depending on the structuring element of width $w$ are composed with the calibrated sigmoid $\sigma_{i}$ relative to classifier $i$, in order to derive the two different sigmoid functions, denoted ( $\delta_{w} \circ \sigma_{i}$ ) and $\left(\mathcal{E}_{w} \circ \sigma_{i}\right)$, representing $P l$ and Bel function values evaluated on the score $s_{x}$ relative to sample $x$ (cf. Fig. 1). This takes into account the imprecision of the calibration step. Then, for each pixel $x$ and classifier $i$ independently, we derive the 'one-time' discounted bba $\widetilde{m}_{x, i}$, so that at the end of this step we get a map (image) of bbas $\left\{\widetilde{m}_{x, i}, x \in \mathcal{P}\right\}$, where $\mathcal{P}$ is the pixel domain. This image $\widetilde{\mathcal{M}}_{i}$ is composed by four layers corresponding to the mass values of any hypothesis in $\{\emptyset, H, \bar{H}, \Theta\}$, respectively. Then, applying an opening to $\widetilde{\mathcal{M}}_{i}$ second and third layers (i.e., the ones corresponding to singleton hypotheses), and increasing accordingly the $\Theta$ layer values, the map $\mathcal{M}_{i}$ of the final bbas $m_{x, i}$ is derived. This allows us to model the imprecision of the detectors.

Specifically, with $s_{x}$ being the SVM score associated to pixel $x$, we have:

$$
\left\{\begin{array}{l}
\forall x \in \mathcal{P}, \widetilde{m}_{x, i}(H)=\left(\mathcal{E}_{w} \circ \sigma_{i}\right)\left(s_{x}\right) \\
\forall x \in \mathcal{P}, \widetilde{m}_{x, i}(\bar{H})=1-\left(\delta_{w} \circ \sigma_{i}\right)\left(s_{x}\right) \\
\forall x \in \mathcal{P}, \widetilde{m}_{x, i}(\Theta)=1-\widetilde{m}_{x, i}(H)-\widetilde{m}_{x, i}(\bar{H})
\end{array}\right.
$$

where $\sigma_{i}$ is the learned sigmoid for classifier $i$ and $\left(\mathcal{E}_{w} \circ \sigma_{i}\right)$ and $\left(\delta_{w} \circ \sigma_{i}\right)$ its eroded and dilated results with a (flat) structuring element of width $w$, applied in the score space. Then, in the image space,

$$
\left\{\begin{aligned}
\mathcal{M}_{i}(\emptyset) & =\{0\}_{x \in \mathcal{P}} \\
\forall A \in\{H, \bar{H}\}, \mathcal{M}_{i}(A) & =\gamma_{a}\left(\widetilde{\mathcal{M}}_{i}(A)\right) \\
\mathcal{M}_{i}(\Theta) & =\{1\}_{x \in \mathcal{P}}-\mathcal{M}_{i}(H)-\mathcal{M}_{i}(\bar{H})
\end{aligned}\right.
$$

Table 2: Neighborhood spatial arrangement for samples $x_{1}$ and $x_{2}$. Corresponding mass allocations are reported in Table 3

| neighborhood of sample $x_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\qquad$ $x_{11}$  <br> $x_{14}$ $x_{1}$ $x_{12}$ <br>  $x_{13}$  | neighborhood of sample $x_{2}$ |  |  |
|  $x_{21}$   <br> $x_{24}$ $x_{2}$ $x_{22}$  <br>   $x_{23}$  |  |  |  |

Table 3: Example of proposed bba allocation after discounting based on SVM scores, for neighborhood of samples $x_{1}$ and $x_{2}$ spatially arranged as reported in Table 2 . Bba allocation for samples $x_{1}$ and $x_{2}$ is already reported in Table 1

|  | $\widetilde{m}_{x_{11}}$ | $\widetilde{m}_{x_{12}}$ | $\widetilde{m}_{x_{13}}$ | $\widetilde{m}_{x_{14}}$ | $\widetilde{m}_{x_{21}}$ | $\widetilde{m}_{x_{22}}$ | $\widetilde{m}_{x_{23}}$ | $\widetilde{m}_{x_{24}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $H$ | 0.8 | 0.2 | 0.7 | 0.01 | 0.95 | 0.94 | 0.98 | 0.95 |
| $\bar{H}$ | 0.19 | 0.4 | 0.2 | 0.8 | 0.04 | 0.03 | 0.01 | 0.03 |
| $\Theta$ | 0.01 | 0.4 | 0.1 | 0.19 | 0.01 | 0.03 | 0.01 | 0.02 |

where $\mathcal{M}_{i}(A)$ is the layer image associated to hypothesis $A, \forall A \in 2^{\Theta}$, and $\gamma_{a}$ is the opening operator of parameter $a$ applied in the image domain.

As in [49], a spatial Gaussian structuring element fitted in a window of radius $a$ is used, to better take into account the spatial consistency. Note that the two morphological operations described are not commutative, since they are applied in two different spaces, i.e. score and image domains, and we find it more natural to firstly consider the imprecision due to the calibration step and later consider the imprecision in the spatial context.

Let us continue with the toy example proposed in the previous section. Table 2 shows the spatial arrangement of neighbor samples around the considered $x_{1}$ and $x_{2}$. Let us suppose that neighbors have associated bbas reported in Table 3 after bba allocation based on SVM scores. Bba allocation for samples $x_{1}$ and $x_{2}$ is already reported in Table 1 . Note that the spatial arrangement of the samples is fully independent from their position in the score space. It is evident in the example that $x_{2}$ has a more homogeneous neighborhood with respect to $x_{1}$. This reflects in a higher discounting for sample $x_{1}$ (for simplicity, in the example applying erosion with a flat 4-connectivity

Table 4: Example of bba allocation for samples $x_{1}$ and $x_{2}$. From the bbas based on imprecise score we derive the final bbas applying a second discounting based on neighboring pixels heterogeneity (in this example, with flat 4-connectivity structuring element).

| Sample | Imprecise score-based bba | Final bba |
| :--- | :--- | :--- |
| $x_{1}$ | $\widetilde{m}_{x_{1}}(H)=0.12$ | $m_{x_{1}}(H)=0.01$ |
|  | $\widetilde{m}_{x_{1}}(\bar{H})=0.49$ | $m_{x_{1}}(\bar{H})=0.19$ |
|  | $\widetilde{m}_{x_{1}}(\Theta)=0.39$ | $m_{x_{1}}(\Theta)=0.8$ |
| $x_{2}$ | $\widetilde{m}_{x_{2}}(H)=0.95$ | $m_{x_{1}}(H)=0.94$ |
|  | $\widetilde{m}_{x_{2}}(\bar{H})=0.01$ | $m_{x_{1}}(\bar{H})=0.01$ |
|  | $\widetilde{m}_{x_{2}}(\Theta)=0.04$ | $m_{x_{1}}(\Theta)=0.05$ |

structuring element). Note that with the Bayesian allocation we would have assigned to $x_{1}$ a high mass on $\bar{H}$, while taking into account the two types of imprecision we end up with a bba having a high value of ignorance, that will not contribute a lot in the conjunctive combination with the other classifiers. On the contrary, the final bba allocation of $x_{2}$ reflects its Bayesian counterpart, since its calibrated score is quite reliable and its neighborhood is homogeneous.

### 2.4. BBAs combination

Considering the $N$ different descriptors, $N$ bbas are defined as explained for every sample $x$. According to the bba obtained from descriptor $i$, the uncertainty of a head presence in the pixel associated to $x$ ranges between $B e l_{x, i}(H)=m_{x, i}(H)$ and $P l_{x, i}(H)=m_{x, i}(H)+m_{x, i}(\Theta)$, so that $m_{x, i}(\Theta)$ represents the imprecision on the uncertainty value provided by $i^{t h}$ descriptor for the given sample. In the proposed model, the uncertainty comes from the binary classifier score, whereas the imprecision comes both from the initial score calibration and from spatial heterogeneity of uncertainty values within the considered structuring element.

Finally, the combination between bbas can be performed. As the descriptors are considered cognitively independent, the orthogonal sum or its unnormalized version, the conjunctive combination rule [41], are well-suited for this task. For two sources
$m_{1}$ and $m_{2}$, the conjunctive combination rule is defined by

$$
\begin{equation*}
\forall A \in 2^{\Theta}, m_{1 \bigcirc 2}(A)=\sum_{\substack{(B, C) \in 2^{\Theta} \times 2^{\Theta}, B \cap C=A}} m_{1}(B) m_{2}(C) \tag{7}
\end{equation*}
$$

In our case where $|\Theta|=2$, and considering $m_{x, i}$ bbas allocation, the analytical result may be easily derived:

$$
\left\{\begin{aligned}
m_{x}(A)= & \sum_{\substack{\left(B_{1}, \ldots, B_{N}\right) \in\{A, \Theta\}^{N}, \exists i \in[1, N] s . t . B_{i}=A}} \prod_{i=1}^{N} m_{x, i}\left(B_{i}\right), \forall A \in\{H, \bar{H}\}, \\
m_{x}(\Theta)= & \prod_{i=1}^{N} m_{x, i}(\Theta), \\
m_{x}(\emptyset)= & 1-m_{x}(H)-m_{x}(\bar{H})-m_{x}(\Theta)
\end{aligned}\right.
$$

The result is thus a single four-layer map $\mathcal{M}$ of bbas $m_{x}$, where the overall ignorance is reduced as a result of the combination, but at the same time a conflict component may appear in each pixel.

Finally, for every sample, the decision is taken from its corresponding $m_{x}$. Several rules have been proposed in the literature. Most popular ones only consider singleton hypotheses (in order to avoid ambiguous decision) and are based on functions that have a probabilistic interpretation: maximum of plausibility, credibility, or pignistic probability [41].

Pignistic probability in particular can be used to give a probabilistic interpretation to the bbas. Since in our setting $|\Theta|=2, \forall A \in \Theta$

$$
\begin{equation*}
\operatorname{Bet}_{x}(A)=\frac{1}{1-m_{x}(\emptyset)} \cdot\left(m_{x}(A)+\frac{m_{x}(\Theta)}{2}\right) \tag{8}
\end{equation*}
$$

This allows us to assign a probabilistic interpretation to the resulting bba associated to each sample, so that we will obtain a single-layer $\operatorname{Bet} P(H)$ image map where at every pixel the $\operatorname{Bet} P_{x}(H)$ value will be differently normalized on the basis of the conflict value included in $m_{x}$, represented by the mass on the empty set. Generally, from the $B e t P(H)$ map, statistics for quantitative evaluation of the detection results are derived. Besides doing this, in our study, obtained bbas $m_{x}$ are also taken into account for the selection of new samples during the AL process, as explained in next section.

## 3. Evidential QBC disagreement measures

In the context of QBC , new samples for the learning process are chosen based on the analysis of the responses of a set or committee of classifiers. Traditionally, generic ensemble learning algorithms are used to build the committee (i.e., bagging or boosting), or a set of weak classifiers are derived from a model changing its intrinsic parameters. In the context of SVM-based learning, among some descriptors which are widely used in pedestrian detection, those which are the best suited in high-density crowds have been recently highlighted in our previous works [50, 49], so that we find it natural to build a set of classifiers with them.

After having built $\mathcal{C}$, the committee of classifiers of cardinality $|\mathcal{C}|=N$ sources, QBC relies on some heuristics to measure the disagreement among them, in order to find the most informative samples to add to the training set $\mathcal{L}$.

In the following, we investigate traditional disagreement metrics such as Soft Vote Entropy and KL divergence, as well as new evidential-based disagreement measures, with diversity among samples ensured by a minimum Euclidean distance applied in the spatial domain between instances already in the training set and in the current batch.

### 3.1. Traditional disagreement measures in QBC and their limitations

Specifically, given the set of mutually exclusive hypotheses $\Theta=\{H, \bar{H}\}$ and $\mathcal{C}$ the committee of classifiers of cardinality $N$, Soft Vote Entropy asks for the label of the unlabeled sample such that:

$$
\begin{equation*}
x_{S V E}^{*}=\underset{x \in \mathcal{U}}{\operatorname{argmax}} \sum_{y \in \Theta} P_{\mathcal{C}}(y \mid x) \log \left(\frac{1}{P_{\mathcal{C}}(y \mid x)}\right) \tag{9}
\end{equation*}
$$

where $\mathcal{U}$ is the set of unlabeled samples $(\mathcal{U} \subset \mathcal{P})$, and $P_{\mathcal{C}}(y \mid x)=\frac{1}{N} \sum_{i=1}^{N} P_{i}(y \mid x)$ is the average or consensus probability that $y$ is the correct label according to the committee. Soft Vote Entropy is thus essentially an ensemble generalization of entropybased uncertainty sampling. The log function, here and from now on, represents the logarithm to the base 2 .

On the other hand, the KL divergence strategy adds samples to the training set such that:

$$
\begin{equation*}
x_{K L}^{*}=\underset{x \in \mathcal{U}}{\operatorname{argmax}} \frac{1}{N} \sum_{i=1}^{N} \mathcal{D}_{K L}\left(P_{x, i} \| P_{x, \mathcal{C}}\right), \tag{10}
\end{equation*}
$$

where $P_{x, i}=P_{i}(y \mid x)$ and $P_{x, \mathcal{C}}=P_{\mathcal{C}}(y \mid x)$ for simplicity of notation, while $\mathcal{D}_{K L}$ is the KL divergence that quantifies the disagreement as the average divergence between the prediction of each classifier $i$ in the committee and the consensus $P_{\mathcal{C}}$, and is defined by

$$
\begin{equation*}
\mathcal{D}_{K L}\left(P_{x, i} \| P_{x, \mathcal{C}}\right)=\sum_{y \in \Theta} P_{i}(y \mid x) \log \left(\frac{P_{i}(y \mid x)}{P_{\mathcal{C}}(y \mid x)}\right) \tag{11}
\end{equation*}
$$

The conceptual difference behind SVE and KL resides in the way they quantify the disagreement. Considering a committee of classifiers, the consensus probability $P_{\mathcal{C}}(y \mid x)$ between them could be uniform in two different cases. Firstly, all the classifiers have an uniform distribution among the hypotheses, so that the consensus distribution is also uniform. Secondly, the classifiers strongly disagree between them, but since the consensus is an average between their responses, it ends up being uniform among all the hypotheses as well. In the first case, all the classifiers agree that the label is uncertain, while in the second case they strongly support a different label. Since SVE only considers consensus, it cannot distinguish between the two cases. On the other hand, KL divergence would favor only samples with uncertain consensus because of conflicting predictions given by the classifiers.

Besides these highlighted limitations, the mentioned measures do not exploit the possible information arising from the combination among the committee members, and the final result on which evaluation is performed is not taken into account in the selection of the new samples.

### 3.2. Proposed evidential disagreement measures

On our side, after having performed the combination between the various sources in the BF framework, the result is the map $\mathcal{M}$ where at each pixel $x$ of the image corresponds a bba $m_{x}$ that incorporates a different evidence of belonging to a certain

Table 5: Evidential entropy definitions given bba $m$ with discernment frame $\Theta$

| Reference | Entropy formulation |
| :--- | :--- |
| Höhle [51] | $H_{O}(m)=\sum_{A \in 2^{\Theta}} m(A) \log \left(\frac{1}{\operatorname{Bel}(A)}\right)$ |
| Yager [52] | $H_{Y}(m)=\sum_{A \in 2^{\Theta}} m(A) \log \left(\frac{1}{P l(A)}\right)$ |
| Nguyen [53] | $H_{N}(m)=\sum_{A \in 2^{\Theta}} m(A) \log \left(\frac{1}{m(A)}\right)$ |
| Pal et al. [54, [55] | $H_{P}(m)=\sum_{A \in 2^{\Theta}} m(A) \log \left(\frac{\|A\|}{m(A)}\right)$ |
| Dubois and Prade [56] | $H_{D P}(m)=\sum_{A \in 2^{\Theta}} m(A) \log (\|A\|)$ |
| Lamata and Moral [57] | $H_{L M}(m)=H_{Y}(m)+H_{D P}(m)$ |
| Deng [58] | $H_{D}(m)=H_{N}(m)+\sum_{A \in 2^{\Theta}} m(A) \log \left(2^{\|A\|}-1\right)$ |
| Jiroušek and Shenoy[59] | $H_{J S}(m)=\sum_{x \in \Theta} P l \_P(x) \log \left(\frac{1}{P l-P(x)}\right)+H_{D P}(m)$ |
| Jousselme et al. [60] | $H_{J}(m)=\sum_{x \in \Theta} B e t P(x) \log \left(\frac{1}{B e t P(x)}\right)$ |

class (i.e., head or not head), as well as a component of ignorance that remains after the combination, and conflict between the sources, i.e. the masses on $\Theta$ and $\emptyset$ respectively that come from the conjunctive combination. We can therefore extend the concept of Soft Vote Entropy to the evidential framework, to define new evidential measures of disagreement among committee members. The Maximum Entropy (ME) strategy will add to the training set sample such that:

$$
\begin{equation*}
x_{M E}^{*}=\underset{x \in \mathcal{U}}{\operatorname{argmax}} H\left(m_{x}\right), \tag{12}
\end{equation*}
$$

where in our case $m_{x}$ is the bba associated to the unlabeled sample $x$, obtained after the explained bba allocations and conjunctive combination, and $H(\cdot)$ is a definition of the entropy function in the evidential domain.

Several definitions of evidential entropy have been proposed over the past decades, with the aim of measuring the degree of total uncertainty of a bba, but a formulation satisfying all the desired properties still remains an open issue.

Table 5 summarizes some popular definitions, that we intend to investigate as functions to select the new training points. Some of them, like Höhle [51], Yager [52] and Nguyen [53] definitions are only able to measure the conflict portion of uncertainty. Pal definition [54, 55] is an extension of Nguyen's one, taking into account also the
cardinality of each focal element. The definition given by Dubois and Prade [56], on the contrary, captures only the non-specificity portion of uncertainty, quantifying how a bba is imprecise. The most non-specific bba is given by the categorical bba having $m(\Theta)=1$, while the most specific bbas are the Bayesian ones, so that non-specificity is a measure of how a bba is fragmented among the various hypotheses. The formulation given by Lamata and Moral [57] and the more recent Deng [58] and Jiroušek and Shenoy [59] ones, combine both conflicting and non-specificity components in different ways. Regarding the conflicting part, Lamata et al. uses Yager's definition which relies on the plausibility function, Deng uses Nguyen's formulation while Jiroušek et al. interprets it in a completely different way, as the Shannon's entropy of the plausibility probability function $P l_{-} P$ [61], an alternative method to pignistic transformation for translating bbas into probabilistic framework. Regarding the non-specificity component, Lamata et al. and Jiroušek et al. rely on Dubois and Prade definition, while Deng provides a brand new formulation. Alternatively, Jousselme et al. [60] firstly perform a pignistic transformation from bba to probability mass function through $\operatorname{Bet} P$, and then apply Shannon's entropy on it. A similar definition, called pignistic entropy, appears in [62], in the context of the Dezert-Smarandache Theory (DSmT) [63, 64], that is a variant of the classical Dempster-Shafer Theory (DST). Since we indeed rely on DST, we refer in the following to Jousselme's definition. The advantage of such a formulation for our application is that since it is based on the $\operatorname{Bet} P$ function, there is a direct link between it and the final map we use for decision and, possibly, crowd density evaluation [50].

Besides entropy-based criteria, the masses on $\Theta$ and $\emptyset$ can be directly exploited as indicators for the selection of the new samples. It is possible to directly derive two simple strategies, based on Maximum Ignorance (MI) and Maximum Conflict (MC):

$$
\begin{align*}
x_{M I}^{*} & =\underset{x \in \mathcal{U}}{\operatorname{argmax}} m_{x}(\Theta),  \tag{13}\\
x_{M C}^{*} & =\underset{x \in \mathcal{U}}{\operatorname{argmax}} m_{x}(\emptyset) . \tag{14}
\end{align*}
$$

where in our case $m_{x}$ is the bba associated to the unlabeled sample $x$, obtained after the explained bba allocations and conjunctive combination.

Equation (13) favors the selection of new points for which all the classifiers do not have enough information to assign them to one of the classes, i.e. samples with maximal mass on the compound hypothesis. On the contrary, Eq. (14) supports the selection of points on which the classifiers disagree the most about their actual label, i.e. samples with maximal mass on the empty set. In Eq. (14) we choose to use a measure of total conflict derived from the conjunctive combination rule as disagreement measure. In [65, 66] total conflict is separated into internal and external components. Internal conflict quantifies the (self-)inconsistency of the $i^{\text {th }}$ source, while external conflict is only based on the interaction between sources and does not integrate any self-inconsistency. The authors of [67] in particular agree with this subdivision, and they propose conflict measurements based on contour functions, making no a-priori assumptions regarding the dependence between sources.

The concepts of conflict and ignorance have already been used in the context of single classifier uncertainty sampling-based AL in [68], but with different meanings from those in the BF framework. In their work, conflict models the extent to which a new query point lies in the conflict region between two or more classes (whereas for us it refers to conflicting beliefs from different classifiers), while ignorance represents the distance of a new query point from the training samples seen so far, so that it is higher in areas of the version space not represented yet (while for us it is higher when for all the classifiers the point resides in their uncertainty area - in a sense, the two definitions are completely the opposite). Always in the different context of uncertainty sampling, in [69] there is a distinction between insufficient-evidence and conflictingevidence uncertainties, but the concept of evidence does not refer to BF framework, but it is rather measured as a weighted similarity of a given sample to the support vectors.

We expect that the inclusion of samples with high ignorance or conflict will be beneficial for the learning process, respectively in order to sharpen the decision boundaries between the classes for all the classifiers and to reduce overall conflict between the various sources. However, the former strategy exploits examples which are near the current decision margins in all the feature spaces, and it is not able to solve possible conflicts but it just adjusts the boundaries, while the latter allows for an exploration of the version spaces to select points which are not yet represented by the current models,

|  | $\emptyset$ | H | $\bar{H}$ | $\Theta$ | $B e t P(H)$ | $\mathrm{H}_{O}$ | $H_{Y}$ | $H_{N}$ | $H_{P}$ | $H_{D P}$ | $H_{L M}$ | $H_{D}$ | $H_{R P}$ | $H_{J}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{x_{1}}$ | 0.01 | 0.1 | 0.1 | 0.79 | 0.5 | 0.67 | 0.03 | 0.93 | 1.72 | 0.8 | 0.83 | 2.19 | 1.8 | 1 |
| $m_{x_{2}}$ | 0.79 | 0.1 | 0.1 | 0.01 | 0.5 | 1.02 | 0.88 | 1.23 | 1.27 | 0.05 | 0.94 | 1.3 | 1.05 | 1 |
| $m_{x_{3}}$ | 0.4 | 0.1 | 0.1 | 0.4 | 0.5 | 0.86 | 0.09 | 1.25 | 1.92 | 0.66 | 0.75 | 2.31 | 1.66 | 1 |
| $m_{x_{4}}$ | 0.1 | 0.79 | 0.01 | 0.1 | 0.93 | 0.24 | 0.05 | 0.59 | 0.7 | 0.11 | 0.16 | 0.76 | 0.61 | 0.35 |

but it could be prone to select outliers. In this sense they are complementary strategies, and they should be used in conjunction with a criterion able to balance them. Alter- natively, we expect entropy-based disagreement to be able to naturally find a trade-off between them as a measure of information gain.

Table 6 shows an example of four bbas associated to different samples, and the decision about which sample to query based on the different evidential criteria (i.e. the sample related to the bold value in each column). In particular, $m_{x_{1}}$ has a high component of ignorance, $m_{x_{2}}$ is a very conflicting bba, $m_{x_{3}}$ is not committed and at the same time has a high amount of both ignorance and conflict, while $m_{x_{4}}$ is committed about $H$ hypothesis. The value of $\operatorname{Bet} P(H)$ is also shown, to highlight the fact that the probabilistic framework assigns the same value to the first three bbas even if they are intrinsically very different one from the others. As we expect, no measure selects $m_{x_{4}}$ to be added to the training set, since it is quite committed and it would not provide much information. On the contrary, the first three bbas are selected based on the different measures. A clear limitation of $M I$ and $M C$ criteria is that they fail detecting bbas with relatively high values of both conflict and ignorance: $M I$ selects $m_{x_{1}}$ while $M C$ selects $m_{x_{2}}$, but they do not consider $m_{x_{3}}$ at all, even if it represents a potentially interesting sample to add to the training set. Conversely, entropy-based criteria are able to better consider the relative repartition of masses through the various hypotheses. Using Höhle and Yager definitions of entropy, $m_{x_{2}}$ is selected, highlighting their tendency to detect conflicting instances. Nguyen and Pal favor the selection of $m_{x_{3}}$, prioritizing samples which are both not very committed and conflicting, even if Nguyen is more sensitive to conflict while Pal gives more importance to the ignorance component. Dubois and Prade's formulation of entropy favors samples with high ignorance, not being able to capture the conflict component. Among the three composite formulation that aim at taking into account both conflict and non-specificity (i.e., Lamata


Figure 2: Evidential Query-By-Committee Active Learning flowchart.
and Moral, Deng, Jiroušek and Shenoy), we can notice that they all prioritize different samples, but there is only a slightly difference among the entropy values associated to the first three bbas. This suggests the fact that they would probably select the three of them to be part of the same batch. In the same way, Jousselme's definition based on $\operatorname{Bet} P(H)$ encourages a diversity in terms of bbas in the same batch, allowing to tackle different types of issues at the same time (i.e., conflicting and/or not committed bbas).

### 3.3. Global overview of the proposed evidential QBC process: from bba allocation to

 new sample selectionFigure 2 shows the complete flowchart of the proposed evidential QBC method. After the traditional learning step, BF framework is involved in three important operations, namely in the bba allocation procedure through successive discounting, in the combination of sources that allows us to obtain a $\operatorname{Bet} P(H)$ map used for evaluation, and in the derivation of evidential entropy map which guides the selection of the most informative samples to add to the training set for the subsequent iteration of the active
learning procedure.
The proposed evidential QBC differs from the traditional one. First of all, from the score maps given by SVM classifications we do not derive probabilistic maps through logistic regression, but we perform a bba allocation that takes into account two possible sources of imprecision, namely in the estimation of the sigmoid parameters to perform logistic regression and, later, in the image space. Then, the conjunctive combination rule is able to take into account the information provided by the different sources, discounted pixel-wise accordingly to their evaluated reliability. At this stage, the obtained bba map $\mathcal{M}$ can be used either for evaluation, through the computation of the $\operatorname{Bet} P(H)$ map, or to compute the evidential entropy map, from which the samples with maximum entropy are extracted and added to the labeled samples set $\mathcal{L}$. Note that in case of Maximum Ignorance or Maximum Conflict criteria, the evidential entropy map would not be computed, and the samples would directly be chosen maximizing ignorance and conflict channels, $\mathcal{M}(\Theta)$ and $\mathcal{M}(\emptyset)$ respectively.

In the following section, we will investigate all the proposed evidential-based disagreement measures as well as the traditional ones in the context of our application.

## 4. Experiments

### 4.1. Data and features used

### 4.1.1. Dataset

We tested our proposed fusion method on high-density crowd images acquired at Makkah during Hajj [70]. The camera we used is a robotic camera (AVT Guppy PRO) mounted statically in order to observe the high-density pilgrim crowd, and providing gray-level regular images (visible spectrum). The camera provides thus a video sequence of the crowd (at a frame-rate of 8 Hz ). For the training, calibration and evaluation of the head detectors, we use images extracted at distant moments (in order to establish a full level of independence among the images used). Each image instance contains in the analyzed Region of Interest (corresponding roughly to the lower half of the scene) a high number of objects to detect (about 900-1000 heads) due to the high density.


Figure 3: Patch with ground-truth dotted annotation

Figure 3 shows a patch from an image of the dataset, highlighting the difficulty of the problem since the heads are barely visible and many occlusions occur. We performed a dotted annotation in the head centers for the training images, such that the ground-truth so obtained can be used as oracle to assign the correct label to the samples selected for querying by AL. Even though in Makkah the crowd follows a general direction, there is a significant degree of head appearance variability due to gender, type of head cover, and most importantly, to the various degrees of occlusion coupled with the small size of the targets. For annotating a single image (clicking on the heads exhaustively), a human annotator requires typically half a day of work, and approximately $20 \%$ of the heads are so difficult to annotate that the human needs to look in the previous and the next frames in order to take a head/not head decision (something which our algorithm cannot do, as it performs the detection only in the current frame). As it is possible to see from the image, another problem in this type of scenes is the high data imbalance between positive and negative samples (i.e., pixels belonging or not to a head, respectively), stressing the importance of finding an effective strategy to select significant samples.

### 4.1.2. Pedestrian detectors in dense crowds

In the difficult context of high-density crowds, simple detectors relying on appearance cues, such as local color histogram which may be associated to skin, hair or clothes are not well suited, since the object resolution needs to be relatively high and the color spaces may not be discriminative enough. Even worse, many surveillance cameras provide only gray level data, as in our case, so that it is not possible at all
to exploit color information. In the same way, common face detectors such as Viola- Jones [71] are unsuited, since pedestrian faces are not detailed enough. Among some descriptors which are widely used in SVM-based pedestrian detection, those which are the best suited in the context of high-density crowds have been recently highlighted in [49].

Related to the image gradient, the Histogram of Oriented Gradients (HOG) descriptor [10] is very popular and has exhibited in various contexts excellent performances when used in conjunction with a histogram intersection kernel (HIK) [9]. The contour related to the specific shape of the head and shoulders is indeed highly discriminative, but it may fade away due to clutter. For this reason, it is important to consider as well some descriptors aimed at other characteristics than shape.

To this extent, some descriptors related to texture representation are the Local Binary Pattern (LBP) operator [11] and Gabor filter banks [72]. The former is traditionally employed in texture classification, and it has been successfully used in pedestrian detection due to its reasonable robustness to occlusion provided by its local sampling strategy, while the latter have been used for head detection [72] to encode the local frequencies and orientations. Regarding LBP, we rely for learning on a $\chi^{2}$ kernel function which has been shown to be positive definite and suited for data generated from histograms [73], while for the Gabor-based descriptor we consider a RBF kernel.

Besides these popular pedestrian detectors, the DAISY [74] descriptor, usually used in the field of stereo matching, has been successfully employed for the first time for head detection in these difficult crowd scenes in [49], together with HIK. Its Gaussian smoothing, along with the sampling overlap, naturally enforces spatial consistency.

### 4.2. Evidential QBC result analysis

### 4.2.1. Comparison between the proposed evidential disagreement measures

For the QBC algorithm, we thus build the committee $\mathcal{C}$ of classifiers with the four cited SVM pedestrian detectors, namely HOG, LBP, Gabor and DAISY. Such a committee is quite heterogeneous since each classifier contributes providing a different view of the data, so that the explained fusion strategy is applied at every iteration, both to obtain the image map of the $\operatorname{Bet} P(H)$ on which we compute statistics, and to
choose the samples to add to the training set on the basis of the different evidential- based proposed heuristics.

In the context of AL, the choice of the evaluation metrics is not trivial. The recent study carried out by [75] indeed have pointed out that most of the evaluations of AL approaches in the literature have focused on a single performance measure, and have shown that the improvements provided by AL for one performance measure often comes at the expense of another measure. Besides this, the most used metric is accuracy, which intrinsically depends on the choice of a threshold so that a question arises about how much of the observed improvement is due to the effective learning and how much of it is simply due to a shift in the optimal decision threshold. Moreover, accuracy metric is not relevant in presence of highly imbalanced data. To solve this last problem, popular measures are Precision, Recall, and F1 score, but they still require a threshold. For all these reasons, we choose to evaluate our method on the basis of two different measures, which do not depend on a threshold and at the same time are suited for imbalanced data, namely Area Under Precision-Recall Curve (AUPRC) and Precision-Recall Break Even Point (PRBEP) (i.e., the value of the curve where Precision is equal to Recall). These two metrics are computed on the $\operatorname{Bet} P(H)$ map, applying non maxima suppression (NMS) at every threshold to identify the targets, setting the radius of a head to $r=3$, with $2 r+1$ minimum distance between two maxima (head centers) in order to avoid overlapping detections.

We conducted our tests starting from a random training set of 500 samples arriving to 2000 samples, with a batch size of 100 samples per iteration added on the basis of the discussed disagreement measures. Figure 4 shows the AUPRC and PRBEP for every iteration using the proposed Maximum Entropy (ME) with the different evidential entropy definitions, Maximum Conflict (MC) and Maximum Ignorance (MI) criteria. It is possible to see an improvement of both metrics with all the investigated disagreement measures, stressing the robustness of the method and the fact that the approach is well-suited to our application. All the curves tend to flatten towards the end of the process, which means that the final number of samples represents a suitable training set size. An interesting consideration is that some curves have higher performance even when relying on a small size of the training set (i.e., are faster to converge). This


Figure 4: AUPRC and PRBEP at every iteration using $M E$ criterion with different evidential entropy disagreement measures, $M C$ and $M I$ criteria.
means that those query strategies are immediately able to select the most informative samples to add to the training set. There are indeed some differences among the results achieved using the various definitions. It is clear that entropy formulations which focus on conflict (e.g., the Yager one) provide better results with respect to DuboisPrade definition which focus only on the non-specificity portion of uncertainty, already in presence of a small training set size. Moreover, considering both imprecision and conflict components seems to be beneficial, in particular using Lamata and Moral's composite definition. Note that also the the simpler Jousselme's entropy-based criterion appears quite beneficial both in terms of AUPRC and PRBEP. In general, the best strategies appear to be the ones that encourage diverse samples inside the same batch in terms of bba structure, that is to say, both conflict and ignorance components have to be taken into account, with a slight preference for samples with conflicting bbas.

Considering the results obtained with the two simple evidential criteria based solely on conflict and ignorance indeed, these approaches do not reach the performance of entropy-based disagreements. As expected, selecting the samples on the basis of maximum conflict allows for a steeper improvement at the beginning, where exploration of the version space is very important, but after some iterations the curves tend to flatten. On the contrary, the samples with high values of ignorance are mostly useful when the size of the training set begins to be consistent, and it becomes important to exploit the
current feature spaces to adjust the boundaries. This behavior reflects the importance to pass from an initial exploration to a final exploitation of the data. To this extent, evidential QBC based on Maximum Entropy criterion is able to naturally find a trade-off between the two.

In the following, we choose Lamata and Moral's entropy definition as the more competitive criterion among the evidential entropy formulations. Indeed, it outperforms other formulations when considering AUPRC metric, which is a key indicator since it takes into account the whole Precision-Recall curve, and at the same time has good performance in terms of PRBEP.

### 4.2.2. Comparison with traditional approaches

In order to evaluate the benefit for the active learning procedure of the proposed bba allocation used in conjunction with evidential disagreement measures, Fig. 5 reports the curves related to two different levels of comparison.

Firstly, we evaluate the difference compared to a result reached with purely probabilistic reasoning. We perform the Bayesian bba allocation from the output of each classifier after Platt's regression, without applying any discounting neither in the score space nor in the image space, and we apply the normalized conjunctive combination rule (i.e. Dempster rule): in this way, the classifiers combination boils down to simple product of probabilities. Then, on the resulting probabilistic map, we apply the traditional SVE and KL disagreement measures, as well as a baseline that simply adds randomly drawn samples at every iteration. Moreover, to quantify exactly the benefit of the proposed bba allocation over the Bayesian one, we aim at converting the proposed evidential disagreement measures to the Bayesian framework. MC and MI do not apply, since Bayesian bbas have null masses on conflict and ignorance respectively. Transposing the evidential entropy definitions to the Bayesian framework, however, we notice that all the formulations (except Dubois-Prade's one which is always null being mostly related to ignorance, and Jiroušek and Shenoy's one) boil down to: $H(m)=m(H) \log \left(\frac{1}{m(H)}\right)+m(\bar{H}) \log \left(\frac{1}{m(\bar{H})}\right)$. Clearly, our evidential approach outperforms all the probabilistic ones with respect to both AUPRC and PRBEP. Besides, the fact that there is a consistent gap between the proposed evidential Maximum

Entropy and the corresponding curve in the Bayesian framework (Bayesian ME) in-


Figure 5: AUPRC and PRBEP at every iteration. Comparison of evidential-based disagreement measures with traditional ones

Entropy-based criteria, namely SVE and the proposed ME using Lamata and Moral evidential entropy definition, outperform the others, both in terms of AUPRC and PRBEP. However, although reaching almost the same performance as the evidential ME at the very end of the process, SVE is not able to select the most informative samples from the beginning. In particular, entropy-based evidential criterion results to be the best one, due to the ability of BF framework to model in a finer way the actual information contained in each sample, highlighting the importance of the coupling be-
tween the fusion of the classifiers and the definition of the disagreement measures. We can notice how KL strategy, which in its intention should select conflicting samples based on the consensus probability, does not seem to be very efficient in this context, performing even worse than random sampling. This is against what we observed in the comparison of the various evidential-based entropies, where the definitions that focus on the conflict are indeed the most successful ones. This fact shows that the evidential framework is more able to model the conflict among the various committee members, through the mass on $\emptyset$, with respect to the probabilistic framework that models it in terms of divergence from the consensus probability.

### 4.2.3. Correlation analysis

The aim of correlation analysis between the various disagreement measures is to understand better how they may differ from one another and the similarity between them. To this extent, we apply the proposed MC, MI and ME criteria with all the investigated entropy measures on the basis of the $\operatorname{Bet} P(H)$ map obtained after bba allocation and combination. Traditional SVE, KL and the random sampling are still performed on the basis of the $\operatorname{Bet} P(H)$ map obtained after bba allocation, interpreting it as a probability map, to focus only on the new sample selection step.

Figure 6 shows the correlation matrix in terms of percentage of common samples between the different points selected at every iteration on the basis of the investigated criteria, excluding the initial common 500 samples, so that only the ones selected with respect to the various strategies are taken into account in the computation. We do not plot all the iterations but we focus on the first iterations, where variations are more visible, and on the last one in order to give a sight of the general behavior. We note that in general, going on with the iterations, the different training sets tend to diverge, sign that the size of the considered pool of unlabeled samples $\mathcal{U}$ is indeed appropriate in the sense that the various methods have enough freedom being not constrained by the data. Correlation is especially evident considering the various evidential disagreement measures. Many definitions are related to ignorance, and as expected, Dubois and Prade's entropy is very close to it. Yager's entropy and Lamata and Moral's one, on the contrary, are very related one to each other and have a consistent overlap with


Figure 6: Correlation between samples added during successive AL iterations with different strategies, for the initial iterations and the last one. $\mathrm{R}=$ Random, $\mathrm{SVE}=$ Soft Vote Entropy, KL $=$ Kullback-Leibler divergence, $\mathrm{MC}=$ Maximum Conflict, $\mathrm{MI}=$ Maximum Ignorance, $\mathrm{ME}=$ Maximum Entropy: $\mathrm{O}=$ Höhle, $\mathrm{Y}=$ Yager, $\mathrm{N}=$ Nguyen, $\mathrm{P}=$ Pal et al., $\mathrm{DP}=$ Dubois and Prade, $\mathrm{LM}=$ Lamata and Moral, $\mathrm{D}=\mathrm{Deng}, \mathrm{JS}=$ Jiroušek and Shenoy, J = Jousselme.


Figure 7: Different maps obtained using the investigated evidential disagreement measures for a selected patch of the unlabeled samples pool $\mathcal{U}$ (in Fig. (a) with corresponding bba allocation $\mathcal{M}$. SVE and KL maps are shown as well for comparison.
the conflict measure. Nguyen and Pal correlation is also highlighted, and it is easily explainable by the fact that Pal's formulation extends Nguyen's one, taking into account also the cardinality of the focal elements (in our case, in presence of two singleton hypotheses, only the term that refers to the compound set slightly changes). Again, Pal's training set seems very correlated to Jiroušek-Shenoy's and Deng's ones, which are two composite formulations aiming to take into account both conflict and nonspecificity. KL divergence seems totally unrelated to any other measure, except for the conflict with a marginal degree.

To better understand the degree of correlation between the different measures,

Fig. 7 shows a visual comparison of the maps obtained with the various entropy definitions for the first iteration of the AL process, so that we can compare them on the basis of the same training set. Figure 7(a) represents a selected part of the unlabeled samples pool $\mathcal{U}$. After the evidential combination of the classifiers, the result is the image map $\mathcal{M}$ of bbas $m_{x}$ associated to every pixel $x$, shown in terms of belief in Fig. 7(b), conflict in Fig. 7(c), and ignorance in Fig. 7(d). Soft Vote Entropy 7(e) and KL divergence 7(f) maps are shown as well for comparison with all the investigated evidential entropy definitions. Once again, we notice the correlation between ignorance and Dubois-Prade entropy in Fig. 7(k) while the other entropy definitions seem more correlated to the conflict, although to different extents. In general, evidential entropy maps are able to model in a finer way the actual information contained at every pixel locations, so that the regions of interest for the AL process are better enhanced with respect to SVE and KL.

The figure visually shows where and how the various entropy definitions correlate. While previous Fig. 6provides only a global estimation of the correlation (scalar value), Fig. 7 allows for a qualitative visualization of the spatial variation of the correlation. Entropy is higher where the individual detectors are discordant, and the images show that this happens frequently on the border of the heads, because the various classifiers provide different detection sizes (e.g. HOG and Gabor provide more localized detections with respect to LBP and Daisy that provide coarser blobs). There are some areas that correspond to a head where entropy is high, and it means that just a part of the classifier committee succeeds in detecting it. We also note that some shoulders of the people may present high entropy values. Specifically, this happens when one or some classifiers miss-classify shoulders as heads due to their similar rounded visual appearance. Finally, it is interesting to visualize that the maps usually agree on the location of maximum entropy (borders of the heads, heads detected only by some classifiers, shoulders areas which confuse some classifiers), while at the same time they provide different amounts of entropy for the same location, and this is what allows the AL to choose different samples and thus to obtain such diverse training set at the end of the process.


Figure 8: Visual comparison of the detections obtained at the first iteration of the process ( 500 training samples), on the left, and the last iteration (2000 training samples selected using Lamata and Moral Maximum Entropy criterion), on the right. Results are shown in terms of colormap of the $\operatorname{Bet} P(H)$ map in the first row, detections at PRBEP in the second row, and the different sources used in the combination in the third row (namely HOG, LBP, Gabor, Daisy).

Figure 8 provides a visual comparison between the first and the last iterations of the process, during which the training set increased from 500 samples (on the left) to 2000 training samples (on the right), selected with the Maximum Entropy criterion using Lamata and Moral's definition. The classification results are shown both in terms of colormap of the $\operatorname{Bet} P(H)$ in the first row, and detections at the PRBEP threshold in the second row. Moreover, detections using the single sources that compose the committee of classifiers are shown in the last row (HOG, LBP, Gabor, Daisy respectively), in order to highlight their complementarity and the necessity of an adapted fusion between them. While the colormap is useful to identify regions with higher values, and to immediately see that at the end of the process we obtain a less noisy and sharper map, the detections superimposed on the input image are indeed useful to evaluate the actual location of the detections and the presence of false positives (areas with high values which do not correspond to an actual head) or false negatives (heads which are not detected). The detections are provided here for the value of threshold at which precision is equal to recall (i.e. the PRBEP), which is a reasonable compromise since it allows us to have the same number of false positives and false negatives. PRBEP is equal to
0.74 for the first iteration, meaning that at the beginning of the process for this partic- ular threshold $26 \%$ of the heads are lost while at the same time $26 \%$ of the detections are not actual heads. At the end of the process, PRBEP becomes 0.835 , meaning that we obtain an improvement of almost $10 \%$ with the proposed approach, both in terms of precision and recall. PRBEP threshold is a traditional operative point for many applications and we find it reasonable to adopt it for visualization purposes. The exact values of the thresholds are $t h=0.8$ for the first iteration (on the left) and $t h=0.55$ for the last iteration (on the right). Although the exact values are not really meaningful in themselves, it is interesting to notice the initial bias toward a high threshold, that can be explained by the fact that at the beginning of the process the training set is balanced (i.e. it has the same number of positive and negative samples), while at the end of the process it tends to have more negative samples, reflecting the actual data distribution.

Overall, the proposed evidential fusion, which is able to take into account imprecision both during calibration and in the image space, results to be suited for this application. Besides, the AL algorithm is able to select samples which are indeed useful to improve the performance of all the classifiers, a fact which results in a significant and visible improvement of the final $\operatorname{Bet} P(H)$ map. At the end of the AL process, the detections are more localized, sharper and a lot of false positives which were present at the beginning have been successfully removed.

To highlight the importance of coupling the fusion strategy with the AL process, Fig. 9 shows different Precision-Recall (PR) curves, for the various single classifiers as well as for their fusion. The curves are shown for the first and last iterations, in order to illustrate the relative improvement in terms of performance for all the classifiers.

Besides showing that fusion results are better than individual detectors (which is not mandatory true especially in case of poor initial detectors and underlines the importance of the proposed bba allocation), the figure has two main purposes. Firstly, it shows the improvement due to AL , comparing the first iteration with the last one for every classifier and their fusion, so that we can see that AL is effective since performance has increased for every classifier at the end of the process. Secondly, considering the fusion result, it shows that the improvement is not only due to the increased size of training set but also to the chosen sample selection strategy. The image underlines in-


Figure 9: PR curves for the individual classifiers, as well as the fusion between them, for the first and the last iterations. For the sample selection, we compare Lamata and Moral's strategy with the random selector (which benefits only from a larger training set).
deed the consistent gap between the two fusion results at the last iteration, which corresponds to random sample selector and maximum entropy sample selector (considering Lamata and Moral's entropy definition). This fact underlines the importance of having defined an adapted fusion strategy which is able to take into account imprecision while at the same time providing clues for the AL process.

## 5. Conclusion

Our work proposes a belief function based fusion strategy for the application of pedestrian detection in high-density crowds. The algorithm relies on a pool of heterogeneous detectors, and it exhibits two fundamental advantages with respect to the many existing ensemble methods. Firstly, given the reduced size of the targets, we take into account jointly the imprecision related to the individual decisions during the calibration process along with the detection imprecision exhibited in the image space. Secondly, we exploit the disagreement among the individual detectors in order to add new samples to the training set in an optimal manner with respect to the information gain evaluated with different evidential entropy measures. The results highlight the effectiveness of the detector fusion and confirm the expected behaviors of the different entropy measures we considered in our study.

Even if in our application we considered only two classes, the method could be easily extended to handle more than two singleton hypotheses: the proposed Maximum Entropy and Maximum Conflict criteria would naturally apply, while the Maximum Ignorance criterion will possibly benefit from distinction between partial ignorance values. Refining conflict analysis, we could also take into account the difference between external and internal conflict components, to find a balance between exploration and exploitation of the version space.

From a methodological point of view, the perspectives of this work are related to extending it for performing neural network late fusion, for which the widely used combinations do not rely on an evidential estimation of the imprecision or disagreement (i.e. [76, 77, 78]). Application wise, the proposed strategy is well adapted in contexts in which it is desirable to pinpoint efficiently new training samples from a large pool
of heterogeneous data based on the lack of consensus among many classifiers. For the specific field of crowd analysis, we are also interested in performing local density estimation which could be helpful in identifying instability areas without the need to perform accurate individual detections.
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