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(Dated: October 26, 2023)

Acoustic variation in expressive speech at the syllable level is studied. As emotions or attitudes can
be conveyed by short spoken words, analysis of paradigmatic variations in vowels is an important
issue to characterize the expressive content of such speech segments. The corpus contains 160
sentences produced under seven expressive conditions (Neutral, Anger, Fear, Surprise, Sensuality,
Joy, Sadness) acted by a French female speaker (a total of 1120 sentences, 13140 vowels). Eleven
base acoustic parameters are selected for voice source and vocal tract related feature analysis. An
acoustic description of the expressions is drawn, using the dimensions of melodic range, intensity,
noise, spectral tilt, vocalic space, and dynamic features. The first three functions of a discriminant
analysis explain 95% of the variance in the data. These statistical dimensions are consistently
associated with acoustic dimensions. Covariation of intensity and F0 explains over 80% of the
variance, followed by noise features (8%), covariation of spectral tilt and F0 (7%). On the basis of
isolated vowels alone, expressions are classified with a mean accuracy of 78%.

PACS numbers: PACS: 43.71.Bp; 43.70.Fq; 43.71.Es

I. INTRODUCTION

A. Aims of the study

In everyday speech, emotions, attitudes or other types
of expressions can be conveyed by even the shortest
words. Variations of acoustic features in monosyllabic
words or interjections allow us to express, e.g., fear, joy
or anger.

Investigating acoustic variation in expressive speech at
the syllable level is an important issue to understand hu-
man communication or to design automatic processing
systems. This has rarely been studied so far [but see
5, 44, 55, for works on a similar time-frame] since two
main approaches have dominated studies of the acoustic
variations in expressive speech. On the one hand, expres-
sive variations have been studied on the syntagmatic axis,
in terms of patterns or contours along successive sylla-
bles, phrases, or sentences [54]. This approach is related
to prosodic variations [intonation, rhythm, intensity, and
voice quality parameters like the shape parameter Rd or
the Normalized Amplitude quotient NAq : 3, 14, 28]. On
the other hand, multidimensional voice quality analyses
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of expressive speech are usually based on long-term av-
erages of acoustic quantities [e.g., 34, 60]. The number
of dimensions is generally large, with redundant param-
eters. Short-term variations, as well as fine phonetic de-
tails, are lost in the process. Both approaches can hardly
address the question of expressive variation in syllable-
sized segments.

In the present work, paradigmatic variations for
syllable-sized segments are studied. Vowels segments are
chosen instead of full syllables. With a reduced set of
phonetic classes compared to syllables, each vowel class
presents more occurrences in a corpus, and syllabic nu-
clei in French are based on a vowel. Finally, as vowels
are voiced segments, voice quality and fundamental fre-
quency analyses can be performed in a comparable way.

A first aim of the study is an acoustic description. A
reduced set of acoustic-phonetic dimensions (like vocal
effort, melody, tension, noise, supraglottal, and dynamic
features) is proposed to characterize vocal expressions.
A second aim is to unveil the main acoustic dimensions
for the discrimination of these expressions, according to
the statistical organization of the acoustic space.

The remaining of this introduction presents a review of
the literature on acoustic variations in expressive speech,
which will serve as a basis for discussing our results. In
a first section, the phonetic bases for acoustic analysis
of expressive speech are reviewed. Then, the acoustic
dimensions of voice linked to the encoding of emotions
and vocal expressivity are reviewed.
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B. Phonetic descriptions of voice quality

Laver [48] uses voice quality as “the characteristic au-
ditory colouring of an individual speaker’s voice, and not
in the narrower sense of the quality deriving solely from
laryngeal activity.” (p. 1). He thus distinguishes be-
tween a set of changes originating at the glottis and an-
other linked to variable conformations of the vocal tract.
He also proposes a general tension setting that affects
both laryngeal and supralaryngeal settings of voice qual-
ity. This scheme has been proven effective to perceptu-
ally analyze possible phonetic variations in voice [e.g.,
12, 49, 53].

The effects of the glottal source on voice are linked to
pitch and loudness, and to the existence of noise. Two
types of noises are described: additive noise linked to
breath, and harsh noise linked to irregular vibrations of
the folds (originating from creak or harsh voices). Thus,
following d’Alessandro [2], the source component of voice
quality can be summarized as a production of voice with
several modes of regular vibrations of the vocal folds;
the modes are linked to varying vocal folds’ tension and
conformations [see 39]. They are possibly produced with
additive noise (breathy voice) or irregularities in the folds
vibrations, leading to the perception of harsh voices [see
31, for the description of these aperiodicity types].

The effects of the vocal tract on voice quality may
be summarized as (i) changes in the tract length, (ii)
changes in the vocal cavity width, and (iii) nasal-
ization. Changes in the vocal tract length are typ-
ically obtained by changing either the shape of lips
[protruded/stretched—cf. 59, for a discussion about lip
stretching and vocal tract length] or the position of
the larynx (raised/lowered). Changes of the width of
the vocal tract are obtained by a change in the con-
figuration of articulators—the most notables being a
fronted/retracted position of the tongue body, a con-
tracted/expanded pharynx, and an open/closed jaw po-
sition.

One of these voice quality settings is barely observed
alone in spontaneous speech. For example, changes in
one articulators position are correlated to (or compen-
sated by) changes in another: the jaw typically influ-
ences the vertical position of the tongue and lips. More-
over, Laver’s general dimension of tension links laryngeal
and supralaryngeal effects. Tension in the voice is linked
to the muscular tension in the speaker, which relates to
the notion of vocal effort, as described by Liénard & Di
Benedetto [51] and Traunmüller & Eriksson [71]. An im-
portant muscular tension produces a tense voice, which
is generally characterized by a raised larynx, constricted
pharynx, tense and thin vocal folds, mobile jaw and lips.
Such tense voices tend to be acoustically characterized
by a high pitch, high loudness, more high-spectrum en-
ergy, and a raised first formant (F1). On the opposite,
lax voices are produced with a low larynx, larger phar-
ynx, breathy phonation, and restricted movements in the
jaw and lips. These settings generate a voice with a low

pitch, low energy and low high-spectrum energy, with
additive noise, a lower F1, and a reduced formant space
[2, 48]. The tension parameter is particularly interesting
because it links various dimensions of voice quality to a
single explicative factor [45]. It is to be related to the Ef-
fort Code proposed by Gussenhoven [35] and to the “4th

prosodic dimension” described in Campbell & Mokhtari
[14].

The various characteristics of voice quality and expres-
sive or emotional voices are carried by the acoustic signal.
Analyses of acoustic parameters are generally based on
the source-filter model of voice production [27]. A large
number of algorithms for voice quality analysis have been
proposed [11]. Inversion techniques try to determine the
parameters of such models [3, 20, 28, 36]; most of these
approaches focus on the source aspect of voice quality.
Some works also propose a resynthesis framework to eval-
uate the perceptual salience in the resulting signal of con-
trolled changes in the model’s parameters [16, 32, 33, 46].

C. Vocal dimensions of emotional expressions

Scherer’s Component Process Model (CPM) predicts
physiological changes induced by the appraisal process
of external stimulus’ novelty, valence, and relevance for
an individual. The CPM predicts physiological responses
induced in individuals by appraisal processes and moti-
vational changes. These responses are essentially linked
to the pleasantness of the stimulus, its obstructive or
conducive nature, the coping potential of the individ-
ual facing the stimulus, and the behavioral response se-
lected to face that stimulus [e.g., a display of power, of
submission, of withdrawal— 65, 66]. According to this
model, positive events lead to lip spreading and vocal
tract widening; a conducive stimulus may trigger a re-
laxation, thus lowers energy and fundamental frequency
(F0), and leads to a lax voice—while a pleasant stimu-
lus may induce a higher power response, and notably a
higher energy (linked to a tenser voice). Negative stimuli
may induce a muscular contraction, thus a narrower vocal
tract, tenser vocal folds, but depending on the individ-
ual’s coping potential, it may result in various expressive
changes. A withdrawal behavior induces a hypotonic vo-
cal tract, with very low F0 and energy. Displays of power
in situations of control lead to higher energy with a rela-
tively low F0, while situations of low power where control
is possible lead to high pitch and a comparatively low en-
ergy.

These predictions address changes linked to emotional
variations and to their correlated expressions. One can
find within this description clear links between the pho-
netic aspects of voice quality, the emotional motivation
of the observed changes, and their perceived effect on the
hearer [for details on perception, see 10].

Studies aiming at retrieving emotions in speech and
voice are based on long-term averages of large invento-
ries of acoustic quantities [e.g., 37, 42, 47, 60, 74]. Most
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of these approaches have classification aims; typically, a
few categories (or dimensions, appraisals) of emotions are
proposed, extracted from psychological models of emo-
tions [e.g., 21, 65, 77]. These works target the accuracy of
their learned recognition models, which function as black
boxes, and do not often report on the relative weight
of parameters to classification accuracy [meanwhile see
42]. Some researchers propose approaches involving an
explicit descriptive target: e.g., Banse & Scherer [6] or
Goudbeek & Scherer [34] aim at validating the predic-
tions of the CPM. The acoustic parameters used in these
approaches, being extracted from an inversion process, or
calculated on spectral (or cepstral) representations, are
measured on short-term (typically 30 ms or pitch syn-
chronous) frames. Extracted values are then averaged
over utterances. Thus, short-term variations, as well as
fine phonetic details, are lost in the process.

Works and predictions made for emotional expressions
shall be distinguished from expressive changes in voice
for and during spoken communication that—if undoubt-
edly related—are also produced under various other con-
straints, an important one being the intelligibility of the
message.

D. Encoding of spoken expressivity

The expressions performed during spoken communi-
cation are controlled, intended [voluntary in 57, terms],
and participate in the speech act [56, 75]. Hurley [40]
describes a model that explains the communicative skills
and their cultural encoding on the basis of imitation, de-
liberation and mindreading capabilities of humans, which
include understanding the behavior of self and another,
particularly emotional expressions and intentions. Self-
representations of emotional expressions enable individ-
uals to deduce, from a perceived voice, the emotion felt
(or displayed) by their interlocutor [57]—emotions the
listeners may then label according to their own experi-
ence and using the verbal categories available in their
language [76]. This process of reproducing voice changes
that are carrying symbolic values is at the core of verbal
expressivity (in both production and perception). Theo-
retical codes have been proposed, derived from observa-
tions of the constraints imposed by the vocal apparatus
on voice, to express various speech acts.

Ohala proposes the Frequency Code, which assumes
that changes in the voice pitch may be used to signal the
speaker’s size and strength [59]. The conventionalization
of this code within social and linguistic communication
systems explains the expressions of, e.g., imposition vs.
more submissive speech acts. The predictions of the Fre-
quency Code match those of Scherer [65, 66] for high and
low power displays—including the original use of smile
(lip-corner retraction) as a submissive display [cf. 59, p.
332–335, and 65, p. 3465]. Gussenhoven [35] added an
Effort Code, named after situations requiring a stronger
articulatory effort. It is linked to displays such as show-

ing enthusiasm or authority. An increased effort leads
to wider pitch movements and hyperarticulated speech,
which is consistent with the tension setting described by
Laver [48]. These codes give hints at the conventional-
ization process that evolves symbolic signals into the ab-
stract shapes embedded in languages [50, 59]. Acoustic
changes do not only arise from the control of the glot-
tis parameters. Léon [50, p. 77–79] describes a strategy
used to produce charming voice involving both a breathy
phonation and a fronted articulation, the latter having
a symbolism of younger voice, linked to the perception
of a shorter vocal tract. Expressive voices are thus intri-
cately linked with physiological constraints and articula-
tory processes imposed on the speaker’s vocal tract.

The article is organized into four parts. The corpus
and the selected acoustic parameters are presented in
Section II. Section III describes the main acoustic dimen-
sions observed in the data. In section IV, the data main
statistical dimensions are detailed. The results of section
III and IV are compared and discussed in Section V, and
compared to the results reported in this introduction.

II. CORPUS AND METHODS

A. Corpus design and recording

The corpus used for this study has been initially de-
signed, recorded, and assessed for expressive synthesis.
It is a relatively large phonetically balanced corpus, con-
taining the same phonetic material (160 sentences cover-
ing all the phones and diphones of French) under seven
emotive conditions (coined Neutral, Anger, Fear, Joy,
Sadness, Sensuality, and Surprise—cf. infra). To the best
of our knowledge, there was no comparable corpus (com-
plete phonetic coverage, seven expressions for the same
sentences) available in French [see 17, or 22, for surveys
on available databases].

As our aim was not to study the emotional phe-
nomenon in its complexity, but rather to study acoustic
dimensions in expressions, acted expressions seemed ap-
propriate. Naturally occurring expressions present grad-
ual variations across the spectrum of affects, while acted
data presents a caricature of prototypical expressions
[15]. The simplicity of expressive labeling (one of the
dominant burden in natural corpora) and a reproducible
set of variations across sentences have been preferred.
This choice may reduce the scope of our finding in the
domain of emotional expressions, but make them more
reliable as far as the acoustic description of voice quality
is concerned [for a discussion on the usefulness of varia-
tion among corpus, see 73].

A female speaker of Parisian French (professional ac-
tress, aged 31 y.o.) was recorded reading sentences un-
der seven expressive conditions. The expressivity corre-
sponding to each base was presented via scenarios featur-
ing typical situations. The speaker was free to interpret
them in her own way but was asked to stay consistent
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across each respective base. The 160 sentences were se-
lected for phonetic diversity, as a part of a 1402 sen-
tences corpus (the 160 first sentences of the complete set
present the better phonemic coverage). Phonetic cover-
age was obtained from an open text database of French,
using a greedy algorithm [24]. Acoustic (AKG 414-XLII
condenser microphone) and electroglottographic (EGG,
Glottal Enterprises EG2-PCX2) signals were recorded
in a recording booth (48kHz, 16 bits digital format).
Recording level was calibrated before recording using a
Brüel & Kjær acoustical calibrator; sound pressure level
was then corrected for recording level.

Recordings were segmented in sentences. Phonemic
and syllabic boundaries were obtained using grapheme-
to-phoneme conversion and a forced-alignment proce-
dure, and subsequently stored in Praat TextGrid files [9].
Phonemic boundaries, particularly pronunciation differ-
ences between expressive situations (e.g., schwa deletion
or insertion) were manually checked and corrected. The
complete corpus contains 160 sentences for each of the
seven expressive conditions, thus 1120 utterances. It cor-
responds in average to 4350 phonemes per base, including
about 1877 vowels (from 1867 up to 1881), for a total of
13140 vowels that form the basis of the present work.

B. Elicited expressive variations

The expressive conditions have been selected to max-
imize the elicited acoustic variation, according to the
methodology used for the GEMEP corpus [7], based on
Scherer’s CPM [65]. The speaker received the follow-
ing instructions about the emotional state represented
by each expression (the English labels used in the paper
are given here before a more detailed description, original
labels were in French):

1. “Neutral” (French neutre): a neutral declarative
reading of the sentence, with no specific expressiv-
ity; the speaker just provides a piece of information
(neutral valence, arousal, and power).

2. “Anger” (colère) corresponds to GEMEP hot
anger/rage and has a negative valence, a high
arousal, with a display of power.

3. “Fear” (peur) corresponds to GEMEP anxi-
ety/worry and has a negative valence, a low arousal,
without power display, but seeking control.

4. “Joy” (joie) corresponds to GEMEP joy/elation
and has a positive valence, a high arousal, in a sit-
uation of control (high power).

5. “Sadness” (tristesse) corresponds to GEMEP sad-
ness/depression and has a negative valence, a low
arousal, in a situation of withdrawal (low power).

6. “Sensuality” (sensualité) to some extent corre-
sponds to GEMEP tenderness and was built on the

“charming voice” of Léon [50, pp. 77-79]; it has a
positive valence, a low arousal, low power display,
with a display of proximity to the listener.

7. “Surprise” (surprise) corresponds to GEMEP sur-
prise, and has a neutral valence, power but aroused
by the novelty of a stimulus.

The expressions actually perceived by listeners were
evaluated through a perception test reported in Evrard
et al. [25]. In summary, the correct recognition rate for
Anger, Sadness, and Surprise is over 90%. Joy and Sen-
suality are respectively recognized with rates of 85% and
88%, and Joy shows some confusion with Sensuality. Fear
has a recognition rate of only 68% and is mostly confused
with Surprise (16%).

C. Base acoustic parameters

As discussed in the introduction, both source-related
and tract-related variations are measured. These varia-
tions are represented by a set of eleven acoustic parame-
ters, which are measured for each of the 13140 vowels:

• Fundamental frequency (F0): F0 measures the
frequency of vibration of vocal folds, and is the
closest acoustic estimate of the perceived pitch on
voiced sounds [62, 69]; it is expressed in semitones
relative to 1 Hz (ST) (scale close to perception,
58). F0 is measured on the EGG signal [which is
used to give reference values of F0, e.g., in 18], us-
ing a dedicated algorithm in the COVAREP tool-
box [19] proposed by Henrich et al. [38]. In about
4% of the observations, the EGG-based measure-
ment fails (the lack of a correct EGG signal may
be due to, e.g., a displacement of the electrodes);
in those cases, F0 was estimated from the audio
signal through Praat default pitch detection algo-
rithm. Raw estimations of F0 were made each 5 ms,
then the median of observations on each vowel was
kept.

• Inter-vocalic difference of F0 (∆F0): it repre-
sents the difference of pitches between two adjacent
vowels (i.e., an estimation of the pitch movement
between a syllable and the preceding one); ∆F0

is expressed as the difference of median F0 values
measured on the two successive vowels. It is ex-
pressed in ST. ∆F0 is zero for the first syllable in an
utterance, negative if the current syllable is lower
than the preceding and positive otherwise.

• A-weighted intensity (INTA): weighted mea-
sure of the signal intensity that approximates the
perceived loudness, expressed in decibel (dB). The
INTA measure is related to the perception of
vocal effort [52] and is similar (albeit not F0-
dependent) to the “spectral emphasis” measure
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used in Traunmüller & Eriksson [71]. It was mea-
sured (on the calibrated speech signal) using a ded-
icated Praat script [following 41]; raw measure-
ments of INTA were made each 10 ms, then the
median of observations on each vowel was kept.

• Vowel-to-vowel duration (V-to-V ): the V-to-V
measure, introduced by Barbosa [8], is a measure
of speech rhythm comparable in size to the sylla-
ble and calculated as the duration between the be-
ginnings of two adjacent vowels; duration is stan-
dardized to account for phoneme intrinsic duration
[13]. The smoothing based on a five-unit window
described in Barbosa [8, p. 727] was not applied
here. Raw measures of duration are extracted from
the semi-automatic segmentation of sentences.

• Harmonic-to-Noise Ratio (HNR) based on
a fixed-frame periodic-aperiodic decomposi-
tion (PAP): the ratio of energy in the harmonic
component to the noise component, both being es-
timated using d’Alessandro et al. [1]’s decomposi-
tion algorithm. The latter is based on a fixed-size
frame—effectively separating both additive noises
(e.g., from turbulences at the glottis) and irregu-
larities of the vocal folds vibrations (i.e., structural
noise linked to jitter) in the noise component of
the decomposed signals. This measure thus esti-
mates the amount of aperiodic noise, compared to
the periodic component, and expresses it in dB.
The decomposition was performed using a local
MATLAB R© implementation of d’Alessandro et al.
[1]’s algorithm.

• HNR based on a pitch-scaled periodic-
aperiodic decomposition (NOISE ): similar to
the PAP measure, but using a pitch-scaled frame
to determine the decomposition, Jackson & Shadle
[43]’s algorithm separates the additive noise from
the periodic part of each vocal fold’s vibration cy-
cle. This measure thus estimates the importance of
additive noise in a periodic signal and expresses it
in dB. The measure was performed using Jackson
& Shadle [43]’s routines. Both measures of HNR
use the F0 estimation given by the EGG as an in-
put. In both cases, the HNR was estimated com-
paring the relative intensity levels of the periodic
and aperiodic signals using a MATLAB R© script,
with a 5 ms time step; the median of these raw
HNR measurements over each vowel was kept.

• Spectral tilt (H1−A3): the difference between the
amplitude of the first harmonic (H1) and the ampli-
tude of the third formant (A3) gives an estimation
of the spectral tilt [36]; it was computed using a
10 ms step with a Praat script using F0 and F3

estimations. Raw measurements in dB were then
standardized for vowel influence (calculating the z-
score for each vowel type across expressive bases);
the median value over each vowel was kept.

• First three formants (F1, F2, F3): to observe
variations in supralaryngeal settings, the first three
resonances of the vocal tract were estimated from
the speech signal, using Praat “burg” procedure.
The parameters used were those recommended for
French female speakers by Gendrot & Adda-Decker
[30, detecting five formants with a maximum fre-
quency of 5500Hz for all vowels but the /u/, for
which the maximum was set at 5000Hz; the de-
fault Praat time step was used]. The raw values
in Hz were converted into mel scale [63] and also
standardized for each vowel type (the mel and stan-
dardized values are used). The median of measure-
ments (in mel or standardized) observed on each
vowel was kept.

• Vowel centralization (Centr .): the degree of
vowel centralization is an estimation of hypo-hyper
articulation. It was measured as the Euclidean dis-
tance between a vowel median (F1,F2) values and
the median (F1,F2) values for all the schwas in the
corpus (taken as an estimation of a central articu-
lation for the speaker), and expressed in mel.

D. Completeness of the corpus

In some cases (e.g., devoicing), some measures are un-
defined (e.g., F0, H1 − A3) and thus fail to return valid
values. For about 4% of the vowels, at least one in eleven
measurement procedures yield an undefined value. Ta-
ble I shows that the Sensual expression is much more
affected. Undefined values mostly affect H1−A3 and the
two HNR measurements. This issue may be linked to
a breathy voice quality, which affects F0 measurements,
a fundamental basis of these measures. The remaining
data for the Sensual voice still amounts to 1469 vowels
displaying valid measurements for all acoustic parame-
ters.

TABLE I. Percentage of vowels having at least one undefined
value, in each expressive condition.

Neutral Anger Fear Joy Sadness Sensuality Surprise
0.1% 0.2% 0.1% 0.3% 2.5% 21.9% 0.8%

The acoustic description of expressions is drawn ac-
cording to the following acoustic dimensions: (i) INTA

and F0, which represent the primary prosodic parame-
ters, fundamental frequency related to pitch, and inten-
sity related to vocal effort; (ii) H1 − A3 and F1, which
represent the main features of spectral changes, linked to
vocal effort and the voice lax/tense dimension; (iii) PAP
and NOISE , which represent aperiodicities in the voice;
(iv) the supraglottal features, which represent vocal tract
shapes; and (v) the dynamic parameters (∆F0, V-to-V ).
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III. ACOUSTIC DESCRIPTION

All the acoustic parameters have been measured for
a single speaker. The raw values represent only this
speaker and could hardly be extended to others speakers
as such (e.g., F0 is highly gender-dependent). However,
parameter covariations represent both the individual vo-
cal strategies of the speaker (idiosyncratically or driven
by linguistic, cultural, or phylogenetic constraints) and
general physiological constraints. Therefore, general ten-
dencies can be derived from this data and associated with
results found in the literature.

A. Intensity and F0
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FIG. 1. Plot of each vowel on the INTA and F0 axes. The
means observed for each expression are indicated by ‘x’. El-
lipses indicate the dispersion around the mean of half the data
for a given expression.

Figure 1 presents a plot of the (INTA × F0) values
observed for all vowels, together with the mean position
of each expression, and with ellipses showing half of the
distribution around these means. It shows the spread
of expressions along these two acoustic dimensions and
the overlaps between categories. The shape of the distri-
bution over the whole corpus illustrates the production
constraints that link both quantities. Increased expres-
sive arousal [34], expressed via a greater vocal effort, is
related to an increased intensity from Sensuality and Sad-
ness up to Anger, through Neutral voice and Joy. Voice

intensity and F0 are known to covary: Titze & Sundberg
[70] proposes “an 8-9 dB increase in SPL per octave of
F0 rise” (p. 2946), while Liénard & Di Benedetto [51]
found a 0.75 correlation between F0 and amplitude mea-
surements. A 0.83 correlation is observed on this corpus
between A-weighted intensity and F0. Thus, for this set
of expressive conditions, and this speaker’s specific strat-
egy, the changes in F0 are to a great extent explained by
an increase in vocal effort—which can be linked to ex-
pressive arousal. Notably, changes in F0 independent of
INTA are also observed: Fear and Surprise have higher
F0 for their respective level of intensity, as compared to
the line going from Sensual up to Anger voice.

B. Tension setting

Ang. Fea. Sur. Joy Neu. Sen. Sad.

−4

−2

0

2

4

INT −(H1−A3) F0 F1

FIG. 2. Box plots of intensity (black), H1−A3 (light grey), F0

(white), and F1 (dark grey) values expressed in z-scores, for
each expression ranked in decreasing order of intensity. Note
that the opposite of H1 −A3 is plotted here, to make similar-
ities and differences more visible as this measure is negatively
correlated to other parameters.

In addition to intensity and F0, two measures are re-
lated to the general tension setting described by Laver
[48]: the spectral tilt H1 −A3, linked to the glottal com-
ponent of tension, and F1 linked to the supraglottal one.
The H1 −A3 and INTA measures have a negative corre-
lation of −0.48, while F1 and F0 show a 0.59 correlation.
Figure 2 shows the distributions of these four parame-
ters (the opposite of H1−A3 is plotted to account for its
negative correlation), across expressions; all parameters
are expressed in z-scores to be comparable. Distributions
of F1 and H1 − A3 show a wider spread within each ex-
pression, and their central values are less distinct than
those of intensity and F0; these parameters are thus less
distinctive (in an information theoretic approach). The
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F1 parameter is essentially correlated to the changes in
intensity and F0. The H1−A3 parameter shows different
tendencies, for some expressions. Conversely to the trend
observed for intensity, H1 − A3 shows higher values for
Fear and Surprise (lower position on fig. 2), compared to
its relatively low values observed for Joy (higher position
on fig. 2). Note that the observation for Joy could be
an effect of lip spreading (smile) or rounding. The con-
trasted changes in spectral slope for Fear and Surprise
can also be related to changes in F0, which are less cor-
related to intensity changes. Such F0 changes could have
been produced by tenser vocal folds.

C. Noise
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FIG. 3. Distributions of NOISE and PAP for each expression.

Figure 3 shows the distributions of the two HNR mea-
sures across expressions. The Sensual voice is produced
with the highest level of aperiodicities (lesser HNR val-
ues); these aperiodicities being observed on both PAP
and NOISE , one may conclude they are mostly due to ad-
ditive noise (i.e., a turbulent air stream through the glot-
tis). The NOISE measure did not detect much additive
noise in the other expressions; on the contrary, the PAP
measure does find some aperiodicities (that should thus
be structural) for the expressions of Fear and Anger (and
to a lesser extent Joy and Surprise). The importance of
structural noise observed in these expressions is reduced
compared to that of additive noise in Sensuality—with
more than 9 dB difference between the median PAP mea-
surements for Fear and Sensuality. The additive noise
measured on the Sensual voice is to be linked to its
breathy phonation, and it may give a distinctive cue to
separate Sensual and Sad voices, otherwise comparable:
see their position on the intensity × F0 plane of fig. 1

and 2. The structural noise observed for Fear may be
linked to short-term variations of F0 in this expression,
which can be related to the harshness described by Laver
[48], associated with tension.

D. Supraglottal features

The acoustic measures linked to supraglottal settings
are primarily the first three formant frequencies. A mea-
surement of vowel centralization (on the F1 × F2 plane)
was computed, as well as the rhythm at the level of sylla-
bles (the V-to-V parameter), which is related to hyper or
hypo-articulation. Changes in mean formant values, once
corrected for vowel influence, show little changes related
to expressive variations: the greatest changes have been
already illustrated with F1, which correlates to a global
tension setting (see figure 2). A detailed view of formant
changes based on their raw mel values (i.e., not vowel-
standardized), taking into account each vowel class, gives
some clues about their variation across expressions. Fig-
ure 4 presents the distribution of oral vowels, obtained for
each expression, and based on the first three formants.
Each plot represents the median position of formants of
each vowel, obtained from Neutral speech (in gray) and
compared to a given expression (in black). One can ob-
serve the articulatory tendencies induced by expressive
constraints, through their acoustic byproducts.

Not surprisingly, given preceding observations, the
larger divergences from the Neutral setting is observed
along the F1 dimension. Expressions with higher inten-
sity/pitch (Fear, Anger, Surprise) have their vocalic tri-
angle shifted towards higher F1 values. Conversely, ex-
pressions with lower intensity/pitch (Sadness and Sensu-
ality) show a tendency towards lower F1—but this lower-
ing of F1 is constrained by the vowels’ degree of opening
(/a/ are more affected than /e/, while there is no ef-
fect on /i/ and /u/ along F1). These changes in F1 may
be related to the degree of jaw opening movements [26],
which would be correlated to F1, with a floor (or palate)
effect for high vowels (as the vocal tract cannot be com-
pletely closed while producing vowels). These relations
are also supported by the description of the general ten-
sion setting by Laver [48], which is related to wider jaw
movements.

Expressions also affect the F2 and F3 measures—but
these changes are even more dependent on vowels. Along
with the F2 dimension, the largest departures from Neu-
tral positions are observed for the Sensual and Joyful
voices. However, whereas the F2 of most vowels is af-
fected by the Sensual voice, the expression of Joy affects
mostly the rounded vowels (/u, o, O, ø, œ/), with the
exception of /y/. On the F3 dimension, increased values
are observed for Sensuality and Surprise (for back vow-
els), but decreased values are observed for Joy, once again
for rounded vowels but the /y/. Such patterns of formant
changes in Joy and Sensual voices may be explained by
a constrained smile, and a fronted articulation, respec-
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FIG. 4. Vocalic spaces obtained by plotting the median values of (F1,F2) (top) and (F1,F3) (bottom) of each vowel class in
each expression.

tively. Constrained smiles (corresponding to a spread lip ar-
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ticulatory gesture) can be heard [68], and smiles are typ-
ical of positive expressions (if not restricted to them):
a constrained smile freezes labial articulation, thus di-
minishing the protrusion/labialization of rounded vow-
els. The effect of labialization on formants depends on
the vowel constriction point, with back vowels differing
from anterior ones [67]. Stevens [67] predicts an F2F3

peak for a labialized /i/ (p. 291f—a labialized /i/ is an
/y/) that corresponds to an important F3 and a (com-
paratively small) F2 lowering. The constrained smile in
the Joy expression of this corpus, by reducing the de-
gree of labialization of the /y/, leads to an unchanged F2

and a raised F3, compared to the more rounded Neutral
/y/. On the contrary, Stevens [67] predicts lowered F2

for rounded back vowels (fig. 6.22, p. 293): the smile
of Joy has thus the opposite effect of not lowering F2

for these vowels (hence the higher F2 in Joy compared
to Neutral speech)—and to lower their third formant. In
the case of Sensual voice, formant changes (raised F2 and
F3) mostly affect back vowels—as if the speaker uses a
fronted articulation.

Fea. Neu. Ang. Sad. Sur. Sen. Joy

−4

−2

0

2

4

Centr. V−to−V ∆F0

FIG. 5. Box plots of Centr . (black), V-to-V (light grey), and
∆F0 (white) values expressed in z-scores, for each expression
ranked in increasing order of duration (V-to-V ).

E. Dynamics

Another effect of expressive voices is observed on vowel
distributions: the surface enclosed by the polygons link-
ing outer vowels shrinks for some expressions (Fear,
Joy, Sadness), indicating a tendency to hypoarticulated
speech (as compared to vowels spread in the Neutral
speech). This effect is linked to the centralization mea-
sure (figure 5). Among the seven expressions, the ob-
served hypoarticulation may be explained by several fac-

tors: by smaller vocal tract opening in Sadness (reduced
jaw movements), by the constrained lip aperture in Joy,
or because of a faster elocution. Faster speech (as com-
pared with Neutral) is typically observed here for Fear
(see the V-to-V measure in figure 5), which is the only
expressive situation exhibiting shorter durations than the
Neutral base.
F0 differences from vowel to vowel give hints about

the importance of pitch changes during speech produc-
tion in different styles (see the ∆F0 measure in figure 5).
The most extreme variations of this measure are observed
for Surprise, with a median above 4 ST. These extreme
variations correspond to the large modulations of pitch
reported for this expression in French [29]. A ∆F0 above
2 ST is also observed for the expression of Anger [see the
large standard deviation reported for F0 by 34]. On the
contrary, both Sad and Sensual voices show few modula-
tions, with a median ∆F0 below 1 ST.

F. Summary

From this description of the variations of each param-
eter across expressions, a distinctive description of these
seven expressive conditions could be drawn. The Neu-
tral, declarative, condition serve as a reference to describe
the “expressive” ones. Two expressive conditions tend to
show lower arousal, while four show higher arousal than
the Neutral expression; this asymmetry may explain the
positions of some acoustic cues in the Neutral condition
that do not fit on the mean of observed values. The
Neutral set was performed with intensity and F0 (and
their F1 and H1 − A3 correlates) slightly below (above
for H1 − A3) the median of observed values. This also
applies to F0 dynamic. On the contrary, Neutral voice
shows high harmonicity, with the highest observed HNRs;
it shows short duration and low levels of centralization
(note that the context of the recordings may involve a
clear articulation).

Compared to the Neutral base, the Sadness and Sen-
suality conditions are characterized by lower means of
intensity, F0, F1 (especially for open vowels), and high
spectral tilt. Sensuality is singularized by its high levels
of aperiodicities (low HNRs due to breathy phonation),
which contrast with the modal voice of Sadness. Sensual-
ity is also produced with a fronted articulation, marked
by higher F2 for back vowels. Sadness is characterized
by its high level of vocalic reduction (hypoarticulation
linked to the lowest Centr . measure), and its flat F0 con-
tour (lowest ∆F0).

On the other side of the arousal range, the expres-
sions of Anger, Fear, Joy, and Surprise are characterized
by high energy levels—with Anger exhibiting the high-
est, followed by Fear, Surprise, and Joy. These expres-
sions also show higher F0 levels than the Neutral con-
dition. Comparatively to its measured energy, Fear has
high F0, higher than Anger—as in the case of Surprise
when compared to Joy. Fear and Surprise are thus pro-
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duced with a rise of pitch greater than the changes that
may be explained by an increased vocal effort. Levels
of H1 − A3 follow (negatively) intensity changes, except
for Joy, which shows a rise in high-spectrum energy that
may be explained by the increased energy in the third
formant linked to an audible frozen smile. This smile
also explains the increased F2 measures in Joy for back
rounded vowels and the decrease of F3 for the /y/ vowel.
These constraints on articulation may explain the cen-
tralization observed in the vocalic triangle of Joy, which
is also characterized by an increased rate of melodic vari-
ations (higher ∆F0). Fear, and to a lesser extend Anger,
are produced with the highest levels of irregularities in
the measured F0 (lowering of PAP not explained by ad-
ditional noise), which may be linked to high muscular
tension—Fear being also produced with the fastest rate
(which may account for some hypoarticulation). While
Anger has the broadest formantic space, leading to the
interpretation of wider jaw opening [26] and pharyngeal
expansion [65]. Finally, Surprise is the expression having
the highest ∆F0, which may partly explain the structural
noise observed in the PAP measure for this expression.

IV. ACOUSTIC DIMENSIONS

In the preceding section, expressive variation has been
analyzed using a set of acoustic parameters, according
to sets of voice quality settings. Descriptions of the ex-
pressions have been sketched. In this section, intrinsic
dimensions of the acoustic space are investigated through
an inferential statistical analysis.

A. Discriminative power of acoustic parameters

A Linear Discriminant Analysis (LDA) was run on the
(standardized) acoustic measures, using R DiscriMiner li-
brary [64] to find the discriminatory power of parameters
(alone or in combination) separating the proposed set of
expressions [72]. Since the procedure does not accept
missing values, the analysis is based on a restricted set
(see table I for details). First, a preliminary descriptive
analysis was run to measure the discriminatory power of
each acoustic parameter, regarding the expressions in this
corpus. Results are presented in table II. All parameters
have a significant discriminatory power (p < 0.01), even
when their contributions account to only a small amount
of the variance. The intensity and F0 measures carry
the greatest share of information with canonical corre-
lations above 0.7, followed by their covariates, H1 − A3

and F1 (which explain a smaller part of the variance).
Measures of noise (primarily PAP), ∆F0, and duration
follow. Other measures did not show an important global
discriminatory power, but may still be of interest to dis-
criminate specific cases.

An LDA procedure was then run using a cross-
validation procedure (based on 10 groups) to evaluate

TABLE II. Predictive power of the acoustic parameters, mea-
sured as canonical correlations through an LDA.

Parameter INTA F0 H1 −A3 F1 PAP NOISE
can. correl. 0.85 0.76 0.41 0.38 0.34 0.26

Parameter ∆F0 V-to-V F2 F3 Centr .
can. correl. 0.18 0.14 0.06 0.06 0.03

the accuracy of the model in classifying individual vowels
into these seven expressive categories, on the basis of the
given acoustic measures. The resulting confusion matrix
is presented in table III. Globally, the model achieves
a 78% classification score. Note that this classification
measure is obtained on vowels—not on full sentences.

TABLE III. Percentage of vowels from each expressive
base (rows) classified as one of the 7 expressive categories
(columns) by the LDA model built on the acoustic parame-
ters.

Original Predicted
Neut. Ang. Fear Joy Sad. Sens. Surp.

Neutral 81 0 0 6 4 4 4
Anger 2 84 8 5 0 0 1
Fear 0 6 82 4 0 0 7
Joy 8 3 4 71 0 0 14
Sadness 5 0 0 0 90 6 0
Sensuality 9 0 0 0 22 68 0
Surprise 6 2 10 17 0 0 65

The best classification rates are achieved for Fear, Sad-
ness, and Neutral (over 80%), while others expressions
show rates between 60% and 70%. Three expressions
exhibit consistent confusions—over chance level (14%):
Sensuality is mistaken for Sadness, while Surprise and
Joy show mutual confusions.

B. Discriminant functions and acoustic dimensions

The combinations of base acoustic parameters forming
the discriminant functions (DF ) highlight the use of pa-
rameters to discriminate expressions (table IV presents
the correlations between the variables and the DF of the
descriptive model). The first DF (which explains more
than 80% of the variance) opposes vowels that have low
intensity, F0, and F1; these low values are related to in-
creased spectral tilt. This DF is reminiscent of the di-
mensions of effort and tension described in the preceding
section. The second DF (8% of the variance) is linked to
both measures of noise: it separates voice produced with
high levels of noise (and here typically Sensuality, with
additive noise) from the others. The third DF (7% of the
variance) selects vowels where F0 covaries with H1 −A3,
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TABLE IV. Correlation between the acoustic variables and
the six DF ; percentage of variance explained by each DF .

DF 1 DF 2 DF 3 DF 4 DF 5 DF 6

F0 -0.88 -0.07 -0.45 -0.07 -0.02 0.08
∆F0 -0.30 -0.09 -0.09 -0.29 0.72 -0.24
INTA -0.98 -0.03 0.05 0.13 -0.00 0.07
PAP 0.04 -0.87 0.31 0.24 0.06 -0.05
NOISE -0.18 -0.76 0.21 0.15 -0.05 0.19
H1 −A3 0.58 0.00 -0.40 0.43 0.38 0.17
V-to-V 0.12 0.03 0.29 -0.64 0.28 0.49
F1 -0.66 -0.08 -0.05 0.10 -0.07 0.29
F2 0.13 0.24 0.03 -0.36 -0.16 -0.49
F3 0.03 0.20 -0.27 -0.15 0.26 -0.02
Centr . -0.10 0.08 0.05 0.09 0.31 0.33
Prct . 80.8 7.9 6.7 2.7 1.8 0.1

without changes in intensity—thus a voice produced with
pitch changes that are not induced by intensity. This
function typically separates Fear and Surprise from Joy
and Anger productions. The first three eigenvalues ex-
plain about 95% of the variance; the remaining three
DF thus discriminate particular cases. The fourth DF is
linked to lengthening, and thus separates the expressions
of Joy, Surprise and Sensuality (which show the most
pronounced lengthening) from Fear and Neutral (spoken
faster, especially Fear). The fifth DF is correlated to
∆F0, which is, as already mentioned, mostly typical of
Surprise [29]. The last DF links centralization and a low-
ering in F2, which corresponds to supraglottal change in
the articulation that have been related to either smile or
an anteriorization in articulation (see section III).

C. Frequency code and effort code

F0 is certainly a major cue to expressive voice vari-
ations, but fully understanding its production requires
taking into account vocal effort, which is intimately
linked to vibration mechanisms [39, 70]. As these anal-
yses show, it is the combination of both intensity and
F0 that gives the most comprehensive distribution of af-
fects. The possibility for the speaker to control F0 in-
dependently of intensity is illustrated by the LDA third
DF . Thus, the speaker exerts a control either on the
intensity (via an increased effort) or on F0. This result
supports the Frequency Code [59] and the Effort Code
[35]: concepts that discuss different types of F0 changes.
The Effort Code explicitly links F0 excursions to the ex-
ertion by the speaker of a greater effort. In our data,
F0 changes spanning from Sensuality up to Anger are
typically induced by an increased effort—and linked to
a higher arousal in Scherer [65] terms [see also 34]. The
explicit control of F0 only (which is typically the case of
Fear opposed to Joy in this corpus) would in that view be

related to the Frequency Code, and the observed changes
support its predictions on emotional expressions [an F0

rise linked to a lack of control over the situation: 59]. In
such cases, the measures of F0 and H1 − A3 bring the
most interesting cues, knowing the arousal level [34].

D. Role of back cavity

A covariation of INTA and F0 with F1 is observed.
F1 is related to the resonance of the back cavity of the
vocal tract—at least for French oral vowels [4]. Changes
in overall muscular tension modify the vertical position
of the larynx and the muscular contraction of the vocal
apparatus; Laver [48] linked it to higher F0. Increased
degree of articulation is linked to wider jaw opening [26].
Such changes affect the length and width of the back
cavity—and thus the first formant value. Given the ob-
served changes in F1 for the expressions exhibiting a high
F0, both phenomena (raised and constricted larynx, low-
ered jaw) are likely to play a role in F1 changes. A wide
jaw opening is expected for Anger and Surprise, and af-
fects the whole vocalic space along F1. The expression of
Fear is produced here with a very fast rhythm, which is
not compatible with large movements of the jaw: higher
F1 are observed in this case, but with a reduced span be-
tween high and low vowels. Smaller changes in F1 across
the vocalic space may be related to reduced articulatory
movements, and higher overall F1 values may be linked
to high tension, as well as a wider mean opening of the
jaw.

If F1 changes are mostly a subproduct of arousal, the
main expressive space is thus constructed by the speaker
on two aspects of voice production: vocal effort and pitch
control. Distinctions between expressions confused on
this plane (i.e., the expressions with low or high arousal)
are made thanks to the use of others, secondary, acoustic
cues.

E. Noise dimension

One of the important secondary cues is the presence
of noise in the voice. In this corpus, noise is mostly due
to a breathy phonation and can be observed in the Sen-
sual voice. Breathy phonation for Sensual voice follows
the cliché of B. Bardot’s charming voice, as described
by Léon [50, p. 77–79]. The acoustic measures of noise
allow a separation between Sensual and Sad voices that
are otherwise similar in their F0 and intensity values.
Other types of noise may have been observed: typically
a presence of vocal fry, which could have led to a different
expressivity, but it is not observed in this data, thus we
will not speculate [for definition or an example of its ex-
pressive use see, e.g., 31, 61]. Léon’s description also cites
a fronted articulation (for its symbolism of “little girl”);
fronting that is observed in this corpus (increased F2 for
back vowels), together with a lowering of intensity. The
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performance recorded in this corpus thus matches classi-
cal descriptions of Sensual voice in French females.

Both Fear and Anger also received high levels of struc-
tural aperiodicities that may be correlated with the
high levels of muscular tension (at the glottis) necessary
for such productions, whatever their otherwise different
characteristics. This tension gives, as a byproduct, a
more trembling voice that may convey a negative valence
[cf. a similar conclusion for high arousal in 34]. Note that
the amount of noise in Anger is lower than the one found
in Fear; but noises in both voices still share the same ex-
planation of a greater muscular tension. The differences
between Fear and Surprise are linked to their intonation
patterns: important inter-syllabic changes are performed
in Surprise, while the intonation of Fear is reaching a
ceiling and presents a flat contour. The expression of
Joy, with an intensity level comparable to Surprise, has
a much lower spectral slope (close to the one observed
for Fear). This shallow slope seems unlikely to be due to
vocal effort alone, as intensity is much lower for Joy than
Fear. The median A3 (critical for the H1−A3 measure),
is given in table V. Joy is performed with the highest
A3 values. One may expect that the smiling gesture,
typical of this expression, may enhance A3. Such a high
energy in the high spectrum is coherent with the descrip-
tion of naturally occurring smiling speech, perceived as
high-pitched [23]. The four high-pitched expressions are
also, to some extent, distinguished by the changes they
induced in the formants—in F1 for the most aroused, and
also F2 and F3 in the case of Joy.

TABLE V. Median values of A3 (in dB) for each expression.

Neutral Anger Fear Joy Sadness Sensuality Surprise
18 28 17 33 3 10 26

F. Supraglottal changes

Secondary cues such as structural noise, melodic
changes, and formantic values does not have such a
prominent discrimination role as intensity and F0 at a
global level, notably because their distributions over ex-
pressions show larger overlaps. These overlaps arise from
different reasons. It has been shown that the formantic
changes linked to expressive variation are not systematic
across vowels. They are linked to vowel categories (open
or not, rounded or not) and changes in formants related
to expressions may occur in opposite directions, depend-
ing on the vowel (e.g., opposite F2 change for /y/ vs. /u/
in Joy, for the same lip spreading reason).

Measurements of vowels centralization, in addition to
being difficult to obtain without a good knowledge of
the speaker’s voice, are not conclusive in this work.
Other measures such as the vowel compact/diffuse and

grave/acute dimensions [63] have been tested but, as lin-
ear combinations of the direct formant measures, they
do not lead to different solutions (higher F1 increases
compactness, higher F2 decreases it, raised formants in-
creased the acute measurement).

Changes in the vocal tract shall still have an important
impact on the perception of these expressions, but a com-
prehensive use needs a more complex statistical model.

V. DISCUSSION AND CONCLUSIONS

A. Paradigmatic acoustic discrimination &
perception

The results do replicate previous descriptions in the lit-
erature [6, 34, 51, 71], and they also do follow predictions
made by several theoretical models of speech production
or affect [2, 35, 48, 59, 65, 67, 70]. We believe the acous-
tic parameters presented here adequately reflect the pre-
sented set of voice quality dimensions—the use of which
will have to be replicated and extended across speakers,
genders, languages, and along finer and more varied ex-
pressive variations.

This work is a quest for the main dimensions in
paradigmatic changes for vowels in the expressive speech
of a given speaker. The base dimensions are measurable
acoustic parameters, for both the voice source and vocal
tract components of the speech production model.

In a first part, expressions were analyzed in a top-down
approach, using acoustic dimensions such as intensity and
tension. In a second part, a bottom-up approach unveiled
the hidden dimensions in the acoustic space through sta-
tistical analyses. Additionally, a statistical analysis al-
lows assigning weights to the relative significance of in-
trinsic dimensions.

An overall score of 78% of good classifications is ob-
tained by the LDA, on the basis of isolated vowels only;
listeners presented with full sentences do achieve an 86%
of good recognition [25]. This indicates that paradig-
matic vocal quality analysis is a relevant approach since
isolated vowels in sentences carry an important part of
the expressive content.

Recognition of individual expressions also differs be-
tween the automatic classifier and human listeners. Ac-
cording to results presented in Evrard et al. [25], the
expression of Fear in this corpus is the most difficult to
recognize (with 68% of correct identification by listen-
ers); on the contrary, it is one of the expression with the
highest classification score by the LDA (82%). A reverse
pattern is observed for Joy, well recognized by listeners
(85%), but which receives a 71% classification score by
the LDA model. Automatic and perceptual categoriza-
tion processes also show differences in their confusions
patterns. Joy is confused with Sensuality and Surprise
by listeners, while its acoustic patterns are close to Sur-
prise only.

The two tasks—perceptual identification and acoustic
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classification—are obviously different, and such a com-
parison is limited. Perception involves a top-down in-
formation processing strategy; Joy and Sensuality share
conceptual features (like a positive valence) that are not
interpreted by such a bottom-up only model. There
may be cues to valence in the acoustic signal [e.g., the
acoustic characteristics of smile in these two cases, the
presence of noise in Fear—see 34]. However, using this
knowledge to link the Joy and Sensuality categories that
are otherwise very different acoustically (regarding in-
tensity and pitch), would require a much more complex
(and realistic) statistical model than the one presented
here. Listeners do also possess a detailed representation
of human voices (having notably a full knowledge of the
phonetic properties of sounds) that allows them to grasp
changes in vowel quality in a holistic way. The presented
LDA analysis lacks a comprehensive representation of the
speaker’s vocal ability (i.e., vowel categories are not part
of the model). The model is also based on a single speaker
and obviously cannot extrapolate to others—especially
not to male voices.

Such differences underline the gap between acoustic
measurements and high-level analysis of voice expressiv-
ity by human listeners. The perceptual results support
the importance of supraglottic changes, and primarily
smile. The presence of a smile may explain the percep-
tual confusion between Joy and Sensuality. On the other
side, the LDA categorization, despite all its limitations
linked to a single speaker corpus and a limited expression
set, does show that a paradigmatic approach has merits.
The statistical model did not aim at providing a classifi-
cation of emotional expressions, but rather at (i) showing
that sets of vocal qualities (compounds of voice quality
settings found in an expressive voice) may be acousti-
cally differentiated at a reasonable rate (78%)—thanks
to paradigmatically measured acoustic parameters, and
(ii) extracting the acoustic dimensions used to segregate
such types of voice qualities.

B. Weighted dimensions and acoustic description

An interesting outcome of these results is the relative
weights of acoustic dimensions. The first statistical di-
mension explains a substantial part of the variance in the
acoustic space (more than 80%), being a combination of
few parameters: INTA, F0, F1, H1−A3. This is in good
agreement with Figure 1, where the seven expressions,
which present seven types of compound voice qualities,
show a clear organization in the (INTA, F0) plane. This
result suggests that, for this corpus, the most important
acoustic cues for characterizing expressivity in isolated
vowels are given by intensity and melodic height. This is
reminiscent of the arousal dimension of emotional mod-
els, and of the frequency code and effort code of commu-
nicative models.

The second statistical dimension corresponds to noise
measurements (see Figure 3 for acoustic description). It

is primarily beneficial on this data for the distinction
between Sadness and Sensuality (for additional noises),
and between Neutral and Anger, Fear or Surprise (for
structural noises).

The third statistical dimension corresponds to changes
in spectral tilt that are independent of intensity. Such
changes are thus not related to vocal effort, but rather
to vocal tract induced spectral changes or to intensity-
independent variations of F0. An important feature of
vocal tract settings in this set of expressions is related to
facial mimic, like smile (i.e., lips spreading that increases
F3 amplitude) present in Joy. Covariations of H1 − A3

and F0 are typical of Fear and Surprise, with important
F0 changes that are not explained by effort.

Other dimensions are more difficult to interpret and
are of lesser importance. In summary, the four dominant
acoustic parameters are F0, INTA, PAP and NOISE ,
and H1 − A3. Other parameters play a role in the ob-
tained discrimination results, but it seems difficult to in-
terpret their specific contributions. It has to be noted
that other types of voice quality variations exist, and
combinations of them that could depend on other types
of expressions, such as, e.g., strategic choices by speakers
or speaker characteristics. Typically, there is no nasality
settings in this corpus.

Let’s also note that F0 was measured on the EGG
signal, which enhances its reliability; such a signal is
not commonly available, but robust pitch detection algo-
rithms are now widely available. Meanwhile, such algo-
rithms may fail on some types of voice quality, as it failed
in 20% of cases for the breathy sensual voice. Harsh or
creaky voices may also have proven challenging. The very
fact that F0 detection fails, or vocalic segment are found
unvoiced, may also be used as a voice quality parameter
(i.e., using the percentage of unvoiced vowels or unvoiced
frames as a measure of non-modal voices).

C. Conclusion

The results obtained in this work are based on the anal-
ysis of only one female speaker, in one language, with a
restricted set of acted expressions. In this case, it seems
that the paradigmatic variation in vowels is consistent
across expressions. More work is needed to take into ac-
count cross-speaker variation, across languages and gen-
ders, and for naturally occurring expressions (which shall
exhibit more subtle change patterns).

The results obtained are in good agreement with ear-
lier descriptions of expressive voice variations, made on
several speakers, and based on different sets of long-term
acoustic measurements [6, 34]. It also supports the pre-
dictions of various models and descriptions of speech and
voice expressivity, by explanatory measures for acoustic
changes along vocal effort [35], pitch [59], emotions [65],
or smiling speech [23, 68]. The covariation of the two
main acoustic cues (F0 and intensity) follows the descrip-
tions of the literature [51, 70, 71]. Those outcomes, along
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with an efficient descriptive model of acoustic change ob-
tained from the measures used in this work, reinforce the
strength of this description.

These results demonstrate that paradigmatic varia-
tions of vowels in expressive speech are highly consis-
tent. This approach seems more detailed and accurate
than long-term average analysis [e.g., 34]. It is a local
short-term method that is complementary to prosodic or
syntagmatic voice quality analyses.
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(Prosodic and functional correlates of perceived smiling
speech in spontaneous Quebec French speech),” Univer-
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