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ABSTRACT

Variant interpretation is the key issue in molecular
diagnosis. Spliceogenic variants exemplify this is-
sue as each nucleotide variant can be deleterious
via disruption or creation of splice site consensus
sequences. Consequently, reliable in silico predic-
tion of variant spliceogenicity would be a major im-
provement. Thanks to an international effort, a set
of 395 variants studied at the mRNA level and oc-
curring in 5′ and 3′ consensus regions (defined as
the 11 and 14 bases surrounding the exon/intron
junction, respectively) was collected for 11 different
genes, including BRCA1, BRCA2, CFTR and RHD,
and used to train and validate a new prediction pro-
tocol named Splicing Prediction in Consensus El-
ements (SPiCE). SPiCE combines in silico predic-
tions from SpliceSiteFinder-like and MaxEntScan and
uses logistic regression to define optimal decision
thresholds. It revealed an unprecedented sensitiv-
ity and specificity of 99.5 and 95.2%, respectively,
and the impact on splicing was correctly predicted
for 98.8% of variants. We therefore propose SPiCE
as the new tool for predicting variant spliceogenic-
ity. It could be easily implemented in any diagnostic
laboratory as a routine decision making tool to help
geneticists to face the deluge of variants in the next-
generation sequencing era. SPiCE is accessible at
(https://sourceforge.net/projects/spicev2-1/).

INTRODUCTION

Since the advent of genome wide sequencing, interpreta-
tion of variants of unknown significance (VUS) has been
recognized as the major bottleneck and challenge for clini-
cal geneticists. Variants are usually classed within a 5-tiered
scheme (1) from benign and likely benign variants (class
1 and 2, respectively) to likely pathogenic and pathogenic
variants (class 4 and 5, respectively). The geneticist is on
relatively solid ground in these four classes, where the bio-
logical impact is known or at least likely known. However,
class 3 refers to the so called VUS where the effect of the se-
quence variation on the transcript and protein and thereby
on the patient is simply not known. Clinical management
logically stems from this knowledge (2) which is why vari-
ant classification is of utmost importance.

Hereditary breast and ovarian cancers are mainly due
to BRCA1 (MIM #113705) and BRCA2 (MIM #600185)
pathogenic variants. The BRCA genes embody the problem
of variant interpretation due to their wide mutational spec-
trum, which is mostly devoid of specific hot spots. To ex-
emplify this issue, over 30% of the variants in the Breast
Cancer Information Core (BIC), ClinVar and BRCA Share
databases are VUS (3–5).

Spliceogenic variants are probably the most challenging
for the geneticists as each nucleotide variation, regardless of
its location, can potentially affect pre-mRNA splicing and
be pathogenic via disruption of 5′ or 3′ splice sites (5′/3′ ss),

creation of new 5′/3′ ss or alteration of splicing regulatory
elements. It is estimated that ∼15% of all point mutations
causing human inherited disorders disrupt splice-site con-
sensus sequences (6). Consequently, assessing the impact
of variants on splicing is a mandatory task in molecular
diagnosis. Toward this aim, several in silico prediction tools
can be used either as stand-alone programs or as interfaces
integrating multiple algorithms (see ‘Materials and Meth-
ods’ section). These tools are important to select variants
that are worthy of expensive and time-consuming RNA
analyses. This is why we published user’s guidelines from
the splice network of French BRCA diagnostic laboratories
within the Unicancer Genetic Group hereinafter named
UGG, http://www.unicancer.fr/en/unicancer-group) (7),
recommending the combined use of two bioinformatics
variation scores MaxEntScan (MES) and Splice Site
Finder-like (SSF-like) between the mutated and wild-type
(WT) sequences. Two thresholds of relative decrease of
scores at 15% for MES and 5% for SSF-like permitted
to obtain a sensitivity of 96% and a specificity of 83%.
While useful, these guidelines are prone to false-negative
predictions (see below, ‘Results’ section) and could there-
fore be improved. Consequently, we developed a new
prediction tool, called Splicing Predictions in Consensus
Elements (SPiCE), to prioritize RNA studies to relevant
variants that alter 5′ and 3′ splice consensus regions i.e.
11 bases for the 5′ splice site and 14 bases for the 3′ splice
site. SPiCE uses logistic regression by running different
combinations of in silico tools. Thanks to an international
collaborative effort including the ENIGMA consortium
(evidence-based network for the interpretation of germline
mutant alleles, https://enigmaconsortium.org/) (8), we were
able to collect 305 BRCA1 and BRCA2 variants occurring
in 5′ and 3′ consensus regions with their corresponding
splice study. SPiCE was developed using a training set
of 142 BRCA1 and BRCA2 variants and validated on a
further set of 163 BRCA1 and BRCA2 splice variants.
Furthermore, and to demonstrate its versatility, SPiCE was
successfully applied to another set of 90 variants occurring
in 5′ and 3′ consensus regions of 9 non-cancer genes
e.g. in CFTR (MIM#602421), CTRC (MIM#601405),
HFE (MIM#613609), HJV (MIM#608374), LRP5
(MIM#603506), PDK1 (MIM#602524), RHD
(MIM#111690), SLC40A1 (MIM#604653) and TFR2
(MIM#604250).

MATERIALS AND METHODS

Nomenclature

Nucleotide numbering is based on the cDNA sequence of
BRCA1, BRCA2, CFTR, CTRC, HFE, HJV, LRP5,
PKD1, RHD, SLC40A1, TFR2 (NCBI accession
number NM 007294.2, NM 000059.3, NM 000492.3,
NM 007272.2, NM 000410.3, NM 213653.3,
NM 002335.3, NM 001009944.2, NM 016124.4,
NM 014585.5, NM 003227.3, respectively), c.1 denot-
ing the first nucleotide of the translation initiation codon,
as recommended by the Human Genome Variation Society.
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Definition of consensus splice site regions

Consensus splice site regions (5′ss and 3′ss) were defined ac-
cording to Burge et al., (9), i.e. 11 bases for the 5′ splice site
(from the 3 last exonic to the 8 first intronic bases) and 14
bases for the 3′ splice site (from the 12 last intronic to the
first 2 exonic bases).

Datasets

Among this initiative, 395 variants occurring in the con-
sensus 5′/3′ ss regions of 11 genes were collected, along
with their respective RNA studies, and distributed between
a training set and a validation set (Figure 1).

The training set (Supplementary Table S1) comprises
142 BRCA1 and BRCA2 variants from the UGG net-
work. We performed transcript analyses as previously de-
scribed (7). Briefly, protocols for transcript analyses in-
cluded (i) minigene-based splicing assays, (ii) RNA ex-
tracted from lymphoblastoid cell lines treated/untreated
with puromycin. (iii) RNA extracted from blood collected
into PAXgene tubes (Qiagen), (iv) RNA extracted from
stimulated T lymphocytes. Controls (samples without vari-
ant) were always included in these experiments. No discor-
dance was observed between in vitro studies for the same
variants.

To validate the SPiCE tool, we first gathered from the lit-
erature 208 transcript analyses from 163 distinct BRCA1 (n
= 92) and BRCA2 (n = 71) variants reported in 56 publica-
tions. This curated collection of information was provided
by members of the ENIGMA consortium as part of an on-
going data collection used for variant review (10,11) (Sup-
plementary Table S2). Twelve of them (denoted by cross
(†) in Supplementary Table S2) were analyzed at least twice
and splicing alteration was constantly observed for 11 vari-
ants, with outcomes for different variants including exon
skipping, use of cryptic splice site or combination of these
events. Only one variant (c.518G>T in BRCA2) had con-
tradictory reported and the reasons for this discordance re-
main unknown (12,13). Second, to extend the use of SPiCE
to non-BRCA-genes, the second set of validation comprised
90 variants on CFTR (n = 44), CTRC (n = 2), HFE (n = 1),
HJV (n = 1), LRP5 (n = 1), PKD1 (n = 1), RHD (n = 38),
SLC40A1 (n = 1) and TFR2 (n = 1) with their splicing effect
evaluated by minigene assay (Supplementary Table S3) (14).
These variants were identified during the course of genetic
counseling and thereby reflect clinical practice.

In silico tools

Five in silico prediction tools were tested: MES, (http:
//genes.mit.edu/burgelab/maxent/Xmaxentscan scoreseq.
html) (15), SSF (16), Human Splicing Finder (HSF)
(http://www.umd.be/HSF3/) (17), Neural Network Splice
(NNS) (http://www.fruitfly.org/seq tools/splice.html) (18)
and GeneSplicer (GS) (http://www.cbcb.umd.edu/software/
GeneSplicer/gene spl.shtml) (19). Very briefly, the calcu-
lation of an MES score is based on maximum entropy of
a nucleotide sequence with a set of constraints fixed by
the MES model, including the variant’s neighboring bases.
NNS also takes into account the variant’s neighboring
position, but unlike MES, NNS is based on a machine

learning technique i.e. artificial neural networks. For SSF
and HSF, the score calculation is based on a position
weight matrix and its homologous percentage with the
tested sequence. We used SSF-like, a version of SSF,
allowing calculation score of donor splice site with GT
and GC canonical motifs, embedded in Alamut® and in
SPiCE. At last, GS is based on a decision tree method.
It captures potential strong dependencies between signal
positions by dividing the dataset into subsets based on
pairwise dependency between positions and modeling each
subset separately (20). The outcomes of each of these tools
were simultaneously obtained by using the commercial
software (Alamut® Visual software version 2.8 rev. 1 and
Alamut® Batch version 1.5.2., Interactive Biosoftware).

Logistic regression and model definition

First, we processed to descriptive analysis of bioinfor-
matic prediction scores. We tested the discriminant ca-
pacity of these scores by receiver-operating characteristics
(ROC) curves, representing the sensitivity as a function
of 1-specificity (21), using the R package ROCR (22) and
the correlation between variables by Pearson’s coefficient.
Then, we used logistic regression to estimate the probabil-
ity that a variant alters splicing. Parameter values were ob-
tained by maximum likelihood, as objective function. This
model was implemented in R software version 3.3.1 with
the generalized linear model (glm) function. We considered
that splicing alterations could correspond either to abnor-
mal splicing events or to reinforcement of alternative splic-
ing with partial or total effect. Splice event can be a sin-
gle or multiple exon skipping and the use of exonic or in-
tronic cryptic 5′ or 3′ splice sites. Selected variables to ex-
plain splicing alteration by a variant were (i) variation of
prediction scores between WT and variant sequences, de-
fined by Equation (1) and the score was annotated �MES,
�SSF, �HSF, �NNS or �GS, (ii) localization in the invari-
ant splice site positions (3′AG/5′GT), (iii) donor (5′) or ac-
ceptor (3′) splice sites, (iv) genes (e.g.: BRCA1 or BRCA2).

�score = scoremutated − scorewt

scorewt
(1)

To construct our final model we used a selection proce-
dure based on a stepwise type approach with Akaike In-
formation Criterion (AIC). Thereby AIC allows us to con-
sider the likelihood of our model and the number of pa-
rameters in order to have the best model with a minimum
of parameters. Models were compared by a likelihood ra-
tio test. Cross-validation and other validation steps of the
final model are described in the Supplementary Methods.
AIC was considered more relevant than the Bayesian Infor-
mation Criterion for a predictive approach. In any case, the
two different criteria provided similar values (see Supple-
mentary Table S7).

We developed SPiCE software, in the commonly utilized
‘R’ language to enable it to be freely applicable, information
on this software are in Supplementary Material (see SPiCE
handbook supplementary document). This software gener-
ates MES and SSF-like scores. For this purpose, the MES
script was retrieved from the BurgeLab website (see in silico
tools) and the SSF-like script was rewritten for SPiCE in
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Figure 1. Curated datasets and in vitro analyses methods used in this study.

R language according to its description under the original
publication (16) and under the manual of the commercial
Alamut software. Position weight matrices, used by SSF-
like for scoring acceptor and donor splice sites, were ob-
tained from SpliceDB which contains 28 468 pairs of splice
site sequences (23).

In silico predictions using previously published guidelines

In order to compare SPiCE with our former guidelines,
the BRCA1/2 validation set was assayed as previously de-
scribed (7).

RESULTS

Aberrant splicing events were described for each dataset
in Supplementary Table S4. Briefly we observed 76.7%
(303/395) variants that alter splicing, with 44.6% of exon
skipping, 10.9% use of 5′ alternative splice sites, 8.9% use of
3′ alternative splice site and 12.4% of multiple aberration.

BRCA1/BRCA2 training set

In total we performed 188 in vitro analyses on 142 vari-
ants including 37 unpublished variants on both BRCA1 (21
variants) and BRCA2 (16 variants). The variants from the
training set were equally distributed between BRCA1 and
BRCA2 genes, 50.7% (72/142) and 49.3% (70/142), respec-
tively. Eighty-four variants (60%) were localized at the prox-

imity of the 5′ ss and the 58 (40%) remainder at the proxim-
ity of the 3′ ss. Ninety-five variants altered splicing and were
mainly (54.7%, 52/95) located outside the AG/GT dinu-
cleotides (Table 1 and Figure 2A).

BRCA1/BRCA2 validation set

In the 163 variants collected from the literature, 92 (56.4%)
variants were in BRCA1 and 71 variants in BRCA2. These
variants were mainly localized on the donor sites compared
to the acceptor sites, 58.3% (94/163) and 41.7% (69/163),
respectively. Sixty of 135 (44.4%) variants that alter splicing
were outside canonical dinucleotides (Table 1 and Figure
2B).

Non-BRCA validation set

We also selected 90 variants in nine non-BRCA genes, which
were in CFTR (n = 44), CTRC (n = 2), HFE (n = 1), HJV
(n = 1), LRP5 (n = 1), PKD1 (n = 1), RHD (n = 38),
SLC40A1 (n = 1) and TFR2 (n = 1) (Supplementary Ta-
ble S3). Fifty-three variants (58.9%) were in donor splice
sites and 37 (41.1%) in acceptor sites. Seventy-three variants
altered splicing in minigene assays. Half of these (n = 36;
49.3%) are in the AG/GT dinucleotides (Table 1 and Fig-
ure 2C). Some positions were poorly represented and this
uneven distribution outside 5′/3′ ss can explain the imbal-
ance between variants that do and do not affect splicing, 73
and 17 variants, respectively (Figure 2C).
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Figure 2. Localization and impact of variants according to distance from splice site. X-axis: variant altering splicing (black bar), variant without effect
(gray bar). Y-axis: total number of variants for each position. Donor and acceptor splice sites were defined as −3 nt in exon to +8 nt in intron and −12
nt in intron to +2 nt in exon, respectively. (A) variants from training set. (B) variants from BRCA1/BRCA2 validation set. One single base deletion that
affects the canonical AG splice site does not induce aberrant splicing. The reason is that the deletion removes a ‘A’ from the canonical ‘AG’ but without
disrupting the consensus as the following neighboring nucleotide is another ‘A’ which in turn does preserve the consensus (C) variants from other genes
validation set.

Descriptive analyses of bioinformatics prediction score

To determine if prediction scores from different algorithms
give similar information or not on our training set, we cal-
culated Pearson coefficient correlation for each algorithm.
The greatest correlations were between HSF and SSF-like
(0.80) and between MES and NNS (0.87). GS score has the
lowest correlation with the other prediction scores (rang-
ing from 0.43 to 0.48). Excluding GS score, the lowest val-
ues were observed between SSF-like and MES (0.71) and
between NNS and HSF (0.60) (Supplementary Table S5).
The predictive capacity of each algorithm was measured by
ROC curves. NNS and GS scores have the lowest area un-
der the curve (AUC) values (0.907 and 0.736, respectively).
MES and SSF-like scores have the best and similar AUC

value (0.968 and 0.952, respectively) (Figure 3). As a result,
MES and SSF-like provide high predictive capacity with
distinct information.

Model definition of SPiCE

Since our last large study in 2012 (7), we collected and ana-
lyzed in the UGG network a new set of 51 variants (37 un-
published variants). We applied our previous guidelines to
identify variant that alter splicing and obtained a sensitiv-
ity equal to 74.3% (26/35), prompting us to develop SPiCE
(Supplementary Table S6).

First, we performed univariate analysis for each variable
(variation of prediction scores, localization in the invariant
regions, donor (5′) or acceptor (3′) splice sites, genes). We
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Table 1. Distribution of variants in training and validation sets (n = 395)

No. (%) of variants No. (%) of variants altering splicing

5′/3′ splice site 5′/3′ splice site

Gene 5′ 3′ Gene 5′ 3′

Training set, n = 142 variants n = 95 variants altering splicing
BRCA1 42 (58.3) 30 (41.7) BRCA1 32 (66.7) 16 (33.3)
BRCA2 42 (60.0) 28 (40.0) BRCA2 32 (68.1) 15 (31.9)
Total 84 (59.2) 58 (40.8) Total 64 (67.4) 31 (32.6)
BRCA1/BRCA2 validation set,n = 163 n = 135 variants altering splicing
BRCA1 54 (58.7) 38 (41.3) BRCA1 49 (64.5) 27 (35.5)
BRCA2 40 (56.3) 31 (43.7) BRCA2 36 (61.0) 23 (39.0)
Total 94 (57.7) 69 (42.3) Total 85 (63.0) 50 (37.0)
Non-BRCA validation set,n = 90 n = 73 variants altering splicing
CFTR 23 (52.3) 21 (47.7) CFTR 23 (60.5) 15 (39.5)
RHD 26 (68.4) 12 (31.6) RHD 22 (73.3) 8 (26.7)
Other genesa 4 (50.0) 4 (50.0) Other genesa 3 (60.0) 2 (40.0)
Total 53 (58.9) 37 (41.1) Total 48 (65.8) 25 (34.2)

a: LRP5, CTRC, HFE, HJV, PKD1, SLC40A1, TFR2.

Figure 3. ROC curves of different bioinformatics scores from the training set (n = 142). GS: GeneSplicer; HSF: Human splicing finder; MES: MaxEntScan;
NNS: Neural network splice; SSF: SpliceSite finder.
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Table 2. Model parameters

Parameters Value P-value of Wald’s test

�0 −3.59 5.48e-6
�MES −8.21 4.28e-3
�SSF −32.30 6.37e-3

�0: Intercept; �MES: Parameter of MES score; �SSF : Parameter of SSF-
like score.

observed that MES had a better Akaike Information Cri-
terion (AIC) than the other variables (63.46) (Supplemen-
tary Table S7). Then, we performed multivariate analysis by
adding other variables to MES. We found that only the com-
bination of MES and SSF-like significantly improved the
AIC with P-value of likelihood ratio test under 5% (Supple-
mentary Table S7). The values for intercept, MES and SSF-
like parameters are shown in Table 2. These three param-
eters were significantly different from 0 (P-value of Wald’s
test < 0.05). Taken into account that MES and SSF-like do
not score +7 and +8 position of the 5′ss, SPiCE should not
be used at these positions.

We determined our thresholds by using ROC curve anal-
yses on the training set (Figure 4A). The aim of these
thresholds is to prioritize in vitro RNA studies of variants.
Two probability thresholds were thus defined: optimal sen-
sitivity threshold (ThSe) and optimal specificity threshold
(ThSp), 0.115 and 0.749, respectively. As sensitivity is de-
fined as the ratio of true positives divided by the sum of
true positives and false negatives, ThSe is designed to give
the highest detection rate while allowing false positives. On
the other hand, specificity is the ratio of true negatives di-
vided by the sum of true negatives and false positives, mean-
ing ThSp is designed to minimize false positives while al-
lowing false negatives. Sensitivity and specificity with ThSe
are 100% (95/95) and 74.5% (35/47), respectively. Sensitiv-
ity and specificity with ThSp are 88.4% (84/95) and 95.7%
(45/47), respectively. In both cases, accuracy was equal to
90.8% (data not shown). Our bootstrap analysis (Supple-
mentary Table S8 and Figure S1) confirmed stability of
model parameters and thresholds. We observed that cross-
validation confirmed the pertinence of combined MES and
SSF-like variation scores relative to the variation scores of
MES or SSF-like alone (Supplementary Table S9 and Fig-
ure S2).

SPiCE performances on the BRCA1 and BRCA2 validation
set

Following definition and training, SPiCE was validated on
two independent sets of splice data. For each variant, the
probability to have a splice effect was calculated and out-
comes were predicted according to the previously deter-
mined thresholds (Table 3). To facilitate users’ interpreta-
tion, a graphical view was developed where decision thresh-
olds are traced and variants spotted according to their
values of their SSF-like and MES score variation (Figure
5). In-between thresholds, the area is thereby defined as
the ‘gray area’ that includes only 16/160 variants. Optimal
sensitivity threshold gave 99.3% sensitivity (134/135) and
68.0% (17/25) specificity. Optimal specificity threshold gave
92.6% sensitivity (125/135) and 92.0% (23/25) specificity

(Figure 4B). Accuracy values were 94.4% (151/160) and
92.5% (148/160) for ThSe and ThSp, respectively, i.e. above
accuracy obtained on the training set (90.8%).

To further assess SPiCE efficiency, we compared the pro-
portion of variants that affect splicing with their average
SPiCE probability. Hence we subdivided our validation sets
into groups according to their SPiCE probability. Ideally,
the proportion of variants that affect splicing in any given
group should be equal to the average SPiCE probability in
this group. This is the case for our SPiCE model except for
4% (10/250) of variants with a probability between 0.115
and 0.432 (Supplementary Figure S3).

Then we studied a possible association between pre-
diction accuracy and distance to canonical splice site
(AG/GT). As shown in Supplementary Figure S4, SPiCE
remains accurate throughout the consensus regions, even in
the less conserved parts. However, we noted higher variabil-
ity for polypyrimidine tract of 3′ ss (from −5 to −12).

SPiCE performances on the non-BRCA validation set

For CFTR and RHD for which we tested more than 35 vari-
ants, and 7 other genes for which we tested a few variants,
SPiCE classification using ThSe gave a 100% sensitivity and
a 82.3% specificity. ThSp gave 91.7% sensitivity and 100%
specificity (Table 3 and Figure 4C). Combination of two
thresholds of SPiCE protocol did not result in misclassi-
fied variants (0 false positive and 0 false negative). These
results confirmed that the SPiCE protocol is pertinent in
non-BRCA genes.

SPiCE performances with previous published guideline

We compared the performance of our previously published
guidelines to SPiCE on validation sets, n = 250 (Table
4). Using ThSp, SPiCE improves the specificity to 95.2%
(40/42) against 83% with previous guidelines whereas with
ThSe SPiCE dramatically decreases the number of false neg-
atives from 14 to 1 variant i.e. a sensitivity equals to 99.5%.

Further quantitative aspects

We questioned the capability of SPiCE to predict the quan-
titative nature of the splice anomalies. To this aim, 232 anal-
yses for which the semi-quantitative effect was known were
selected from the training set and the non-BRCA valida-
tion set. These 232 analyses were for diagnostic purposes
and the semi quantitative effect was taken into account for
patient’s reporting. As a result, and despite the well-known
difficulties in splice quantification, these data were consid-
ered reliable. Semi-quantitative effect was defined using the
previously published classes i.e. 1S (no effect on splicing),
2S (partial effect) and 3S (complete effect) (7) and plotted
against SPiCE probabilities (Supplementary Figure S5). A
trend emerged as some partial effects led to lower probabil-
ities as compared to complete effects but we were not able
to define a prediction threshold between low/high intensity
effects.
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Figure 4. ROC curve of the SPiCE logistic regression model. (A) on training set (n = 142), AUC = 0.986. (B) On BRCA1 and BRCA2 validation set (n
= 160), AUC = 0.969. (C) On other genes validation set (n = 90), AUC = 0.989. Arrows correspond to decision thresholds for optimal sensitivity (0.115)
and optimal specificity (0.749).

Figure 5. SPiCE graphical ouput results on BRCA1/BRCA2 validation set (n = 160). Representation of variants according to their SSF-like and MES
scores variations in percentage. Blue area represents variants with probability of splicing alteration under decision threshold of optimal sensitivity, red
area corresponds to probability upper decision threshold of optimal specificity and gray area is probability between these two thresholds. Blue points are
variants without splicing effect and red points are variants altering splicing.

Table 3. SPiCE spliceogenicity prediction of variants in validation sets (n = 160 and n = 90)

BRCA1 and BRCA2 validation set Other genes validation set

With alteration Without alteration With alteration Without alteration

P > ThSp 125 2 67 0
ThSp < P > ThSe 9 6 6 3
P < ThSe 1 17 0 14

P: Probability of variant to have splicing alteration; ThSe: Optimal sensitivity threshold; ThSp: Optimal specificity threshold.
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Table 4. Contingency table on validation datasets (BRCA1/2 and other
genes, (n = 250) with guidelines of Houdayer and coll (7)

With alteration Without alteration

�MES > 15% and
�SSF > 5%

194 4

�MES < 15% or
�SSF < 5%

14 38

DISCUSSION

General considerations

This international effort represents the largest in silico study
of splice variants with their corresponding in vitro/ex vivo
transcript analyses conducted to date by a consortium.
These international initiatives are needed to get results of
wide scale relevance i.e. for the whole community. It enabled
us to build SPiCE, a powerful prediction tool for variants
occurring at splice site consensus regions, based on com-
bination of MES and SSF-like by logistic regression. The
reason is that among the five algorithms tested (GS, HSF,
MES, NNS, SSF-like), we found that SSF-like and MES
provide the best prediction on splicing effect of variants,
as previously suggested by our group and others (24). Lo-
gistic regression analysis allows us to outperformed use of
bioinformatics score variations of MES and SSF-like alone.
SPiCE fulfills all the necessary criteria for model validation,
e.g. stability of model, without bias. It has been validated on
two replicative sets including 11 different genes and devel-
oped in the commonly utilized ‘R’ langage to ensure free
and wide access.

SPiCE performs with high accuracy (95.6%) and sensitiv-
ity (99.5%) throughout the consensus sequences. The sole
apparent false negative identified on BRCA1 and BRCA2
variants was c.5408G>C in the BRCA1 gene that leads to
exon 23 skipping. The reason for this false-negative may
be due to the complexity of splicing control i.e. due to an-
other mechanism, such as the disruption of distal auxiliary
splicing regulatory elements. This alternative explanation
could be proven by dedicated minigene assays (12,25,26).
Not surprisingly, there is a need for complementary predic-
tion tools to complete our predictions and a fully compre-
hensive tool will eventually emerge from the combination
of SPiCE and promising splicing regulatory element predic-
tions (25,27,28). Moreover, by embedding comprehensive
tools for exon definition, we would in turn be able to dis-
tinguish real exons from pseudoexons (29). Thanks to this
international network of laboratories, these novel develop-
ments are planned to address this challenge.

Recommendations for routine analyses

SPiCE allows the user to know the risk of missing a true
splice alteration according to the probability calculated. As
sensitivity is a key issue in molecular diagnosis, we would
recommend using the optimal sensitivity threshold (ThSe,
probability above 0.115, i.e. including ‘gray area’) which in
our hands gave only one false negative for BRCA1 while
also a limiting number of false positives. On the other hand,
depending on laboratory resources, the user can rely on the
optimal specificity threshold (ThSp, probability above 0.749)

which keeps false positives to a minimum as we observed
only two false positives out of 42 variants without splice ef-
fect in our validation sets.

Previous prediction methods have been proposed for
identifying variants that likely alter splicing. However, these
methods were defined on small series thereby limiting their
applicability (30–35). A recent work (36) on a large series
of 272 variants in consensus regions suggested the used of
a MES threshold of relative decrease of 10%, however this
threshold leads to a specificity of 50% (21/42) on our val-
idation datasets. The UGG network previously published
a large series of splicing variants and accompanying guide-
lines for in silico predictions (7). Importantly SPiCE outper-
forms our previous results as demonstrated on the valida-
tion sets of variants from BRCA1, BRCA2 and other genes
(Tables 3 and 4).

At this point in time, SPiCE predicts potential splicing
alteration of variants at 5′ and 3′ ss but neither the type of
the effect (exon skipping or use of alternative splice site) nor
the importance of the effect (partial or total) are predicted,
although the tool is able to detect a trend in the predic-
tion severity of splicing defects (Supplementary Figure S5).
This trend would allow to prioritize assays for those VUS
predicted to have more severe effects on mRNA splicing.
Importantly enough, SPiCE can be used beyond BRCA1
and BRCA2 and applied to other genes to guide geneti-
cists in their daily practice. The majority of non-BRCA vari-
ants comes from two different genes (CFTR and RHD) but
this should not create a bias as SPiCE runs MES and SSF
which have been trained on our 20 000 protein-coding genes.
Moreover we believe SPiCE versatility is demonstrated by
testing these non-cancer genes i.e. involved in distinct path-
ways. This versatility is of special relevance as issues on mis-
interpretations and/or conflicting interpretations impact all
fields of genetic diagnosis, leading to difficult situations for
patients but also for health professionals. Given that 25% of
clinical genetic results from commercial cancer panels had
conflicting interpretation in ClinVar, the variant interpreta-
tion challenge is prone to erroneous medical decisions and
eventually lawsuit as shown in Dravet syndrome (37). With-
out doubt, the development of reliable in silico tools is a ma-
jor improvement toward reliable variant classification and
patient’s management.

Overall, SPiCE has the potential of a widely used
decision-making tool to guide geneticists toward relevant
spliceogenic variants in the deluge of high-throughput se-
quencing data.
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