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ANGULAR DIFFERENCE MEASURE BETWEEN TOMOGRAPHIC PROJECTIONS TAKEN AT UNKNOWN DIRECTIONS IN 2D
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ABSTRACT
This paper introduces a new measure for estimating the angular difference between two tomographic projections belonging to a set of projections taken at unknown directions. The measure is potential for many applications such as projection refinement or projection classification, which are important in the process of tomographic reconstruction. Our measure relies on the construction of a neighborhood graph for projection moments, the calculus of the angular difference for neighboring projections and the computation of geodesics on this graph. The accuracy and the robustness of our measure is shown on a test database including 50 2D gray-level images at different resolutions and with different levels of noise.

Index Terms— tomography, unknown direction, Euclidean distance, angular difference measure

1. INTRODUCTION
The problem of tomographic reconstruction for unknown direction projections has been widely examined in [1, 2, 3, 4, 5]. There are generally two steps: first estimating the projection directions, then reconstructing the object from the estimated directions. This process depends on the measurement of distance between two projection vectors in which the Euclidean distance is not invariant under the rotation of the object even for the two close projections. This process depends on the construction of a neighborhood graph for projection moments, the calculus of the angular difference for neighboring projections and the computation of geodesics on this graph. The accuracy and the robustness of our measure is shown on a test database including 50 2D gray-level images at different resolutions and with different levels of noise.

We first present the definition of the projection as follows.

Definition 1 (Projection). Let $f : \mathbb{R}^2 \rightarrow [0, 1]$ a measurable function with compact support. Let $\theta \in \mathbb{R}$. The projection $P_f(\theta)$ in the direction $\theta$ is defined by

$$P_f(\theta)(x) = \int_{\mathbb{R}} f(R_\theta(x, y)) \, dy$$

where $R_\theta$ is the rotation by the angle $\theta$ around the origin.

Note that $P_f(\theta)(x) = P_f(\theta + \pi)(-x)$. Thus we can assume that $\theta \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$.

The definition of the moment of a projection is:

Definition 2 (Moment of projection). Let $d \in \mathbb{N}$. The $d$th order moment of a projection $P_f(\theta)$ is given by

$$\mu_{f,d}(\theta) = \int_{\mathbb{R}} x^d(P_f(\theta)(x)) \, dx.$$  

Moments of projection are trigonometric polynomials.

Property 1 ([4]). Let $d \in \mathbb{N}$. The $d$th order moment of a projection $P_f(\theta)$ can be presented as

$$\mu_{f,d}(\theta) = \sum_{0 \leq k \leq d} a_k \cos(k\theta) + b_k \sin(k\theta)$$

where $a_k$, $b_k \in \mathbb{R}$.

In the following, for simplicity, we write $P$ and $\mu_d$ instead of $P_f$ and $\mu_{f,d}$.
3. ESTIMATION OF THE ANGULAR DIFFERENCE BETWEEN TWO PROJECTIONS

3.1. Problem of angular difference estimation

Let \( f \) be a function whose centroid is at the origin, \( n \in \mathbb{N} \), \( \Theta = \{ \theta_1, \ldots, \theta_n \} \subseteq \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \) be a set of unknown directions and \( \Pi = \{ \mathcal{P}(\theta_i) \mid 1 \leq i \leq n \} \) be the set of their associated projections. The angular difference between two projections is:

\[
D_{\text{ang}}(\mathcal{P}(\theta_i), \mathcal{P}(\theta_j)) = |\theta_i - \theta_j|.
\]

Our main goal in this work is to estimate the angular difference between any two projections of the set \( \Pi \). In [7], Salzman shows that it is possible to compute the distance between any two projections of the set \( \Pi \). The aim of this section is a method for selecting (in the projection set \( \Pi \)) the neighbors of a given projection. Since the calculus of \( D_{\text{ang}}(\mathcal{P}(\theta_i), \mathcal{P}(\theta_j)) \) derived from (2) would not be robust to noise when the moment of one of the projections is close from \( \mu_2^{\min} \). Instead, we give a criterion for finding the closest projections from a given one (Sec. 3.2). Then, we linearize the angular difference for close projections (Sec. 3.3). Finally, we measure the angular difference between any two projections as the length of the shortest path between these projections in the graph whose vertices are the projections \( \mathcal{P}(\theta_i) \) and whose edges connect close angle projections, weighted by the measure found in Sec. 3.3.

3.2. Searching for the neighbors of projection

The aim of this section is a method for selecting (in the projection set \( \Pi \)) the neighbors of a given projection. Since the moments are non-monotonic, close moments are not synonymous of close angles. Hence, for each moment \( \mu_d(\theta) \), we need to find an interval \( \mu_d(\theta) \pm \delta_d(\theta) \) in which can be found, with some chosen probability \( p \), at least one moment corresponding to a close projection. Assuming that the \( \theta \) are independent, uniformly distributed, random variables in \( \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \), we derive from (2), that

\[
\varepsilon_2(\theta) \approx 2\delta \sqrt{(\mu_2^{\max} - \mu_2(\theta))(\mu_2(\theta) - \mu_2^{\min})},
\]

where

\[
\delta = \frac{\pi}{2} \left( 1 - (1 - p)^{\frac{1}{n}} \right).
\]

For the moment \( \mu_1 \), we obtain from (1)

\[
\varepsilon_1(\theta) \approx \delta \sqrt{(\mu_1^{\max})^2 - (\mu_1(\theta))^2},
\]

and, for \( d \geq 3 \), using Bernstein’s inequality for Fourier series,

\[
\varepsilon_d(\theta) \leq d \delta \max\{|\mu_d(\theta)|\}
\]

In conclusion, (3), (4) and (5) allow us to find the neighbors of each projection by cross-checking the information given by moments of distinct orders.

The problem of measuring the angular difference between two neighboring projections is presented in the following section.

3.3. Estimation formulae

Eq. (2) is rewritten as

\[
\mu_2(\theta) = \mu_2^{\max} \cos^2(\theta) + \mu_2^{\min} \sin^2(\theta)
\]

We develop the finite Taylor series for \( \mu_2 \) at \( \theta \)

\[
\mu_2(\theta + \Delta \theta) = \mu_2(\theta) + \frac{d\mu_2}{d\theta} \Delta \theta + o(\Delta \theta)
\]

where \( \frac{d\mu_2}{d\theta} = 2(\mu_2^{\max} - \mu_2^{\min}) \sin(\theta) \cos(\theta) \). In addition, we have from (2)

\[
\sin(\theta) \cos(\theta) = \pm \sqrt{\frac{(\mu_2^{\max} - \mu_2(\theta))(\mu_2(\theta) - \mu_2^{\min})}{\mu_2^{\max} - \mu_2^{\min}}}
\]

We then obtain from (6) and (7)

\[
\Delta \theta = \pm \frac{\mu_2(\theta + \Delta \theta) - \mu_2(\theta)}{2\sqrt{(\mu_2^{\max} - \mu_2(\theta))(\mu_2(\theta) - \mu_2^{\min})}} + o(\Delta \theta).
\]

Thus the approximation of \( |\Delta \theta| \) for small \( \Delta \theta \) is given by

\[
|\Delta \theta| \approx \frac{|\mu_2(\theta + \Delta \theta) - \mu_2(\theta)|}{2\sqrt{(\mu_2^{\max} - \mu_2(\theta))(\mu_2(\theta) - \mu_2^{\min})}}.
\]

However, when \( \mu_2(\theta) \) approaches \( \mu_2^{\max} \) or \( \mu_2^{\min} \), the denominator of (8) approaches 0. This will increase the approximation error in (8). Therefore, two other approximation formulæ are developed for these cases.

For small \( \Delta \theta \), one has \( \Delta \theta \approx \sin(\theta + \Delta \theta) - \sin(\theta) \). Then, from (2), we derive that, if \( \theta \) and \( \theta + \Delta \theta \) have the same sign,

\[
|\Delta \theta| \approx \sqrt{\mu_2^{\max} - \mu_2(\theta + \Delta \theta)} - \sqrt{\mu_2^{\max} - \mu_2(\theta)}
\]

and if \( \theta \) and \( \theta + \Delta \theta \) have opposite signs,

\[
|\Delta \theta| \approx \sqrt{\mu_2^{\max} - \mu_2(\theta + \Delta \theta)} + \sqrt{\mu_2^{\max} - \mu_2(\theta)}
\]
When $\theta$ and $\theta + \Delta \theta$ have opposite signs, there is at least one projection ($\mu_{d,\max}$) whose angle ($\theta = 0$) is closer from $\theta$ than $\theta + \Delta \theta$. So, since, at the first stage, we are interested in finding pairs of projections whose angles are as close as possible (see Sec. 3.2), we are allowed to set (9) as the default formula when $\mu_2(\theta)$ approaches $\mu_{d,\max}^2$.

Altogether, when $\mu_2(\theta)$ approaches $\mu_{d,\min}^2$, we obtain the following formula

$$|\Delta \theta| \approx \frac{\sqrt{\mu_2(\theta + \Delta \theta) - \mu_{d,\min}^2} - \sqrt{\mu_2(\theta) - \mu_{d,\min}^2}}{\sqrt{\mu_{d,\max}^2 - \mu_{d,\min}^2}}. \quad (10)$$

In conclusion, the angular difference between any two close projections can be estimated by the so-called Angular Difference Measure through (8), (9) and (10):

$$\text{ADM}(\mathcal{P}(\theta_i), \mathcal{P}(\theta_j)) = \begin{cases} (10), & \text{if } \mu_2(\theta_i) \approx \mu_{d,\min}^2 \\ (9), & \text{if } \mu_2(\theta_i) \approx \mu_{d,\max}^2 \\ (8), & \text{otherwise} \end{cases} \quad (11)$$

Note that the ADM depends on the whole projection set for $\mu_{d,\min}^2$ and $\mu_{d,\max}^2$ determination.

Remark 1. In Section 3, $\mu_{d,\max}$ and $\mu_{d,\min}$ appear in Eq. (3), (4), (5), (8), (9), (10). Nevertheless, the exact value of $\mu_{d,\max}^2$ and $\mu_{d,\min}^2$ are not known since they are estimated from the (finite) set of projections $\mathbb{P}_i$. Even if it is not possible to give the proof here due to the lack of place, it is possible to show that the hypothesis “the angular difference $\Delta \theta$ between close angles is very small in probability” leads to an error on $\mu_{d,\max}^2$ and $\mu_{d,\min}^2$ less than $(\Delta \theta)^2$. Then the error on $\mu_{d,\max}^2$ and $\mu_{d,\min}^2$ do not modify the formulae obtained above.

Eventually, the angular difference between two projections which are not close to each other is computed via Dijkstra’s shortest path algorithm [8]. Our method is summarized in Algorithm 1 in which the orders of moments of projections are 1, 2, 3 and 5 since they are sufficient to find the neighbors of each projection.

### 4. DEALING WITH NOISE

In reality, the projections are often contaminated by noise that is modeled as a white centered Gaussian noise. We first present here the noise robustness of our method without preprocessing, then we present an efficient denoising method that is used as preprocessing step. Our method noise robustness comes from the use of moments of projection. It is known that the sum of Gaussian independent variables is also a Gaussian variable. One can show that the $d$th order moment of the noisy projection $x \mapsto \mathcal{P}(\theta)(x) + \mathcal{N}_x$, where $\mathcal{N}_x$ is a Gaussian noise with zero mean and a variance $\sigma^2$, $\forall x \in [-1, 1]$, follows the Gaussian distribution with a mean $\mu_d(\theta)$ and a variance

$$\frac{1}{-1} \int_{-1}^{1} x^d \sigma^2 \, dx = \frac{\sigma^2}{d + 1/2} \leq \sigma^2.$$  

So, using the moments of projection for angular difference estimation can help us to reduce the noise in a ratio of $d + 1/2$. However, in case of significant noise, this reduction is not sufficient. Therefore, we employ a projection denoising method developed by Singer and Wu in [9] as a denoising step. However, only the first step of their method which is based on the PCA decomposition [10], is employed to denoise the set of tomographic projections. Even if it is not the whole step, it is called here the Singer-Wu method. The efficiency of the denoising step is shown in Fig. 5.

### 5. EXPERIMENTS

Our method is applied for a set of 50 images with different sizes ($32 \times 32, 64 \times 64, 128 \times 128$ and $256 \times 256$ pixels) as those shown in Fig. 1. In the first experiment, given $\mathcal{I} = (0^\circ, 2^\circ)$, we randomly generated 300 pairs $(\theta, \Delta \theta) \in [-90^\circ, 90^\circ] \times \mathcal{I}$. The associated projections $\mathcal{P}(\theta)$ and $\mathcal{P}(\theta + \Delta \theta)$ are then computed. The ADM and the Euclidean distance between $\mathcal{P}(\theta)$ and $\mathcal{P}(\theta + \Delta \theta)$ are estimated. Our objective is to measure the dispersion of the ADM (resp. the Euclidean distance) with respect to $\Delta \theta$. In order to measure the dispersion, we use the variance-to-mean ratio (VMR):

$$\text{VMR} = \frac{1}{k} \sum_{i=0}^{k-1} \frac{\sigma^2}{\mu_i},$$

where $\sigma^2, \mu_i$ are the variance and the mean of the ADM (resp. the Euclidean distance) for $\Delta \theta \in (\alpha i, \alpha (i + 1)]$, where $\alpha = 0.1$ is the sample step such that $\mathcal{I} = \bigcup_{i=0}^{k-1} (\alpha i, \alpha (i + 1)]$ and consider that $k = \left\lfloor \frac{\sup(\mathcal{I}) - \inf(\mathcal{I})}{\alpha} \right\rfloor$. The VMR must be

**Algorithm 1: Estimation of the ADM**

**Data:** $\{\mathcal{P}(\theta_i) \mid 1 \leq i \leq n\}$.

**Result:** $R = \{\text{ADM}(\mathcal{P}(\theta_i), \mathcal{P}(\theta_j)) \mid 1 \leq i < j \leq n\}$.

1. $M = \emptyset$, $D = \{1, 2, 3, 5\}$.
2. Compute $\{\mu_d(\theta_i)\}_{i=1...n}$, $d \in D$.
3. For each index $i$
   3.1. $J_d = \{j \mid |\mu_d(\theta_j) - \mu_d(\theta_i)| \leq \varepsilon_d\}$, $d \in D$.
   3.2. $J = \bigcap_{d \in D} J_d$.
   3.3. $d_j = \sum_{k \in \mathbb{D}} (\mu_k(\theta_j) - \mu_k(\theta_i))^2$, $j \in J$.
   3.4. $j_0 = \arg\min_{j \in J} d_j$.
4. $R \leftarrow \text{Dijkstra}(M)$.
lower than 1 for a negligible dispersion. The result is illustrated in Fig. 2.

Clearly, the VMRs of the Euclidean distance are higher than 1 from the image size $64 \times 64$ pixels, whereas the VMRs of the ADM are lower than 1 for all image sizes. An example of the Euclidean distance and the ADM computed from an image of size $256 \times 256$ pixels is also illustrated in Fig. 3. We see that the dispersion of the Euclidean distance ($x$ axis) with respect to $\Delta \theta$ ($y$ axis) in Fig. 3a is greater than the ADM in Fig. 3b.

In the second experiment, given an image and 300 random projections with $\theta \in [-90^\circ, 90^\circ]$, the ADMs between all pairs of projections are computed, using Algorithm 1. The VMR is evaluated with a sample step $\alpha = 0.5$. We also compare the ADM with the Euclidean distance and the angular difference estimated by (2), noted as the Salzman’s measure. As seen in Fig. 4, the VMRs of the ADM are very small compared to the ones of the Euclidean distance and the Salzman’s measure. Then, a Gaussian noise with a given SNR is added to the projections. The results of estimating the ADM before and after using the Singer-Wu method described in Sec. 4 are shown in Fig. 5 for images of size $256 \times 256$ pixels. The VMRs after using this denoising step are lower than before and the means of the VMRs are still lower than 1 at SNR $> 18$ dB.

6. CONCLUSION

We present in this paper a new measure for estimating the angular difference between two unknown direction projections. We first present the selection of neighboring projections from their moments. Then formulae of the moment based angular difference for neighboring projections are given. These measures are used for constructing the projection graph whose edges connect the neighboring projections, weighted by our measure. The angular differences between any two projections in the graph are then computed by the Dijkstra’s shortest path algorithm. Our measure has been evaluated on a set of 2D images and the results shown that our measure performs better than the Euclidean distance and the Salzman’s measure at the different tested image resolutions. Moreover they show that our measure is robust at moderate levels of noise. Our measure is promising for many applications such as projection refinement, projection classification, etc. Our future work is to extend the measure for 3D and improve its robustness at the higher levels of noise.
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