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Abstract

The paper aims at presenting the Acorformed corpus composed of human-human and human-
machine interactions in French in the specific context of training doctors to break bad news to
patients. In the context of human-human interaction, an audiovisual corpus of interactions be-
tween doctors and actors playing the role of patients during real training sessions in French
medical institutions have been collected and annotated. This corpus has been exploited to de-
velop a platform to train doctors to break bad news with a virtual patient. The platform has been
exploited to collect a corpus of human-virtual patient interactions annotated semi-automatically
and collected in different virtual reality environments with different degree of immersion (PC,
virtual reality headset and virtual reality room).

1 Introduction

For several years, there has been a growing interest in Embodied Conversational Agents (ECAs) to be
used as a new type of human-machine interface. ECAs are autonomous entities, able to communicate
verbally and nonverbally (Cassell, 2000). Indeed, several researches have shown that embodied conver-
sational agents are perceived as social entities leading users to show behaviors that would be expected in
human-human interactions (Krämer, 2008).

Moreover, recent research has shown that virtual agents could help human beings improve their social
skills (Anderson et al., 2013; Finkelstein et al., 2013). For instance in (Anderson et al., 2013), an ECA
endowed the role of a virtual recruiter is used to train young adults to job interview. In our project, we aim
at developing a virtual patient to train doctors to break bad news. Many works have shown that doctors
should be trained not only to perform medical or surgical acts but also to develop skills in communication
with patients (Baile et al., 2000; Monden et al., 2016; Rosenbaum et al., 2004). Indeed, the way doctors
deliver bad news has a significant impact on the therapeutic process: disease evolution, adherence with
treatment recommendations, litigation possibilities (Andrade et al., 2010). However, both experienced
clinicians and medical students consider this task as difficult, daunting, and stressful. Training health
care professional to break bad news is now recommended by several national agencies (e.g. the French
National Authority for Health, HAS)1.

A key element to exploit embodied conversational agents for social training with users is their believ-
ability in terms of socio-emotional responses and global multimodal behavior. Several research works
have shown that non-adapted behavior may significantly deteriorate the interaction and the learning
(Beale and Creed, 2009). One methodology to construct believable virtual agent is to develop model
based on the analysis of corpus of human-human interaction in the social training context (as for instance
in (Chollet et al., 2017)). In our project, in order to create a virtual patient with believable multimodal
reactions when the doctors break bad news, we have collected, annotated, and analyzed two multimodal
corpora of interaction in French in this context. Both human-human and human-machine interaction are
considered to investigate the effects of the virtual reality displays on the interaction. In this paper, we
present the two corpus in the following sections.

1The French National Authority for Health is an independent public scientific authority with an overall mission of contribut-
ing to the regulation of the healthcare system by improving health quality and efficiency.



2 Multimodal Human-Human Corpus Analysis to Model Virtual Patient’s Behavior

The modeling of the virtual patient is based on an audiovisual corpus of interactions between doctors and
actors playing the role of patients (called “Standardized patients”) during real training sessions in French
medical institutions (it is not possible, for ethical reasons, to record real breaking bad news situations).
The use of “Standardized Patients” in medical training is a common practice. The actors are carefully
trained (in our project, actors are also nurses) and follow pre-determined scenarios defined by experts
to play the most frequently observed patients reactions. The recommendations of the experts, doctors
specialized in breaking bad news situations, are global and related to the attitude of the patient ; the
verbal and non-verbal behavior of the actor remains spontaneous. Note that the videos of the corpus have
been selected by the experts as representative of real breaking bad news situations.

On average, a simulated consultation lasts 9 minutes. The collected corpus, in French, is composed
of 13 videos of patient-doctor interaction (the doctor or the patient vary in the video), with different
scenarios2.

The initial corpus has been semi-manually annotated, leading to a total duration of 119 minutes.
Different tools have been used in order to annotate the corpus. First, the corpus has been automatically
segmented using SPPAS (Bigi, 2012) and manually transcribed using Praat (Boersma, 2002). The
doctors’ and patient’s non-verbal behaviors have been manually annotated using ELAN (Sloetjes
and Wittenburg, 2008). Different gestures of both doctors and patients have been annotated: head
movements, posture changes, gaze direction, eyebrow expressions, hand gestures, and smiles. Three
experts annotated one third of the corpus each. In order to validate the annotation, 5% of the corpus
has been annotated by one more annotator. The inter-annotator agreement, using Cohen’s Kappa, was
satisfying (k=0.63). More details on the corpus are presented in (Porhet et al., 2017).

The annotated corpus has been analyzed for three different purposes:

• to build the dialog model of the virtual patient: the dialog model of the virtual patient is based on the
notion of “common ground” (Garrod and Pickering, 2004; Stalnaker, 2002), i.e. a situation model
represented through different variables that is updated depending on the information exchange be-
tween the interlocutors. The variables describing the situation model (e.g. the cause of the damage),
specific to breaking bad news situations, have been defined based on the manual analysis of the
transcribed corpus and in light of the pedagogical objective in terms of dialog. The dialog model is
described in more detail in (Ochs et al., 2017) ;

• to design non-verbal behaviors of the virtual patient: the corpus has been used to enrich the non-
verbal behavior library of the virtual patient with gestures specific to breaking bad news situations.

• to design the feedback behavior of the virtual patient: in order to identify the multimodal signals
triggering patient’s feedbacks, we have applied sequences mining algorithms to extract rules to
model the multimodal feedback behavior of the virtual patient (for more details (Porhet et al.,
2017)).

3 Multimodal Human-Virtual Patient Corpus Analysis to Investigate the Users’
experience with different virtual reality displays

Based on the corpus analysis presented in the previous section, we have implemented a virtual reality
training system inhabited by a virtual patient and developed to give the capabilities to doctors to simulate
breaking bad news situation. The system is semi-autonomous since it includes both automatic and manual
modules, making it possible to simulate a fully automatized human-machine interaction (for more details
on the semi-autonomous system (Ochs et al., 2018)). Implemented on three different virtual environment
displays (PC, virtual reality headset, and an immersive virtual reality room), the doctors can interact in
natural language with a virtual patient that communicates through its verbal and non-verbal behavior
(Figure 1).

2The corpus is on Ortolang part of the CLARIN infrastructure



Figure 1: Participants interacting with the virtual patient with different virtual environment displays (from
left to right): virtual reality headset, virtual reality room, and PC.

In order to collect the interaction and create the corpus of human-machine interaction in the context
of breaking bad news, we have implemented a specific methodology. First, the doctor is filmed using a
camera. His gestures and head movements are digitally recorded from the tracking data: his head (stereo
glasses), elbows and wrists are equipped with tracked targets. A high-end microphone synchronously
records the participant’s verbal expression. As for the virtual agent, its gesture and verbal expressions
are recorded from the Unity Player. The visualization of the interaction, is done through a 3D video
playback player we have developed (Figure 2). This player replays synchronously the animation and
verbal expression of the virtual agent as well as the movements and video of the participant.

Figure 2: 3D video playback player

This environment facilitates the collection of corpora of doctor-virtual patient interaction in order to
analyze the verbal and non-verbal behavior in different immersive environments.

Using the semi-autonomous system, we have collected 108 interactions in French of participants with
the virtual patient. In total, 36 persons have participated to the experimentation. Ten of them are real doc-
tors that already have an experience in breaking bad news to real patients. Each participant has interacted
with the systems 3 times with three different devices: PC, virtual reality headset, and virtual reality room.
The task of the participants was to announce a digestive perforation after a gastroenterologic endoscopy
in immediate post operative period3.

The collected corpus is composed of 108 videos (36 per device). The total duration of the corpus is
5h34 (among which two hours with real doctors). In average, an interaction lasts 3mn16 (an example of
interaction is presented on the http://crvm.ism.univ-amu.fr/en/acorformed.html). Note that thanks to the
tools described in the previous section, some of the non-verbal participant behavior has be automatically
annotated.

In order to evaluate the global exerience of the users, we asked the participants to fill different ques-
tionnaires on their subjective experience to measure their feeling of presence (with the Igroup Presence
Questionnaire, IPQ (Schubert, 2003)), feeling of co-presence (Bailenson et al., 2005), and perception of
the believability of the virtual patient (questions extracted from (Gerhard et al., 2001))4. These subjective

3The scenario has been carefully chosen with the medical partners of the project for several reasons (e.g. the panel of
resulting damages, the difficulty of the announcement, its standard characteristics of announce).

4The analyze of the subjective experience of the participants is out of scope of this paper and is described in other articles



evaluations enabled us to tag the video of the corpus with the results of these tests and then to correlate
objective measures (e.g. verbal and non-verbal behavior of the participants) to subjective measures (e.g.
feeling of presence and perception of the virtual patient’s believability).
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