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#### Abstract

Nuclear Magnetic Resonance (NMR) experiments provide distances between close atoms of a protein molecule and the problem is how to determine the 3D protein structure by exploiting such distances. We present a new hand-crafted order on the atoms of the protein that uses information from the chemistry of proteins and NMR experiments and allows us to formulate the problem as a combinatorial search. Additionally, this order tell us what kind of NMR distance information is crucial to understand the cardinality of the solution set of the problem and its computational complexity.
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## 1. Protein Structure and Distance Geometry

The 3D protein structure determination is of fundamental importance for studying the protein function [18]. Indeed, biochemical mechanisms taking place in protein structure are the basic steps hidden behind all biological processes, 5 as cell division, protein translation, invasion of host cells by pathogens, and

[^0]communication between cells. In that way, the determination of protein structures can be considered as the building of a bridge between the description of biological cellular processes and the world of physico-chemistry.

At the first days of structural biology, in the fifties, the X-ray crystallography was the first method allowing the determination of protein structure. Therefore, the crystallized proteins were perceived as rigid objects, displaying mostly a unique conformation, with more of less large harmonic vibrations around this conformation. The development of Nuclear Magnetic Resonance (NMR) permitted, starting from the nineties, to study proteins structure in solution. The development of NMR relaxation methods put in evidence the internal dynamics in the protein structures and gave a more flexible vision of them [26].

The protein internal flexibility was then recognized as playing a very important role into many biological processes. The intrinsically disordered proteins are thought to be functional important proteins, even if they lack a precisely defined 3D structure. The misfolded proteins, undergoing a conversion from their native structure into amyloid, induce the development of neurodegenerative diseases. The allostery phenomenon, allowing long-range communication through the protein structure, is thought to be involved into any activity mechanism of proteins.

The NMR structure determination is mainly based on the measurement of inter-atomic distances, determined through the observation of the Nuclear Overhauser Effect (NOE), which is induced by the transfer of magnetization through dipolar coupling between the observed hydrogens. The obtained distance values are quite qualitative, due to the numerous paths for the magnetization transfer and to the molecular internal dynamics. The corresponding distance restraints are thus usually applied as interval restraints.

NMR experiments can be used to determine some (short) Euclidean distances between hydrogen atoms in a protein and the problem is to determine its 3D structure based on this partial distance information.

We can use two types of sets (the entities $V$ and their relationships $E$ ) and a real function $d$ on $E$ to model this problem: $V$ represents the set of atoms, $E$
represents the set of atom pairs for which a distance is available, and the function $d: E \rightarrow[0, \infty)$ assigns nonnegative real numbers to each pair $\{u, v\} \in E$ (the fact that we allow a distance to be zero will be explained in Section 5).

When we consider $V, E, d$ together, we have a graph, denoted by $G=$ $(V, E, d)$. We say that $G$ is a weighted simple undirected graph because we associate values (distances) to the elements of $E$, if $\{u, v\} \in E$ then $u \neq v$, and $\{u, v\}=\{v, u\}$.

The way to represent a molecule consisting of a set of atomic symbols linked
45 by segments was originally described in [17] and, in fact, the origin of the word graph is due to the representation of molecules 60]. This relationship between molecules and graphs is probably the deepest existing between chemistry and discrete mathematics.

A graph $G=(V, E, d)$ is just a mathematical abstraction to represent the problem data. The problem itself is to find a function $x: V \rightarrow \mathbb{R}^{3}$ that associates each element of $V$ with a point in $\mathbb{R}^{3}$ in such a way that the Euclidean distances between the points correspond to the values given by $d$. This is a Distance Geometry Problem (DGP) in $\mathbb{R}^{3}$, formally described as follows.

Definition 1. Given an integer $K>0$ and a simple undirected graph $G=$

$$
x: V \rightarrow \mathbb{R}^{K} \text { such that }
$$

$$
\begin{equation*}
\forall\{u, v\} \in E,\left\|x_{u}-x_{v}\right\|=d_{u v} \tag{1}
\end{equation*}
$$

where $x_{u}=x(u), x_{v}=x(v), d_{u v}=d(\{u, v\})$, and $\left\|x_{u}-x_{v}\right\|$ is the Euclidean distance between $x_{u}$ and $x_{v}$.

From now on, we will fix $K=3$, since we are interested in the application of the DGP to protein conformation [16. Recent surveys on Distance Geometry (DG) are given in [7, 45], an edited book with different applications can be found in [50, and some DG historical notes are presented in 46].

In 1983, the first distance geometry-based method for molecular conformation was proposed [27] and, in 1984, the first protein structure was determined
in its native solution state from NMR data [28.
The simplest approach to the problem is to directly try to solve the set of equations (1). However, there is evidence that a closed-form solution is not possible [5]. Since those equations also pose difficulties to be solved numerically, a common approach is to formulate the DGP as a nonlinear global minimization problem,

$$
\min _{x_{1}, \ldots, x_{n} \in \mathbb{R}^{3}} \sum_{\{u, v\} \in E}\left(\left\|x_{u}-x_{v}\right\|^{2}-d_{u v}^{2}\right)^{2}
$$

where $|V|=n$. However, solving such a problem is hard from a computational complexity point of view, as well as from a practical one 45, 58, 59]. In [36, some global optimization algorithms have been tested but none of them scale well to medium or large instances. A survey on different methods to the DGP
70 is given in 43.
Assuming the input data are correct and precise (see Section 5 for other cases), the set $X$ of solutions of a DGP will yield all the 3D structures of the protein that are compatible with the given distances. Any $x \in X$ can be translated and rotated in $\mathbb{R}^{3}$ implying that the solution set is not only infinite, but uncountable. However, if we do not consider the effect of translations and rotations, the cardinality of $X$ depends on the structure of the associated graph $G=(V, E, d)$. If the set of edges $E$ contains all possible pairs from $V$, there is only one solution which can be found in linear time [19]. In general, the problem is NP-hard [55].

From algebraic geometry, it is possible to prove that there are just two possibilities regarding the cardinality of the solution set $X$ : it is either finite or uncountable, supposing that $X \neq \varnothing$ [6]. This result is strongly related to graph rigidity: almost all nonrigid graphs yield uncountable cardinalities for $X$ 25].

If the graph is rigid, the solution set is finite (up to translations and rota-
${ }_{85}$ tions). In this case, a combinatorial search is better suited than a continuous one, because in addition to the accuracy and efficiency of combinatorial methods, the graph rigidity allows us to get more information about the cardinality and the structure of the solution set $X$ [40, 47].

The original contribution of this paper is theoretical, presenting a new hand- crafted order on the vertices of the protein DGP graph $G$ that uses information from the chemistry of proteins and NMR experiments. This order guarantees the rigidity of $G$ and, most importantly, "organizes the search space" in such a way that it can be searched efficiently for all the mathematical solutions of the problem. Also, it tell us what kind of information from the NMR experiments is crucial to understand the cardinality of the solution set and the computational complexity of the problem.

To explain the properties of the proposed order, important connections among NMR protein structure, distance geometry, graph rigidity, and graph vertex orders are established. We tried to do that without excessive formalism, although all the important concepts and results from those research areas are presented.

In the next section, the main results from graph rigidity necessary here are given. Section 3 shows the importance of vertex orders in DGP graphs. Section 4 presents the discrete version of the DGP. In Section 5, the new handcrafted order is defined with its most important properties. Finally, we end with conclusions and some new research directions in Section 6.

## 2. Graph Rigidity and Distance Geometry

Given a graph $G=(V, E, d)$ of a DGP, a function $x: V \rightarrow \mathbb{R}^{3}$ is called a realization of the graph in $\mathbb{R}^{3}$. If $x$ satisfies all the equations 11 , it is a valid realization. The pair $G$ with a valid realization $x$ is a framework $(G, x)$.

In order to use frameworks to model protein structures and to have precisely the notion of rigidity of a framework 31, we need to define two relations: isometry and congruency.

Two frameworks ( $G, x$ ) and $(G, y)$ are isometric, denoted by $(G, x) \sim(G, y)$, if

$$
\forall\{u, v\} \in E,\left\|x_{u}-x_{v}\right\|=\left\|y_{u}-y_{v}\right\|,
$$

and congruent, denoted by $(G, x) \equiv(G, y)$, if

$$
\forall u, v \in V,\left\|x_{u}-x_{v}\right\|=\left\|y_{u}-y_{v}\right\|
$$ have the same related distances, not only the pairs in $E$. Trivially, congruency implies isometry, but the converse is not true in general. We remark that any congruence is a composition of translations, rotations, and reflections [8].

$(G, x)$ is a rigid framework if there exists a real number $\varepsilon>0$ such that

$$
(G, y) \sim(G, x) \text { and }\left\|x_{v}-y_{v}\right\|<\varepsilon, \forall v \in V \Rightarrow(G, y) \equiv(G, x)
$$

Geometrically, this means that a framework is rigid if it has no continuous deformations aside from composition of translations, rotations and reflections. That is, the only way to continuously move a point in a rigid framework is moving all points such that all pairwise distances are preserved, and not only those given by the edges. Using the concept of infinitesimal rigidity of a framework [61], we can define graph rigidity.

Let $(G, x)$ be a framework in $\mathbb{R}^{3}$, where $|V|=n$ and $|E|=m$. Consider the linear system $R \lambda=0$, where $\lambda \in \mathbb{R}^{3 n}$ and $R$ is the $m \times 3 n$ matrix, each $\{u, v\}$ th row of which has exactly 6 nonzero entries given by

$$
x_{i}(u)-x_{i}(v) \text { and } x_{i}(v)-x_{i}(u),\{u, v\} \in E \text { and } i=1,2,3,
$$

where $x_{1}(u), x_{2}(u), x_{3}(u)$ are the Cartesian coordinates of $x_{u}$ in $\mathbb{R}^{3}$.
The framework is infinitesimally rigid if the only solutions of $R \lambda=0$ are translations or rotations. Infinitesimal rigidity implies rigidity [22], and if a graph has a unique infinitesimally rigid framework, then almost all its frameworks are rigid [29].

It makes sense then to define a rigid graph as a graph having an infinitesimally rigid framework. There is also a notion of a graph being rigid independently of the framework assigned to it, known as generic rigidity [14], that will not be used here.

A characterization of all rigid graphs in $\mathbb{R}^{2}$ was described by Laman 34, but no such complete characterization is known in $\mathbb{R}^{3}$. A heuristic method was introduced in 57 and current conjectures can be found in [32].

If a DGP graph has a unique valid realization, up to congruences, it is called globally rigid. In [14], necessary and sufficient conditions for global rigidity in $\mathbb{R}^{2}$ were presented. Hendrickson [29] conjectured that the same conditions would be sufficient for $\mathbb{R}^{3}$, but this was disproved by Connelly [14]. Some graph properties ensuring global rigidity in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ are given in [4.

## 3. Vertex Orders and Distance Geometry

The idea of exploiting vertex order to investigate graph rigidity first appeared in 30. In fact, vertex orders are important to solve many problems modeled by graphs [9, 51].

If there is a trilateration order in a DGP graph (every vertex beyond the first 4 is adjacent to at least 4 predecessors), it is globally rigid and such order makes it possible to triangulate the position of each next vertex. This implies a linear time algorithm to find the unique incongruent solution [20].

Adjacent predecessors in a vertex order are critical: any fewer, and the number of DGP solutions might be uncountable; any more, and the corresponding DGP can be solved uniquely in linear time [45]. So, the number of adjacent predecessors, in a given order, is related to the cardinality of the DGP solution set and also to the required computational effort to find a solution.

In general, we do not have trilateration orders in protein graphs $G=(V, E, d)$ [39, but using the information provided by NMR experiments and chemistry of proteins, we can try to find vertex orders $v_{1}, \ldots, v_{n} \in V$ such that:

- The first 3 vertices form a clique:

$$
\left\{v_{1}, v_{2}\right\},\left\{v_{1}, v_{3}\right\},\left\{v_{2}, v_{3}\right\} \in E ;
$$

- Each vertex with rank greater than 3 is adjacent to at least 3 predecessors:

$$
\forall i>3, \exists j, k, l \text { with } j<i, k<i, l<i:\left\{v_{j}, v_{i}\right\},\left\{v_{k}, v_{i}\right\},\left\{v_{l}, v_{i}\right\} \in E \text {. }
$$

The class of DGP instances possessing these orders, where the initial clique has a valid realization and the strict triangular inequalities related to the adjaof $\left.d_{v_{i} v_{j}}\right)$

$$
\begin{aligned}
\left\|x_{4}-x_{1}\right\|^{2} & =d_{1,4}^{2} \\
\left\|x_{4}-x_{2}\right\|^{2} & =d_{2,4}^{2} \\
\left\|x_{4}-x_{3}\right\|^{2} & =d_{3,4}^{2},
\end{aligned}
$$

which can result in up to two possible positions for $v_{4}$. Using the same strategy, for each position already determined for $v_{4}$, we obtain other two for $v_{5}$, and so on. Because of the rigidity of the DDGP graph, the search space is finite, having $2^{n-3}$ possible solutions.

If we have an "extra" distance information, $\left\{v_{r}, v_{i}\right\} \in E$ with $r<i$, we can add more one equation to the system related to $v_{i}, i>3$, resulting in

$$
\begin{aligned}
\left\|x_{i}-x_{j}\right\| & =d_{j, i} \\
\left\|x_{i}-x_{k}\right\| & =d_{k, i} \\
\left\|x_{i}-x_{l}\right\| & =d_{l, i} \\
\left\|x_{i}-x_{r}\right\| & =d_{r, i}
\end{aligned}
$$

Squaring both sides of these equations, we get $\left(x_{i}^{T}\right.$ is the transpose of $\left.x_{i}\right)$

$$
\begin{aligned}
\left\|x_{i}\right\|^{2}-2\left(x_{i}^{T} x_{j}\right)+\left\|x_{j}\right\|^{2} & =d_{j, i}^{2} \\
\left\|x_{i}\right\|^{2}-2\left(x_{i}^{T} x_{k}\right)+\left\|x_{k}\right\|^{2} & =d_{k, i}^{2} \\
\left\|x_{i}\right\|^{2}-2\left(x_{i}^{T} x_{l}\right)+\left\|x_{l}\right\|^{2} & =d_{l, i}^{2} \\
\left\|x_{i}\right\|^{2}-2\left(x_{i}^{T} x_{r}\right)+\left\|x_{r}\right\|^{2} & =d_{r, i}^{2} .
\end{aligned}
$$

Now, subtracting one of these equations from the others, we eliminate the term $\left\|x_{i}\right\|^{2}$ and obtain a linear system in the variable $x_{i}$. If the points $x_{j}, x_{k}, x_{l}, x_{r}$ are not in the same plane, we have a unique solution $x_{i}^{*}$ for $v_{i}$, supposing $\left\|x_{i}^{*}-x_{r}\right\|=$ $d_{r, i}$. When there are other adjacent predecessors of $v_{i}$ beside $v_{j}, v_{k}, v_{l}$, one or both possible positions for $v_{i}$ may be infeasible with respect to those additional distances. If both are infeasible, it is necessary to backtrack and repeat the methodology 48.

The DDGP order "organizes" the search space in a binary tree and the additional distance information can be used to reduce the search space by pruning infeasible positions in the tree.

The tree begins with the three fixed positions for the initial clique, $x_{1}, x_{2}, x_{3}$, and at level $i>3$, the tree contains all $\left(2^{i-3}\right)$ possible positions for vertex $v_{i}$. The search ends when a path from the root $(i=1)$ of the tree to a leaf node ( $i=n$ ) is found by BP algorithm, in such a way that the related positions in $\mathbb{R}^{3}$ for all the vertices in the order satisfy the DGP equations 11 , encoding a valid realization of $G$. Considering precise input data, the BP performance is impressive from the points of view of both efficiency and reliability [36, 39]. Although the DDGP is NP-hard, a DDGP order can be found in polynomialtime 38 .

In the definition of the DDGP, the only requirement on the adjacent predecessors $v_{j}, v_{k}, v_{l}$ to $v_{i}, i>3$, is that the associated strict triangular inequality must be satisfied, making the DDGP very general. However, depending on the instance, the distances $d_{j, i}, d_{k, i}, d_{l, i}$ cannot be well-scaled, increasing the incidence of numerical floating point error in solving the related quadratic system
and, in some cases, making its solution impossible 48. Additionally, when the such that

- there exists a valid realization for $v_{1}, v_{2}, v_{3}$ and
- $\forall i>3$, the set $\left\{v_{i-3}, v_{i-2}, v_{i-1}, v_{i}\right\}$ is a clique with

$$
d_{i-3, i-2}+d_{i-2, i-1}>d_{i-3, i-1}
$$

find a function $x: V \rightarrow \mathbb{R}^{3}$ such that

$$
\forall\{u, v\} \in E,\left\|x_{u}-x_{v}\right\|=d_{u v} .
$$

The fact that the set $\left\{v_{i-3}, v_{i-2}, v_{i-1}, v_{i}\right\}$ is a clique, $\forall i>3$, eliminates vertices $\left\{v_{j}, v_{k}, v_{l}\right\}$ do not form a clique, the related quadratic system may not have a solution.

Protein graphs provided by NMR experiments have enough information to allow definition of vertex orders involving immediately contiguous adjacent predecessors that can avoid those kinds of problems in DDGP instances.

## 4. The Discretizable Molecular Distance Geometry Problem (DMDGP)

The class of DGP instances that replaces a DDGP order by one with contiguous adjacent predecessors is called the Discretizable Molecular Distance Geometry Problem (DMDGP) and the order itself is a DMDGP order 39. Formally, the DMDGP is defined as follows.

Definition 2. Given a $D G P$ graph $G=(V, E, d)$ and a vertex order $v_{1}, \ldots, v_{n}$
distance scaling and guarantees a non-empty solution set for the quadratic system related to the two possible positions for $v_{i}$ in terms of the positions already determined for $v_{i-3}, v_{i-2}, v_{i-1}$.

In addition to these properties, the distance information in the clique $\left\{v_{i-3}, v_{i-2}, v_{i-1}, v_{i}\right\}$ also allows us to get the following values:

- $d_{1,2}, \ldots, d_{n-1, n}$ (distances associated to consecutive vertices),
- $\theta_{1,3}, \ldots, \theta_{n-2, n}$ (angles in $(0, \pi)$ defined by three consecutive vertices),
- $\cos \left(\omega_{1,4}\right), \ldots, \cos \left(\omega_{n-3, n}\right)$ (cosines of torsion angles in $[0,2 \pi]$ defined by four consecutive vertices), given by [35]:

$$
\begin{equation*}
\cos \left(\omega_{i-3, i}\right)=\frac{2 d_{i-2, i-1}^{2}\left(d_{i-3, i-2}^{2}+d_{i-2, i}^{2}-d_{i-3, i}^{2}\right)-\left(d_{i-3, i-2, i-1}\right)\left(d_{i-2, i-1, i}\right)}{\sqrt{4 d_{i-3, i-2}^{2} d_{i-2, i-1}^{2}-\left(d_{i-3, i-2, i-1}^{2}\right)} \sqrt{4 d_{i-2, i-1}^{2} d_{i-2, i}^{2}-\left(d_{i-2, i-1, i}^{2}\right)}}, \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
d_{i-3, i-2, i-1} & =d_{i-3, i-2}^{2}+d_{i-2, i-1}^{2}-d_{i-3, i-1}^{2} \\
d_{i-2, i-1, i} & =d_{i-2, i-1}^{2}+d_{i-2, i}^{2}-d_{i-1, i}^{2} .
\end{aligned}
$$

Using $\cos \left(\omega_{i-3, i}\right)$, for $i=4, \ldots, n$, we obtain two possible values for each torsion angle, implying that we do not need to solve anymore quadratic systems. Computational results presented in [39] demonstrate that avoiding resolution of quadratic systems guarantees more stability in the branching phase of BP.

Another advantage of the DMDGP order is that it is enough to apply the BP (or other algorithm) to find only one solution, since all the others can be easily obtained using symmetric properties defined in the BP tree [47, 49]. These properties are also related to the cardinality of the DMDGP solution set, that can be previously calculated based on the DMDGP graph [44.

Considering that the vertex order $v_{1}, \ldots, v_{n}$ represents bonded atoms of a molecule, the values $d_{i-1, i}, \theta_{i-2, i}, \omega_{i-3, i}$ are exactly the internal coordinates of the molecule that can also be used to describe its 3D structure 39 (Figure 11).

There is a "price" for all these results: in contrast to DDGP orders, finding a DMDGP order is an NP-complete problem [11, even considering that the initial clique is given. However, exploiting the chemistry of proteins and NMR data, it is possible to design a hand-crafted DMDGP order for any protein graph. We will see that this order can also be used to solve DMDGP instances that incorporate uncertainties from NMR data.


Figure 1: Cartesian and internal coordinates.

## 5. A New DMDGP Order for Protein Graphs

In order to reduce the number of variables and also the computational effort to solve problems related to protein structure, it is common to assume that all bond lengths and bond angles are fixed at their equilibrium values, which is known as the Rigid Geometry Hypothesis [21. This means that, in terms of internal coordinates, all the values $d_{i-1, i}$, for $i=2, \ldots, n$, and $\theta_{i-2, i}$, for $i=3, \ldots, n$, are given a priori, and that the 3 D protein structure can be determined by the values $\omega_{i-3, i}$, for $i=4, \ldots, n$. Because of the properties of DMDGP orders, we can also know a priori all the values $\cos \left(\omega_{i-3, i}\right)$, for $i=4, \ldots, n$, implying that the protein structure is defined by choosing + or from $\sin \left(\omega_{i-3, i}\right)= \pm \sqrt{1-\cos ^{2}\left(\omega_{i-3, i}\right)}$, for $i=4, \ldots, n$. These signs $(+$ or -$)$ are obviously related to the branches of the BP tree.

We will consider protein graphs related to the backbone of a protein, the "skeleton" of the molecule, from which its general 3D structure is determined. The protein backbone is a chain of smaller molecules, called amino acids, which are chemically bound to each other. The backbone is defined by a sequence of three atoms, $N, C_{\alpha}, C$, where $C_{\alpha}$ is bound to other group of atoms (the side chains of the protein) that distinguishes one amino acid from another. The
attached atoms to $N, C_{\alpha}, C$, respectively $H, H_{\alpha}, O$, will be very important to

More details about protein graphs including side chains are given in [15, 53, 54.


Figure 2: Protein backbone.

### 5.1. Re-orders

Since we are interested in determining the 3D structure of the backbone of a protein, the sequence of atoms $N^{i}, C_{\alpha}^{i}, C^{i}$, for $i=1, \ldots, p$ ( $p$ is the number of 270 amino acids), would be the first candidate for defining the DMDGP order we are looking for. However, for this kind of order, we do not have all the distances $d_{i-3, i}$ necessary to define a DMDGP instance. By the other hand, since NMR experiments provide distances between hydrogens atoms that are close enough, another order involving only hydrogens could be defined, but this does not work well, mainly because of uncertainty in NMR data [37]. These limitations have been partially addressed by using, at the same time, hydrogens atoms bonded to the backbone and the backbone itself 41.

As done in [41], the idea is to allow the repetition of some vertices in the associated graph, so that at least 3 adjacent predecessors can always be chosen to establish our results (Figure 2 presents a backbone with three amino acids). $d_{i-3, i}$ necessary to defne a DMDGP instance. By the other hand, since Nur be contiguous. Such orders are called re-orders, defined below. First, the set of
edges $E$ of the protein graph $G=(V, E, d)$ will be partitioned into $E=E^{\prime} \cup E^{\prime \prime}$, where $\{u, v\} \in E^{\prime}$ if $d_{u v} \in(0, \infty)$, and $\{u, v\} \in E^{\prime \prime}$ if $d_{u v}=\left[\underline{d}_{u v}, \bar{d}_{u v}\right]$, with $0<\underline{d}_{u v}<\bar{d}_{u v}$. Note that the function $d$ is now more general, since some of its values can be intervals that will represent the uncertainties in NMR data. As we will see, $E^{\prime}$ represents pairs of atoms separated by one and two covalent bonds and $E^{\prime \prime}$ represents pairs of hydrogen atoms whose distances are provided by NMR.

Definition 3. A re-order is a sequence $r: \mathbb{N} \rightarrow V \cup\{0\}$, with length $|r| \in \mathbb{N}$ (for which $r_{i}=r(i)=0$ for all $i>|r|$ ), such that

- $\left\{r_{1}, r_{2}\right\},\left\{r_{1}, r_{3}\right\},\left\{r_{2}, r_{3}\right\} \in E^{\prime} ;$
- $\forall i \in\{4, \ldots,|r|\},\left\{r_{i-1}, r_{i}\right\},\left\{r_{i-2}, r_{i}\right\} \in E^{\prime} ;$
- $\forall i \in\{4, \ldots,|r|\},\left\{r_{i-3}, r_{i}\right\} \in E^{\prime} \cup E^{\prime \prime}$ or $r_{i-3}=r_{i}$.

The first property says that $d_{r_{1} r_{2}}, d_{r_{1} r_{3}}, d_{r_{2} r_{3}} \in(0, \infty)$ and the second one says that $d_{r_{i-1} r_{i}}, d_{r_{i-2} r_{i}} \in(0, \infty)$, for $i=4, \ldots,|r|$. That is, all of them must be precise distances and greater than zero.

In the third property, there are 3 possibilities for $d_{r_{i-3} r_{i}}, i=4, \ldots,|r|$ :

1. $d_{r_{i-3} r_{i}}=0$, meaning that there is a vertex repetition $\left(r_{i-3}=r_{i}\right)$;
2. $d_{r_{i-3} r_{i}} \in(0, \infty)$, when $r_{i-3,}, r_{i}$ are related to atoms separated by one of two covalent bonds;
3. $d_{r_{i-3} r_{i}}=\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right]$, with $0<\underline{d}_{r_{i-3} r_{i}}<\bar{d}_{r_{i-3} r_{i}}$ (these distances are called interval distances).

Requiring $r_{i}=r_{j}$, for some $i \neq j$ ( $r_{i-3}=r_{i}$ is a particular case), implies $d_{r_{i} r_{j}}=0$. However, if vertex repetition is used inappropriately, we might end up with a triangle with a side of zero length, which might in turn imply an infinity of possible positions for the next atom (we emphasize the importance of strict triangular inequalities in the definition of the DMDGP). Thus, to preserve discretization, vertex repetition can occur only between pairs $\left\{r_{i}, r_{j}\right\}$ with $\mid i-$ $j \mid \geq 3$. In this case, there is no branching at level $\max \{i, j\}$.

A repetition of a vertex only increases the length of the sequence without affecting the search, since its position in $\mathbb{R}^{3}$ is already known. However, it can be recomputed in order to control possible numerical instabilities and to check if there are some inconsistencies in the distance information.

To understand what happens when $\left\{r_{i-3}, r_{i}\right\} \in E^{\prime \prime}$, let us rewrite expression (2) as

$$
\cos \left(\omega_{i-3, i}\right)=\frac{a+b d_{i-3, i}^{2}}{c}
$$

where $a, b, c \in \mathbb{R}$ and $d_{i-3, i} \in\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right]$. The fact that $a, b, c$ are precise numbers is a consequence of $\left\{r_{i-1}, r_{i}\right\},\left\{r_{i-2}, r_{i}\right\} \in E^{\prime}$.

Considering $\omega_{i-3, i}=0$ and $\omega_{i-3, i}=2 \pi$, we get the minimum value for $\underline{d}_{r_{i-3} r_{i}}$, denoted by $d_{r_{i-3} r_{i}}^{\min }$, and the maximum value for $\bar{d}_{r_{i-3} r_{i}}$, denoted by $d_{r_{i-3} r_{i}}^{\max }$, respectively. Thus, $\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right] \subset\left[d_{r_{i-3} r_{i}}^{\min }, d_{r_{i-3} r_{i}}^{\max }\right]$. When $d_{i-3, i}$ is a precise number $\left(d_{i-3, i} \in \mathbb{R}\right)$, with $d_{r_{i-3} r_{i}}^{\min }<d_{i-3, i}<d_{r_{i-3} r_{i}}^{\max }$, we obtain two possible values for $\omega_{i-3, i}$, associated to two positions in $\mathbb{R}^{3}$ for $r_{i}$. However, when $d_{i-3, i}=\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right]$, with $d_{r_{i-3} r_{i}}^{\min }<\underline{d}_{r_{i-3} r_{i}}<\bar{d}_{r_{i-3} r_{i}}<d_{r_{i-3} r_{i}}^{\max }$, we have now two possible intervals for $\omega_{i-3, i}$, associated to two arcs in $\mathbb{R}^{3}$ for $r_{i}$. In Figure 3 , we illustrate these two arcs given as the intersection of two spheres (centered at $x_{i-1}, x_{i-2}$ with radius $d_{i-1, i}, d_{i-2, i}$, respectively) and a spherical shell, defined by other two spheres with the same center $x_{i-3}$ but with radius given by $\underline{d}_{r_{i-3} r_{i}}$ and $\bar{d}_{r_{i-3} r_{i}}$. This is the geometrical interpretation of the branching phase of BP.

Thus, any re-order corresponds to a DMDGP order, where some of the pairs $\left\{r_{i}, r_{j}\right\}$, with $|i-j| \geq 3$, may not correspond to precise distances, but rather to intervals.

The concept of a re-order was an important step to apply all the properties of the DMDGP as a mathematical model for problems related to 3D protein structure determination using NMR data. In the same paper that appeared the first re-order for such kind of problems [41, an extension of the BP algorithm, called $i \mathrm{BP}$, was developed. The basic idea is to sample values from the intervals $\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right.$ ], implying that the search space will not be anymore a binary


Figure 3: Geometric interpretation of branching in BP.
tree. Computational results presented in [12, 24] reveal the main difficult of the $i \mathrm{BP}$ : even for large samples, there is no guarantee that a solution will be found.

Essentially, there are two reasons for this difficulty:

1. The re-orders presented in 41, 24] have some pairs of vertices $\left\{r_{i-3}, r_{i}\right\}$ whose interval distances may not be associated to NMR data, implying no branches in the search tree, i.e.

$$
\begin{equation*}
\left[\underline{d}_{r_{i-3} r_{i}}, \bar{d}_{r_{i-3} r_{i}}\right]=\left[d_{r_{i-3} r_{i}}^{\min }, d_{r_{i-3} r_{i}}^{\max }\right] ; \tag{3}
\end{equation*}
$$

2. The sampling process "transforms" the $i \mathrm{BP}$ into a heuristic.

Very recent results [2, 3, using Clifford algebra, propose an alternative to avoid sampling process that allows $i$ BP to explore the search space without "losing" solutions. However, in order to apply these new results to protein structure calculations, a new re-order must be defined to avoid the situation (3). The most important property of the re-order we will describe now is that it allows branches (in the $i \mathrm{BP}$ search) only at hydrogen atoms that are bonded to the protein backbone.

### 5.2. The Hand-Crafted (hc) Vertex Order

Let us define a protein graph $G=(V, E, d)$ associated to the backbone of a protein $\left(\left\{N^{k}, C_{\alpha}^{k}, C^{k}\right\}\right.$, for $\left.k=1, \ldots, p\right)$, including oxygen atoms $O^{k}$, bonded to
$C^{k}$, and hydrogen atoms $H_{\alpha}^{k}$ and $H^{k}$, bonded to $C_{\alpha}^{k}$ and $C^{k}$, respectively (see Figure 2 , for $p=3$ ).

The hand-crafted vertex order (hc order) we propose is the following:

$$
\begin{align*}
h c= & \left\{N^{1}, H^{1}, H^{1^{\prime}}, C_{\alpha}^{1}, N^{1}, H_{\alpha}^{1}, C^{1}, C_{\alpha}^{1}, \ldots,\right.  \tag{4}\\
& H^{i}, C_{\alpha}^{i}, O^{i-1}, N^{i}, H^{i}, C_{\alpha}^{i}, N^{i}, H_{\alpha}^{i}, C^{i}, C_{\alpha}^{i}, \ldots \\
& \left.H^{p}, C_{\alpha}^{p}, O^{p-1}, N^{p}, H^{p}, C_{\alpha}^{p}, N^{p}, H_{\alpha}^{p}, C^{p}, C_{\alpha}^{p}, O^{p}, C^{p}, O^{p^{\prime}}\right\},
\end{align*}
$$

where $i=2, \ldots, p-1, H^{1^{\prime}}$ is the second hydrogen bonded to $N^{1}$ and $O^{p^{\prime}}$ is the second oxygen bonded to $C^{p}$ (Figure 4 illustrates this order for $p=3$ ).


Figure 4: hc order.

We will prove now that $h c$ is a re-order. We assigned the following order to the atoms of the first amino acid of a protein:

$$
\begin{equation*}
\left\{N^{1}, H^{1}, H^{1^{\prime}}, C_{\alpha}^{1}, N^{1}, H_{\alpha}^{1}, C^{1}, C_{\alpha}^{1}\right\} \tag{5}
\end{equation*}
$$

Since we are assuming that all bond lengths and bond angles are fixed at their equilibrium values (the Rigid Geometry Hypothesis mentioned in the beginning of Section 5), the first and the second requirements of a re-order are satisfied. The third requirement is also satisfied, with the following distances
for $\left\{r_{i-3}, r_{i}\right\}$ (we will denote by $\mathbf{I}\left(\mathbf{H}^{i}, \mathbf{H}^{j}\right)$ the interval distance related to the pair of hydrogens $\left.\left\{H^{i}, H^{j}\right\}\right)$ :

- $d\left(N^{1}, C_{\alpha}^{1}\right) \in(0, \infty)$,
- $d\left(H^{1}, N^{1}\right) \in(0, \infty)$,
- $d\left(H^{1^{\prime}}, H_{\alpha}^{1}\right)=\mathbf{I}\left(\mathbf{H}^{1^{\prime}}, \mathbf{H}_{\alpha}^{1}\right)$,
- $d\left(C_{\alpha}^{1}, C^{1}\right) \in(0, \infty)$,
- $d\left(N^{1}, C_{\alpha}^{1}\right) \in(0, \infty)$.

The nitrogen $N^{1}$ and the carbon $C_{\alpha}^{1}$ appear twice in the sequence, but they are related to the pairs $\left\{r_{1}, r_{5}\right\}$ and $\left\{r_{4}, r_{8}\right\}$.

To prove that $h c$ is a re-order, we have to check the connection between the order (5) and the order for the second amino acid, given by the last three atoms of (5) and the six first atoms of the second amino acid:

$$
\begin{equation*}
\left\{H_{\alpha}^{1}, C^{1}, C_{\alpha}^{1}, H^{2}, C_{\alpha}^{2}, O^{1}, N^{2}, H^{2}, C_{\alpha}^{2}\right\} \tag{6}
\end{equation*}
$$

Here, in addition to the Rigid Geometry Hypothesis, we also have to use the properties of the so-called Peptide Plane [18], that says that the atoms $\left\{C_{\alpha}^{1}, C^{1}, O^{1}, N^{2}, H^{2}, C_{\alpha}^{2}\right\}$ are in the same plane (Figure 5). This implies that $d\left(C_{\alpha}^{1}, H^{2}\right)$ (related to the pair $\left.\left\{r_{8}, r_{9}\right\}\right), d\left(C_{\alpha}^{1}, C_{\alpha}^{2}\right)$ (related to the pair $\left\{r_{8}, r_{10}\right\}$ ), $d\left(H^{2}, O^{1}\right)$ (related to the pair $\left.\left\{r_{9}, r_{11}\right\}\right), d\left(C_{\alpha}^{2}, O^{1}\right)$ (related to the pair $\left\{r_{10}, r_{11}\right\}$ ), and $d\left(O^{1}, H^{2}\right)$ (related to the pair $\left.\left\{r_{11}, r_{13}\right\}\right)$ are all precise distances, satisfying the second requirement for a re-order. The third requirement is also satisfied, with the following distances for $\left\{r_{i-3}, r_{i}\right\}$ :

- $d\left(H_{\alpha}^{1}, H^{2}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{1}, \mathbf{H}^{2}\right)$,
- $d\left(C^{1}, C_{\alpha}^{2}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{1}, O^{1}\right) \in(0, \infty)$,
- $d\left(H^{2}, N^{2}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{2}, H^{2}\right) \in(0, \infty)$,
- $d\left(O^{1}, C_{\alpha}^{2}\right) \in(0, \infty)$.
$H^{2}$ and $C_{\alpha}^{2}$ are repeated, but they are related to the pairs $\left\{r_{9}, r_{13}\right\}$ and $\left\{r_{10}, r_{14}\right\}$, respectively.


Figure 5: Peptide plane.

We assigned the following order to the atoms of a generic amino acid of a protein:

$$
\begin{equation*}
\left\{H^{i}, C_{\alpha}^{i}, O^{i-1}, N^{i}, H^{i}, C_{\alpha}^{i}, N^{i}, H_{\alpha}^{i}, C^{i}, C_{\alpha}^{i}\right\} . \tag{7}
\end{equation*}
$$

By the same arguments used for the orders (5) and (6), the second and the third re-order requirements are satisfied, with the following distances for $\left\{r_{i-3}, r_{i}\right\}$ :

- $d\left(H^{i}, N^{i}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{i}, H^{i}\right) \in(0, \infty)$,
- $d\left(O^{i-1}, C_{\alpha}^{i}\right) \in(0, \infty)$,
- $d\left(N^{i}, N^{i}\right)=0$,
- $d\left(H^{i}, H_{\alpha}^{i}\right)=\mathbf{I}\left(\mathbf{H}^{\mathbf{i}}, \mathbf{H}_{\alpha}^{\mathbf{i}}\right)$,
- $d\left(C_{\alpha}^{i}, C^{i}\right) \in(0, \infty)$,
- $d\left(N^{i}, C_{\alpha}^{i}\right) \in(0, \infty)$.

In the order (7), $H^{i}, C_{\alpha}^{i}$, and $N^{i}$ are repeated, where $H^{i}$ and $C_{\alpha}^{i}$ are related to pairs $\left\{r_{i}, r_{j}\right\}$, with $i-3<j$, and $N^{i}$ is related to a pair $\left\{r_{i-3}, r_{i}\right\}$, which explains $d\left(N^{i}, N^{i}\right)=0$ above.

The connection between two generic amino acids, given by

$$
\left\{H_{\alpha}^{i}, C^{i}, C_{\alpha}^{i}, H^{i+1}, C_{\alpha}^{i+1}, O^{i}, N^{i+1}, H^{i+1}, C_{\alpha}^{i+1}\right\}
$$

and the one between a generic amino acid and the last one, given by

$$
\left\{H_{\alpha}^{p-1}, C^{p-1}, C_{\alpha}^{p-1}, H^{p}, C_{\alpha}^{p}, O^{p-1}, N^{p}, H^{p}, C_{\alpha}^{p}\right\}
$$

have both the same order given in (6).
The result above implies the following distances for $\left\{r_{i-3}, r_{i}\right\}$, related to the connection between two generic amino acids,

- $d\left(H_{\alpha}^{i}, H^{i+1}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{i}, \mathbf{H}^{i+1}\right)$,
- $d\left(C^{i}, C_{\alpha}^{i+1}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{i}, O^{i}\right) \in(0, \infty)$,
- $d\left(H^{i+1}, N^{i+1}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{i+1}, H^{i+1}\right) \in(0, \infty)$,
- $d\left(O^{i}, C_{\alpha}^{i+1}\right) \in(0, \infty)$,
and related to the connection between a generic amino acid and the last one:
- $d\left(H_{\alpha}^{p-1}, H^{p}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{p-1}, \mathbf{H}^{p}\right)$,
- $d\left(C^{p-1}, C_{\alpha}^{p}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{p-1}, O^{p-1}\right) \in(0, \infty)$,
- $d\left(H^{p}, N^{p}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{p}, H^{p}\right) \in(0, \infty)$,
- $d\left(O^{p-1}, C_{\alpha}^{p}\right) \in(0, \infty)$.

Finally, we assigned the following order to the atoms of the last amino acid of a protein:

$$
\begin{equation*}
\left\{H^{p}, C_{\alpha}^{p}, O^{p-1}, N^{p}, H^{p}, C_{\alpha}^{p}, N^{p}, H_{\alpha}^{p}, C^{p}, C_{\alpha}^{p}, O^{p}, C^{p}, O^{p^{\prime}}\right\} \tag{8}
\end{equation*}
$$

Using once more the Rigid Geometry Hypothesis and the Peptide Plane Properties, the second and the third requirements of a re-order are satisfied, with the following distances related to $\left\{r_{i-3}, r_{i}\right\}$ :

- $d\left(H^{p}, N^{p}\right) \in(0, \infty)$,
- $d\left(C_{\alpha}^{p}, H^{p}\right) \in(0, \infty)$,
- $d\left(O^{p-1}, C_{\alpha}^{p}\right) \in(0, \infty)$,
- $d\left(N^{p}, N^{p}\right)=0$,
- $d\left(H^{p}, H_{\alpha}^{p}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{p}, \mathbf{H}^{p}\right)$,
- $d\left(C_{\alpha}^{p}, C^{p}\right) \in(0, \infty)$,
- $d\left(N^{p}, C_{\alpha}^{p}\right) \in(0, \infty)$,
- $d\left(H_{\alpha}^{p}, O^{p}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{p}, \mathbf{O}^{p}\right)$,
- $d\left(C^{p}, C^{p}\right)=0$,
- $d\left(C_{\alpha}^{p}, O^{p^{\prime}}\right) \in(0, \infty)$.

The distance $d\left(H_{\alpha}^{p}, O^{p}\right)$ is an interval, but the last level of the search tree can be related to the position of $C^{p}$, already determined using $d\left(C_{\alpha}^{p}, C^{p}\right)$.

The presented analysis can be summarized in the following theorem:
Theorem 1. The hc order is a re-order.

### 5.3. Minimal NMR Distance Information

In NMR experiments, the protein is submitted to a magnetic field, inducing the alignment of the magnetic moment of the observed nuclei. A resonance for hydrogen pairs that are close enough, implying the following result.

Theorem 2. Using the hc order, the Rigid Geometry Hypothesis, and the Peptide Plane Properties, the set of distances between the pairs of hydrogen atoms

$$
\begin{equation*}
\left\{H^{1 \prime}, H_{\alpha}^{1}\right\}, \ldots,\left\{H_{\alpha}^{i-1}, H^{i}\right\},\left\{H^{i}, H_{\alpha}^{i}\right\},\left\{H_{\alpha}^{i}, H^{i+1}\right\}, \ldots,\left\{H^{p}, H_{\alpha}^{p}\right\} \tag{9}
\end{equation*}
$$

where $i=2, \ldots, p-1$ and $p$ is the number of amino acids of a protein, are sufficient conditions to represent the solution space of the associated DGP as a search tree

Let us consider this search tree more carefully. Since the $h c$ order is a reorder, all distances $d_{i-1, i}$ and $d_{i-2, i}$ are precise values, greater than zero. Thus, concerning the size of the search space, we have to analyze all distances $d_{i-3, i}$ (remember that the branching of the search tree is the result of intersection between two spheres, with precise radius $d_{i-1, i}, d_{i-2, i}$, and another one with radius $d_{i-3, i}$, possibly given by an interval distance (Figure 3 ).

In addition to the Rigid Geometry Hypothesis and the Peptide Plane Properties, we also need the Chirality Property [18], that defines the orientation of
the tetrahedrons formed by $\left\{N^{1}, H^{1}, H^{1^{\prime}}, C_{\alpha}^{1}\right\}$ and $\left\{C_{\alpha}^{i}, N^{i}, H_{\alpha}^{i}, C^{i}\right\}$, implying only one possible position for $C_{\alpha}^{1}$ and $C^{i}, i=1, \ldots, p$ (Figure 6).


Figure 6: Chirality property.

Considering the first amino acid (with the links to the second one), we have:

- $d\left(N^{1}, C_{\alpha}^{1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{1}$, but we can fix one of them because of chirality defined on $\left\{N^{1}, H^{1}, H^{1^{\prime}}, C_{\alpha}^{1}\right\}$.
- $d\left(H^{1}, N^{1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $N^{1}$, but we can fix one of them, since $N^{1}$ is repeated.
- $d\left(H^{1^{\prime}}, H_{\alpha}^{1}\right)=\mathbf{I}\left(\mathbf{H}^{1^{\prime}}, \mathbf{H}_{\alpha}^{1}\right) \Rightarrow 2$ possible arcs in $\mathbb{R}^{3}$ for $H_{\alpha}^{1}$.
- $d\left(C_{\alpha}^{1}, C^{1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C^{1}$, but we can fix one of them because of chirality defined on $\left\{C_{\alpha}^{1}, N^{1}, H_{\alpha}^{1}, C^{1}\right\}$.
- $d\left(N^{1}, C_{\alpha}^{1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{1}$, but we can fix one of them, since $C_{\alpha}^{1}$ is repeated.
- $d\left(H_{\alpha}^{1}, H^{2}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{1}, \mathbf{H}^{2}\right) \Rightarrow 2$ possible $\operatorname{arcs}$ in $\mathbb{R}^{3}$ for $H^{2}$.
- $d\left(C^{1}, C_{\alpha}^{2}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{2}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{1}, C_{\alpha}^{1}, H_{\alpha}^{2}\right\}$.
- $d\left(C_{\alpha}^{1}, O^{1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $O^{1}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{1}, C_{\alpha}^{1}, H_{\alpha}^{2}\right\}$.

These are the distances $d_{i-3, i}$ in the generic amino acid (with the links to the next one):

- $d\left(H^{i}, N^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $N^{i}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{i-1}, C_{\alpha}^{i-1}, H^{i}\right\}$.
- $d\left(C_{\alpha}^{i}, H^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $H^{i}$, but we can fix one of them, since $H^{i}$ is repeated.
- $d\left(O^{i-1}, C_{\alpha}^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{i}$, but we can fix one of them, since $C_{\alpha}^{i}$ is repeated.
- $d\left(N^{i}, N^{i}\right)=0 \Rightarrow 1$ possible position in $\mathbb{R}^{3}$ for $N^{i}$ (the related torsion angle is 0 ).
- $d\left(H^{i}, H_{\alpha}^{i}\right)=\mathbf{I}\left(\mathbf{H}^{i}, \mathbf{H}_{\alpha}^{i}\right) \Rightarrow 2$ possible $\operatorname{arcs}$ in $\mathbb{R}^{3}$ for $H_{\alpha}^{i}$.
- $d\left(C_{\alpha}^{i}, C^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C^{i}$, but we can fix one of them because of chirality defined on $\left\{C_{\alpha}^{i}, N^{i}, H_{\alpha}^{i}, C^{i}\right\}$.
- $d\left(N^{i}, C_{\alpha}^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{i}$, but we can fix one of them, since $C_{\alpha}^{i}$ is repeated.
- $d\left(H_{\alpha}^{i}, H^{i+1}\right)=\mathbf{I}\left(\mathbf{H}_{\alpha}^{i}, \mathbf{H}^{i+1}\right) \Rightarrow 2$ possible $\operatorname{arcs}$ in $\mathbb{R}^{3}$ for $H^{i+1}$.
- $d\left(C^{i}, C_{\alpha}^{i+1}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $C_{\alpha}^{i+1}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{i}, C_{\alpha}^{i}, H_{\alpha}^{i+1}\right\}$.
- $d\left(C_{\alpha}^{i}, O^{i}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $O^{i}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{i}, C_{\alpha}^{i}, H_{\alpha}^{i+1}\right\}$.

Now, let us analyze the distances $d_{i-3, i}$ in the last amino acid (as we already mentioned, we are considering that the last level of the search tree is being related to the position of $\left.C^{p}\right)$ :

- $d\left(H^{p}, N^{p}\right)>0 \Rightarrow 2$ possible positions in $\mathbb{R}^{3}$ for $N^{p}$, but we can fix one of them because of the peptide plane already defined by $\left\{C^{p-1}, C_{\alpha}^{p-1}, H^{p}\right\}$.

Theorem 3. Using the hc order, the Rigid Geometry Hypothesis, the Peptide Plane Properties, the Chirality Property, and the set of distances between the pairs of hydrogen atoms

$$
\begin{equation*}
\left\{H^{1 \prime}, H_{\alpha}^{1}\right\}, \ldots,\left\{H_{\alpha}^{i-1}, H^{i}\right\},\left\{H^{i}, H_{\alpha}^{i}\right\},\left\{H_{\alpha}^{i}, H^{i+1}\right\}, \ldots,\left\{H^{p}, H_{\alpha}^{p}\right\} \tag{10}
\end{equation*}
$$

where $i=2, \ldots, p-1$ and $p$ is the number of amino acids of a protein, the branches in the search tree occur only at hydrogen atoms given by

$$
\begin{equation*}
\left\{H_{\alpha}^{1}, \ldots, H^{i}, H_{\alpha}^{i}, \ldots, H^{p}, H_{\alpha}^{p}\right\} \tag{11}
\end{equation*}
$$

There are two main consequences of this theorem:

1. If the distances related to the pairs 10 are precise values, the search space of the associated DGP is finite, represented as a binary tree;
2. If the distances related to the pairs 10 are precise values and there is at least one additional distance (from NMR data) for each hydrogen in the list (11), there is only one DGP solution that can be found in linear time.

Although they are very strong hypothesis (precise and additional distances), this kind of information emphasizes its relationship and importance with the
cardinality of the DGP solution set and the computational complexity of the problem. Clearly, inaccuracy and lack of such information increase the size of the search space.

From the definition of the hc order (4) and from Theorem 6, we can note that the position of atom $N^{i}$ depends on the position of atom $H^{i}$ and that the position of atom $C^{i}$ depends on the position of atom $H_{\alpha}^{i}$. Since the protein backbone is determined by the torsion angles defined by $\left\{N^{i-1}, C_{\alpha}^{i-1}, C^{i-1}, N^{i}\right\}$ and $\left\{C^{i-1}, N^{i-1}, C_{\alpha}^{i-1}, C^{i}\right\}$ (the so-called $(\phi, \psi)$ angles), the term minimal NMR distance information is justified by the fact that we are requiring only NMR distances related to $d\left(H^{i}, H_{\alpha}^{i}\right)$ and $d\left(H_{\alpha}^{i-1}, H^{i}\right)$.

Since atoms $H^{i}, H_{\alpha}^{i}$ are in the same amino acid, the associated distance $d\left(H^{i}, H_{\alpha}^{i}\right)$ should not pose difficulty to be detected by NMR. Although atoms $H_{\alpha}^{i-1}, H^{i}$ are in consecutive amino acids, there is just one torsion angle (the one defined by $\left.\left\{N^{i-1}, C_{\alpha}^{i-1}, C^{i-1}, N^{i}\right\}\right)$ related to the position of $H^{i}$, because the Peptide Plane "forces" the torsion angle defined by $\left\{C_{\alpha}^{i-1}, C^{i-1}, N^{i-1}, C_{\alpha}^{i}\right\}$ to be $\pi$ radians. In the worst case, supposing that the distance $d\left(H_{\alpha}^{i-1}, H^{i}\right)$ is not available, we can use the "implicit" information associated to the fact that the distance was not detected [1], i.e. $d\left(H_{\alpha}^{i-1}, H^{i}\right) \in\left[t o l, d^{\max }\right]$, where $t o l=5 \AA$ (or other value related to the NMR precision) and $d^{\max }$ is the value associated to the torsion angle defined by $\left\{N^{i-1}, C_{\alpha}^{i-1}, C^{i-1}, N^{i}\right\}$ fixed to $\pi$ radians.

## 6. New Research Directions

The contribution of this paper is related to how to combine information from protein geometry (Rigid Geometry Hypothesis, Peptide Plane, and Chirality) and NMR experiments in order to model the problem of 3D protein calculation using NMR data as a DMDGP that also considers interval distances.

From the results of this work, we select four new research directions:

1. Exploit the hc order to design pruning devices for the $i \mathrm{BP}$;
2. Apply the hc order, with these developed pruning devices, to the Clifford algebra approach recently proposed in the literature;
3. Investigate the possibility to design new NMR experiments that focus on the accuracy of distances between hydrogen atoms used in the hc order;
4. Develop robust algorithms that can integrate all of the items above.

Regarding item 1, we have already some results as consequences of this paper, the information on lower and upper bounds to the backbone torsion angles provided by NMR chemical shifts [56, and information on hydrogen bonds defined between a hydrogen (the one bound to $N$ ) of one amino acid and the oxygen (bound to $C$ ) of another one:

- Since the position of atom $O^{i-1}$ is determined by the position of atom $H^{i}$, hydrogen bond distances can be used to prune unfeasible positions of $H^{i}$;
- Since the position of atom $N^{i}$ is also determined by the position of atom $H^{i}$, NMR chemical shift information on the torsion angle defined by $\left\{N^{i-1}, C_{\alpha}^{i-1}, C^{i-1}, N^{i}\right\}$ can be used to prune unfeasible positions of $H^{i}$;
- Since the position of atom $C^{i}$ is determined by the position of atom $H_{\alpha}^{i}$, NMR chemical shift information on the torsion angle defined by $\left\{C^{i-1}, N^{i-1}, C_{\alpha}^{i-1}, C^{i}\right\}$ can be used to prune unfeasible positions of $H_{\alpha}^{i}$.

Of course, all the information related to the NMR distances

$$
d\left(H^{j}, H^{i}\right), d\left(H_{\alpha}^{j-1}, H^{i}\right) \text { and } d\left(H^{j-1}, H_{\alpha}^{i}\right), d\left(H_{\alpha}^{j}, H_{\alpha}^{i}\right)
$$

where $j<i$, can also be used to prune unfeasible positions of $H^{i}$ and $H_{\alpha}^{i}$.
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