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# CONFORMAL SYMMETRY BREAKING OPERATORS FOR DIFFERENTIAL FORMS ON SPHERES 

TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER


#### Abstract

We give a complete classification of conformally covariant differential operators between the spaces of $i$-forms on the sphere $S^{n}$ and $j$-forms on the totally geodesic hypersphere $S^{n-1}$. Moreover, we find explicit formulæ for these new matrix-valued operators in the flat coordinates in terms of basic operators in differential geometry and classical orthogonal polynomials. We also establish matrixvalued factorization identities among all possible combinations of conformally covariant differential operators. The main machinery of the proof is the "F-method" based on the "algebraic Fourier transform of Verma modules" (Kobayashi-Pevzner [Selecta Math. 2016]) and its extension to matrix-valued case developed here. A short summary of the main results was announced in [C. R. Acad. Sci. Paris, 2016].
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## 1. Introduction

Let $(X, g)$ be a pseudo-Riemannian manifold. Suppose that a Lie group $G$ acts conformally on $X$. This means that there exists a positive-valued function $\Omega \in$ $C^{\infty}(G \times X)$ (conformal factor) such that

$$
L_{h}^{*} g_{h \cdot x}=\Omega(h, x)^{2} g_{x} \quad \text { for all } h \in G, x \in X
$$

where we write $L_{h}: X \rightarrow X, x \mapsto h \cdot x$ for the action of $G$ on $X$. When $X$ is orientable, we define a locally constant function or: $G \times X \longrightarrow\{ \pm 1\}$ by or $(h)(x)=1$ if $\left(L_{h}\right)_{* x}: T_{x} X \longrightarrow T_{L_{h} x} X$ is orientation-preserving, and $=-1$ if it is orientationreversing.

Since $\Omega$ satisfies a cocycle condition, we can form a family of representations $\varpi_{u, \delta}^{(i)}$ of $G$ with parameters $u \in \mathbb{C}$ and $\delta \in \mathbb{Z} / 2 \mathbb{Z}$ on the space $\mathcal{E}^{i}(X)$ of $i$-forms on $X$ ( $0 \leq i \leq \operatorname{dim} X$ ) defined by

$$
\begin{equation*}
\varpi_{u, \delta}^{(i)}(h) \alpha:=\operatorname{or}(h)^{\delta} \Omega\left(h^{-1}, \cdot\right)^{u} L_{h^{-1}}^{*} \alpha, \quad(h \in G) . \tag{1.1}
\end{equation*}
$$

The representation $\varpi_{u, \delta}^{(i)}$ of the conformal group $G$ on $\mathcal{E}^{i}(X)$ will be simply denoted by $\mathcal{E}^{i}(X)_{u, \delta}$, and referred to as conformal representations on $i$-forms.

Suppose that $Y$ is an orientable submanifold such that $g$ is nondegenerate on the tangent space $T_{y} Y$ for all $y \in Y$ (this holds automatically if $g$ is positive definite). Then $Y$ is endowed with a pseudo-Riemannian structure $\left.g\right|_{Y}$, and we can define in a similar way a family of representations $\varpi_{v, \varepsilon}^{(j)}$ on $\mathcal{E}^{j}(Y)(v \in \mathbb{C}, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}, 0 \leq j \leq$ $\operatorname{dim} Y$ ) of the group

$$
G^{\prime}:=\{h \in G: h \cdot Y=Y\}
$$

which acts conformally on $\left(Y,\left.g\right|_{Y}\right)$.
The object of our study is differential operators $\mathcal{D}^{i \rightarrow j}: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{j}(Y)$ that intertwine the two representations $\varpi_{u, \delta}^{(i)} \mid G_{G^{\prime}}$ and $\varpi_{v, \varepsilon}^{(j)}$ of $G^{\prime}$. Here $\left.\varpi_{u, \delta}^{(i)}\right|_{G^{\prime}}$ stands for the restriction of the $G$-representation $\varpi_{u, \delta}^{(i)}$ to the subgroup $G^{\prime}$. We say that such $\mathcal{D}^{i \rightarrow j}$ is a differential symmetry breaking operator and denote by $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{j}(Y)_{v, \varepsilon}\right)$ the space of differential symmetry breaking operators.

We address the following problems:

Problem A. Find a necessary and sufficient condition on 6 -tuple $(i, j, u, v, \delta, \varepsilon)$ such that there exist nontrivial differential symmetry breaking operators. More precisely, determine the dimension of $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{j}(Y)_{v, \varepsilon}\right)$.

Problem B. Construct explicitly a basis of $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{j}(Y)_{v, \varepsilon}\right)$.
In the case where $X=Y, G=G^{\prime}$, and $i=j=0$, a classical prototype of such operators is a second order differential operator called the Yamabe operator

$$
\Delta+\frac{n-2}{4(n-1)} \kappa \in \operatorname{Diff}_{G}\left(\mathcal{E}^{0}(X)_{\frac{n}{2}-1, \delta}, \mathcal{E}^{0}(X)_{\frac{n}{2}+1, \delta}\right)
$$

where $n$ is the dimension of the manifold $X, \Delta$ is the Laplace-Beltrami operator, and $\kappa$ is the scalar curvature, see [18], for instance. Conformally equivariant differential operators of higher order are also known: the Paneitz operator (fourth order) [24], which appears in four dimensional supergravity [9], or more generally, the so-called GJMS operators ([10]) are such operators. Analogous differential operators on forms ( $i=j$ case) were studied by Branson [4]. The exterior derivative $d$ and the codifferential $d^{*}$ also give examples of conformally covariant operators on forms, namely, $j=i+1$ and $i-1$, respectively, with appropriate choice of $(u, v, \delta, \varepsilon)$. Maxwell's equations in four dimension can be expressed in terms of conformally covariant operators on forms.

Let us consider the more general case where $Y \neq X$ and $G^{\prime} \neq G$. An obvious example of symmetry breaking operators is the restriction operator $\operatorname{Rest}_{Y}$ which belongs to $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{i}(Y)_{v, \varepsilon}\right)$ if $u=v$ and $\delta \equiv \varepsilon \equiv 0 \bmod 2$. Another elementary example is $\operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)} \in \operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{i-1}(Y)_{v, \varepsilon}\right)$ with $v=u+1$ and $\delta \equiv \varepsilon \equiv 1 \bmod 2$ where $\iota_{N_{Y}(X)}$ denotes the interior multiplication by the normal vector field to $Y$ in $X$ when $Y$ is of codimension one in $X$ (see Proposition 8.12).

In the model space $(X, Y)=\left(S^{n}, S^{n-1}\right)$, the pair $\left(G, G^{\prime}\right)$ of conformal groups amounts to $(O(n+1,1), O(n, 1))$ modulo center (see Lemma 11.1), and Problems A and B have been recently solved for $i=j=0$ by Juhl [11]. See also [15] and [19] for different approaches, i.e., by the residue calculus and the F-method, respectively. The classification of nonlocal symmetry breaking operators for $i=j=0$ has been also accomplished recently in [22]. On the other hand, the case $n=2$ with $(i, j)=$ $(1,0)$ was studied in [16] with emphasis on the relation to the Rankin-Cohen brackets [5, 7, 25].

This work gives a complete solution to Problems A and B for all $i$ and $j$ in the model space $(X, Y)=\left(S^{n}, S^{n-1}\right)$ : we classify all differential symmetry breaking operators from $i$-forms on $S^{n}$ to $j$-forms on $S^{n-1}$ for all $i$ and $j$. We also find closed formulæ for these new operators in all the cases.

The key machinery of the proof is the F-method which has been recently introduced in [14] by the first author. See also [15, 19, 20] for detailed account and some
applications. The idea of the F-method is based on the "algebraic Fourier transform of Verma modules". We shall develop an extension of the method to the matrixvalued case in Chapter 3 .

Let us state our main results. Here is a complete solution to Problem A for the model space $(X, Y)=\left(S^{n}, S^{n-1}\right)(n \geq 3)$.

Theorem 1.1. Let $n \geq 3$. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1$, $u, v \in \mathbb{C}, \delta, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on 6 -tuple $(i, j, u, v, \delta, \varepsilon)$ are equivalent:
(i) $\operatorname{Diff}_{O(n, 1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right) \neq\{0\}$,
(ii) $\operatorname{dim}_{\mathbb{C}} \operatorname{Diff}_{O(n, 1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right)=1$,
(iii) One of the following twelve conditions holds.

Case (I). $j=i-2,2 \leq i \leq n-1,(u, v)=(n-2 i, n-2 i+3)$, $\delta \equiv \varepsilon \equiv 1 \bmod 2$.
Case ( $\left.\mathrm{I}^{\prime}\right) .(i, j)=(n, n-2), u \in-n-\mathbb{N}, v=3-n, \delta \equiv \varepsilon \equiv u+n+$ $1 \bmod 2$.

Case (II). $j=i-1,1 \leq i \leq n, v-u \in \mathbb{N}_{+}, \delta \equiv \varepsilon \equiv v-u \bmod 2$.
Case (III). $j=i, 0 \leq i \leq n-1, v-u \in \mathbb{N}, \delta \equiv \varepsilon \equiv v-u \bmod 2$.
Case (IV). $j=i+1,1 \leq i \leq n-2,(u, v)=(0,0), \delta \equiv \varepsilon \equiv 0 \bmod 2$.
Case ( $\left.\mathrm{IV}^{\prime}\right) .(i, j)=(0,1), u \in-\mathbb{N}, v=0, \delta \equiv \varepsilon \equiv u \bmod 2$.
Case (*I). $j=n-i+1,2 \leq i \leq n-1, u=n-2 i, v=0, \delta \equiv 1$, $\varepsilon \equiv 0 \bmod 2$.
Case $\left(* I^{\prime}\right) .(i, j)=(n, 1), u \in-n-\mathbb{N}, v=0, \delta \equiv \varepsilon+1 \equiv u+n+1 \bmod 2$.
Case ( $* \mathrm{II}$ ) . $j=n-i, 1 \leq i \leq n$, $v-u+n-2 i \in \mathbb{N}, \delta \equiv \varepsilon+1 \equiv$ $v-u+n+1 \bmod 2$.
Case ( $*$ III). $j=n-i-1,0 \leq i \leq n-1, v-u+n-2 i-1 \in \mathbb{N}$, $\delta \equiv \varepsilon+1 \equiv v-u+n+1 \bmod 2$.
Case (*IV). $j=n-i-2,1 \leq i \leq n-2,(u, v)=(0,2 i-n+3), \delta \equiv 0$, $\varepsilon \equiv 1 \bmod 2$.
Case $\left(* \mathrm{IV}^{\prime}\right) .(i, j)=(0, n-2), u \in-\mathbb{N}, v=3-n, \delta \equiv \varepsilon+1 \equiv u \bmod 2$.
We shall give a proof of Theorem 1.1 in Section 11.3.
There are dualities in the twelve cases in Theorem 1.1. To be precise, we set
$\tilde{i}:=n-i, \tilde{j}:=n-j-1, \tilde{u}:=u+2 i-n, \tilde{v}:=v+2 j-n+1, \tilde{\delta} \equiv \delta+1, \tilde{\varepsilon} \equiv \varepsilon+1 \bmod 2$.
Then it follows from the Hodge duality for symmetry breaking operators (Theorem 8.8, see also Section 11.1) that $(i, j, u, v, \delta, \varepsilon) \mapsto(\tilde{i}, \tilde{j}, \tilde{u}, \tilde{v}, \tilde{\delta}, \tilde{\varepsilon})$ gives rise to the duality
of parameters

$$
(\mathrm{I}) \Longleftrightarrow(\mathrm{IV}), \quad\left(\mathrm{I}^{\prime}\right) \Longleftrightarrow\left(\mathrm{IV}^{\prime}\right), \quad(\mathrm{II}) \Longleftrightarrow(\mathrm{III})
$$

and $(i, j, u, v, \delta, \varepsilon) \mapsto(i, \tilde{j}, u, \tilde{v}, \delta, \tilde{\varepsilon})$ gives rise to another duality of parameters

$$
(\mathrm{P}) \Longleftrightarrow(* \mathrm{P}) \quad \text { for } P=\mathrm{I}, \mathrm{I}^{\prime}, \mathrm{II}, \mathrm{III}, \mathrm{IV}, \mathrm{IV}^{\prime}
$$

Differential symmetry breaking operators for the latter half, i.e., Cases $(* \mathrm{I})-\left(* \mathrm{IV}^{\prime}\right)$, are given as the composition of the Hodge star operator $*_{\mathbb{R}^{n-1}}$ and the corresponding symmetry breaking operators for the first half, i.e., Cases (I)-(IV').

The equivalence (i) $\Leftrightarrow$ (ii) in Theorem 1.1 asserts that differential symmetry breaking operators, if exist, are unique up to scalar multiplication for all the parameters $(i, j, u, v, \delta, \varepsilon)$ if $n \geq 3$. This should be in contrast to the $n=2$ case, where the multiplicity jumps at countably many places to two (cf. [21, Sect. 9]).

The standard sphere $S^{n}$ is a conformal compactification of the flat Riemannian manifold $\mathbb{R}^{n}$. Using the stereographic projection $p: S^{n} \longrightarrow \mathbb{R}^{n} \cup\{\infty\}$, we give closed formulæ of differential symmetry breaking operators in flat coordinates in Cases (I), (I'), (II), (III), (IV), and (IV'), see Theorems 1.8, 1.5, 1.6 and 1.7 , respectively. Change of coordinates in symmetry breaking operators from $\mathbb{R}^{n}$ to the conformal compactification $S^{n}$ is given by the "twisted pull-back" of the stereographic projection in Section 11.5. In order to explain the explicit formulæ of the symmetry breaking operators, in the flat coordinates, we fix some notations for basic operators.

Suppose that a manifold $X$ is endowed with a pseudo-Riemannian structure $g$ of signature $(p, q)$ and an orientation. Then, the metric tensor $g$ induces a volume form $\operatorname{vol}_{X}$, and a pseudo-Riemannian structure on the cotangent bundle $T^{\vee} X$, or more generally on the exterior power bundles $\bigwedge^{i}\left(T^{\vee} X\right)$. The codifferential $d^{*}: \mathcal{E}^{i}(X) \longrightarrow$ $\mathcal{E}^{i-1}(X)$ is the formal adjoint of the differential (exterior derivative) $d$ in the sense that

$$
\int_{X} g_{x}(\alpha, d \beta) \operatorname{vol}_{X}(x)=\int_{X} g_{x}\left(d^{*} \alpha, \beta\right) \operatorname{vol}_{X}(x)
$$

for all $\alpha \in \mathcal{E}^{i}(X)$ and $\beta \in \mathcal{E}_{c}^{i-1}(X)$. Interior multiplication $\iota_{Z}$ of an $i$-form $\omega$ by a vector field $Z$ is defined by

$$
\left(\iota_{Z} \omega\right)\left(Z_{1}, \cdots, Z_{i-1}\right):=\omega\left(Z, Z_{1}, \cdots, Z_{i-1}\right)
$$

For $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$, we denote by $\widetilde{C}_{\ell}^{\mu}(t)$ the Gegenbauer polynomial which is renormalized in a way that $\widetilde{C}_{\ell}^{\mu} \not \equiv 0$ for any $\mu \in \mathbb{C}$ (see (14.3) in Appendix). Then

$$
\left(I_{\ell} \widetilde{C}_{\ell}^{\mu}\right)(x, y):=x^{\frac{\ell}{2}} \widetilde{C}_{\ell}^{\mu}\left(\frac{y}{\sqrt{x}}\right)
$$

is a polynomial of two variables $x$ and $y$. We replace formally $x$ by $-\Delta_{\mathbb{R}^{n-1}}=$ $-\sum_{j=1}^{n-1} \frac{\partial^{2}}{\partial x_{j}^{2}}$ and $y$ by $\frac{\partial}{\partial x_{n}}$, and define a family of scalar-valued differential operators
on $\mathbb{R}^{n}$ of order $\ell$

$$
\begin{equation*}
\mathcal{D}_{\ell}^{\mu}:=\left(I_{\ell} \widetilde{C}_{\ell}^{\mu}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) \tag{1.2}
\end{equation*}
$$

For instance, $\mathcal{D}_{0}^{\mu}=1, \mathcal{D}_{1}^{\mu}=2 \frac{\partial}{\partial x_{n}}, \mathcal{D}_{2}^{\mu}=\Delta_{\mathbb{R}^{n-1}}+2(\mu+1) \frac{\partial^{2}}{\partial x_{n}^{2}}, \mathcal{D}_{3}^{\mu}=2 \Delta_{\mathbb{R}^{n-1}} \frac{\partial}{\partial x_{n}}+$ $\frac{4}{3}(\mu+2) \frac{\partial^{3}}{\partial x_{n}^{3}}$, etc. We regard $\mathcal{D}_{\ell}^{\mu} \equiv 0$ for negative integer $\ell$.

For $\mu \in \mathbb{C}$ and $a \in \mathbb{N}$, we set

$$
\gamma(\mu, a):=\frac{\Gamma\left(\mu+1+\left[\frac{a}{2}\right]\right)}{\Gamma\left(\mu+\left[\frac{a+1}{2}\right]\right)}=\left\{\begin{array}{lll}
1 & \text { if } & a \text { is odd }  \tag{1.3}\\
\mu+\frac{a}{2} & \text { if } & a \text { is even. }
\end{array}\right.
$$

For $1 \leq i \leq n$, we introduce a family of linear maps $\mathcal{D}_{u, a}^{i \rightarrow i-1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{E}^{i-1}\left(\mathbb{R}^{n-1}\right)$ with parameters $u \in \mathbb{C}$ and $a \in \mathbb{N}$ by

$$
\begin{align*}
\mathcal{D}_{u, a}^{i+i-1}:= & \operatorname{Rest}_{x_{n}=0} \circ\left(-\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2 i-n) \mathcal{D}_{a}^{\mu} \iota \frac{\partial}{\partial x_{n}}\right)  \tag{1.4}\\
(1.5)= & \operatorname{Rest}_{x_{n}=0} \circ\left(-\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\frac{1}{2}(u+2 i-n+a) \mathcal{D}_{a}^{\mu} \iota \frac{\partial}{\partial x_{n}}\right)  \tag{1.5}\\
& -\gamma\left(\mu-\frac{1}{2}, a\right) d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-1}^{\mu},
\end{align*}
$$

where $\mu:=u+i-\frac{1}{2}(n-1)$ and $\iota \frac{\partial}{\partial x_{n}}$ stands for the interior multiplication by the vector field $\frac{\partial}{\partial x_{n}}$. Then, $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ is a matrix-valued homogeneous differential operator of order a. See Definition 3.2 for the precise meaning of "differential operators between two manifolds". The proof of the second equality (1.5) will be given in Proposition 9.9 .

Example 1.2. Here are some few examples of the operators $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ for $i=1, n$ or $a=0,1$, and 2 :

$$
\begin{aligned}
\mathcal{D}_{u, a}^{1 \rightarrow 0} & =\operatorname{Rest}_{x_{n}=0} \circ\left(-\gamma\left(u-\frac{n-3}{2}, a\right) \mathcal{D}_{a-1}^{u-\frac{n-5}{2}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2-n) \mathcal{D}_{a}^{u-\frac{n-3}{2}} \iota \frac{\partial}{\partial x_{n}}\right), \\
\mathcal{D}_{u, a}^{n \rightarrow n-1} & =\frac{1}{2}(u+n+a) \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{u+\frac{n+1}{2}} \iota \frac{\partial}{\partial x_{n}}, \\
\mathcal{D}_{u, 0}^{i \rightarrow i-1} & =\frac{1}{2}(u+2 i-n) \operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}}, \\
\mathcal{D}_{u, 1}^{i \rightarrow i-1} & =\operatorname{Rest}_{x_{n}=0} \circ\left(-d_{\mathbb{R}^{n}}^{*}+(u+2 i-n) \frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right), \\
\mathcal{D}_{u, 2}^{i \rightarrow i-1} & =\operatorname{Rest}_{x_{n}=0} \circ D \\
\text { where } D & =\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2 i-n)\left(\Delta_{\mathbb{R}^{n-1}}+(n+2 i+5) \frac{\partial^{2}}{\partial x_{n}^{2}}\right)\right) \iota \frac{\partial}{\partial x_{n}}-2 \gamma \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} .
\end{aligned}
$$

For $0 \leq i \leq n-1$, we introduce another family of linear maps $\mathcal{D}_{u, a}^{i \rightarrow i}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow$ $\mathcal{E}^{i}\left(\mathbb{R}^{n-1}\right)$ with parameters $u \in \mathbb{C}$ and $a \in \mathbb{N}$ by
$\mathcal{D}_{u, a}^{i \rightarrow i}:=\operatorname{Rest}_{x_{n}=0} \circ\left(\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-\gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\mu} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}+\frac{1}{2}(u+a) \mathcal{D}_{a}^{\mu}\right)$

$$
\begin{equation*}
=-d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-2}^{\mu+1}+\operatorname{Rest}_{x_{n}=0} \circ\left(\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\frac{u}{2} \mathcal{D}_{a}^{\mu}\right) \tag{1.7}
\end{equation*}
$$

where $\mu=u+i-\frac{n-1}{2}$ as before. Then $\mathcal{D}_{u, a}^{i \rightarrow i}$ is a matrix-valued homogeneous differential operator of order $a$. The second equality (1.7) and an alternative definition of $\mathcal{D}_{u, a}^{i \rightarrow i}$ by means of the Hodge star operators

$$
\begin{equation*}
\mathcal{D}_{u, a}^{i \rightarrow i}:=(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{u-n+2 i, a}^{n-i \rightarrow n-i-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \tag{1.8}
\end{equation*}
$$

will be proved in Proposition 10.3 .
Example 1.3. Here are some few examples of the operators $\mathcal{D}_{u, a}^{i \rightarrow i}$ for $i=0, n-1$ or $a=0,1$, and 2 .
$\mathcal{D}_{u, a}^{0 \rightarrow 0}=\frac{u+a}{2} \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{u-\frac{n-1}{2}}$.
$\mathcal{D}_{u, a}^{n-1 \rightarrow n-1}=-d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-2}^{\mu+1}+\frac{u}{2} \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{\mu}$.
$\mathcal{D}_{u, 0}^{i \rightarrow i}=\frac{u}{2}$ Rest $_{x_{n}=0}$.
$\mathcal{D}_{u, 1}^{i \rightarrow i} \quad=\operatorname{Rest}_{x_{n}=0} \circ\left(-d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}+(u+1) \frac{\partial}{\partial x_{n}}\right)$.
$\mathcal{D}_{u, 2}^{i \rightarrow i} \quad=\operatorname{Rest}_{x_{n}=0} \circ\left(d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\left(\frac{n}{2}+1\right) \Delta_{\mathbb{R}^{n}}+\left(u+i-\frac{n}{2}+1\right)\left((n+2) \frac{\partial^{2}}{\partial x_{n}^{2}}+2 \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}\right)\right)$.
These differential operators are generically nonzero, however, they may vanish in specific cases. To be precise, we prove in Section 9.3:

Proposition 1.4. Suppose $u \in \mathbb{C}$ and $a \in \mathbb{N}$.
(1) Let $1 \leq i \leq n$. Then $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ vanishes if and only if $(u, a)=(n-2 i, 0)$ or $(u, i)=(-n-a, n)$.
(2) Let $0 \leq i \leq n-1$. Then $\mathcal{D}_{u, a}^{i \rightarrow i}$ vanishes if and only if $(u, a)=(0,0)$ or $(u, i)=(-a, 0)$.

In order to obtain nonzero operators for all the parameters $(i, a, u)$, we renormalize $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ and $\mathcal{D}_{u, a}^{i \rightarrow i}$, respectively, by

$$
\begin{align*}
& \widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}:=\left\{\begin{array}{lll}
\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} & \text { if } & a=0, \\
\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{u+\frac{n+1}{2}} \circ \iota \frac{\partial}{\partial x_{n}} & \text { if } & i=n, \\
\mathcal{D}_{u, a}^{i \rightarrow i-1} & \text { otherwise. }
\end{array}\right.  \tag{1.9}\\
& \widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i}:=\left\{\begin{array}{lll}
\operatorname{Rest}_{x_{n}=0} & \text { if } & a=0, \\
\operatorname{Rest}_{x_{n}=0}^{u-\frac{n-1}{2}} \circ \mathcal{D}_{a}^{u-\frac{1}{2}} & \text { if } & i=0, \\
\mathcal{D}_{u, a}^{i \rightarrow i} & \text { otherwise. }
\end{array}\right. \tag{1.10}
\end{align*}
$$

Clearly, these operators are well-defined because the formulæ on the right-hand sides coincide in the overlapping cases such as $a=0$ and $i=n$.

We are now ready to give a solution to Problem B when $j=i-1$ and $i$.
Theorem $1.5(j=i-1)$. Let $1 \leq i \leq n$. Suppose $(u, v) \in \mathbb{C}^{2}$ and $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$ satisfy $v-u \in \mathbb{N}_{+}$and $\delta \equiv \varepsilon \equiv v-u \bmod 2$. We set

$$
a:=v-u-1 \in \mathbb{N}
$$

(1) The differential operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}$ extends to the conformal compactification $S^{n}$ of $\mathbb{R}^{n}$, and induces a nontrivial $O(n, 1)$-homomorphism $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow$ $\mathcal{E}^{i-1}\left(S^{n-1}\right)_{v, \varepsilon}$, to be denoted by the same letter $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}$.
(2) Any $O(n, 1)$-equivariant differential operator from $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}$ to $\mathcal{E}^{i-1}\left(S^{n-1}\right)_{v, \varepsilon}$ is proportional to $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}$.

Theorem 1.6 $(j=i)$. Let $0 \leq i \leq n-1$. Suppose $(u, v) \in \mathbb{C}^{2}$ and $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$ satisfy $v-u \in \mathbb{N}$ and $\delta \equiv \varepsilon \equiv v-u \bmod 2$. We set

$$
a:=v-u \in \mathbb{N} .
$$

(1) The differential operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i}$ extends to $S^{n}$, and induces a nontrivial $O(n, 1)$ homomorphism $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{i}\left(S^{n-1}\right)_{v, \varepsilon}$, to be denoted by the same letter $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i}$.
(2) Any $O(n, 1)$-equivariant differential operator from $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}$ to $\mathcal{E}^{i}\left(S^{n-1}\right)_{v, \varepsilon}$ is proportional to $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i}$.
In contrast to the above cases where $j=i-1$ or $i$, we prove that differential symmetry breaking operators of higher order are rare for $j \notin\{i-1, i\}$. Let us describe all of them. For $j=i+1$, a family of differential operators $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i+1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow$ $\mathcal{E}^{i+1}\left(\mathbb{R}^{n-1}\right)$ are defined by

$$
\begin{equation*}
\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i+1}:=\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{-u}^{u-\frac{n-1}{2}} \circ d_{\mathbb{R}^{n}} \tag{1.11}
\end{equation*}
$$

but only when $a=1-u$ with additional constraints $u=0(1 \leq i \leq n-2)$ in Case (IV) in Theorem 1.1; $u \in-\mathbb{N}(i=0)$ in Case $\left(\mathrm{IV}^{\prime}\right)$. We note $\widetilde{\mathcal{D}}_{0,1}^{i \rightarrow i+1}=\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}}$ and $\widetilde{\mathcal{D}}_{1-a, a}^{0 \rightarrow 1}=d \circ \widetilde{\mathcal{D}}_{1-a, a-1}^{0 \rightarrow 0}$ (Theorem 13.18 (6)).

For $j=i-2$, a family of differential operators $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-2}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i-2}\left(\mathbb{R}^{n-1}\right)$ are defined by

$$
\begin{equation*}
\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-2}:=\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{-u+n-2 i}^{u+\frac{n+1}{2}} \circ \iota \frac{\partial}{\partial x_{n}} \circ d_{\mathbb{R}^{n}}^{*} \tag{1.12}
\end{equation*}
$$

but only when $a=1+n-2 i-u$ with additional constraints $u=n-2 i(2 \leq i \leq$ $n-1$ ) in Case (I), $u \in\{-n,-n-1,-n-2, \cdots\}(i=n)$ in Case (I'). We note $\widetilde{\mathcal{D}}_{n-2 i, 1}^{i \rightarrow i-2}=\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} \circ d_{\mathbb{R}^{n}}^{*}$ and $\widetilde{\mathcal{D}}_{1-n-a, a}^{n \rightarrow n-2}=-d^{*} \circ \widetilde{\mathcal{D}}_{1-n-a, a-1}^{n \rightarrow n-1}$ (see Theorem 13.18 (8)).

Then the solution to Problem B in the remaining cases, i.e., $j \in\{i+1, i-2\}$ is stated as follows:

Theorem $1.7(j=i+1)$. Let $0 \leq i \leq n-2$. Suppose $(i, i+1, u, v, \delta, \varepsilon)$ belongs to Case (IV) or (IV') in Theorem 1.1. In particular, $\delta \equiv \varepsilon \bmod 2, u \in-\mathbb{N}$ and $v=0$. We set

$$
a:=v-u+1=1-u \in \mathbb{N}_{+} .
$$

(1) The differential operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i+1}$ extends to the conformal compactification $S^{n}$, and induces a nontrivial $O(n, 1)$-homomorphism $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{i+1}\left(S^{n-1}\right)_{0, \delta}$, to be denoted by the same letter $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i+1}$.
(2) Case (IV): Suppose $1 \leq i \leq n-2$. Then any $O(n, 1)$-equivariant differential operator $\mathcal{E}^{i}\left(S^{n}\right)_{0,0} \longrightarrow \mathcal{E}^{i+1}\left(S^{n-1}\right)_{0,0}$ is proportional to $\widetilde{\mathcal{D}}_{0,1}^{i \rightarrow i+1}=\operatorname{Rest}_{S^{n-1}} \circ$ $d_{S^{n}}$.
(3) Case (IV'): Suppose $i=0$. Then any $O(n, 1)$-equivariant differential operator $\mathcal{E}^{0}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{1}\left(S^{n-1}\right)_{0, \delta}(u \in-\mathbb{N}, \delta \equiv u \bmod 2)$ is proportional to $\widetilde{\mathcal{D}}_{u, 1-u}^{0 \rightarrow 1}$.
Theorem $1.8(j=i-2)$. Let $2 \leq i \leq n$. Suppose $(i, i-2, u, v, \delta, \varepsilon)$ belongs to Case (I) or ( $\mathrm{I}^{\prime}$ ) in Theorem 1.1. In particular, $\delta \equiv \varepsilon \bmod 2, u \in-n-\mathbb{N}$ and $v=n-2 i+3$. We set

$$
a:=v-u-2=n-2 i+1-u \in \mathbb{N}_{+} .
$$

(1) The differential operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-2}$ extends to $S^{n}$, and induces a nontrivial $O(n, 1)$-homomorphism $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{i-2}\left(S^{n-1}\right)_{n-2 i+3, \delta}$, to be denoted by the same letter $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-2}$.
(2) Case (I): Suppose $2 \leq i \leq n-1$. Then any $O(n, 1)$-equivariant differential operator $\mathcal{E}^{i}\left(S^{n}\right)_{n-2 i, 1} \longrightarrow \mathcal{E}^{i-2}\left(S^{n-1}\right)_{n-2 i+3,1}$ is proportional to $\widetilde{\mathcal{D}}_{n-2 i, 1}^{i \rightarrow i-2}=$ $\operatorname{Rest}_{S^{n-1}} \circ \iota_{N_{S^{n-1}}\left(S^{n}\right)} \circ d_{S^{n}}^{*}$.
(3) Case ( $\mathrm{I}^{\prime}$ ): Suppose $i=n$. Then any $O(n, 1)$-equivariant differential operator $\mathcal{E}^{n}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{n-2}\left(S^{n-1}\right)_{3-n, \delta}(u \in-n-\mathbb{N}, \delta \equiv u+n+1 \bmod 2)$ is proportional to $\widetilde{\mathcal{D}}_{u, 1-u-n}^{n \rightarrow n-2}$.

Thus Problems A and B have been settled for the pair $(X, Y)=\left(S^{n}, S^{n-1}\right)$.
Finally, we discuss matrix-valued functional identities (factorization theorems) arising from compositions of conformally equivariant operators. They are formulated as follows. Suppose that $T_{X}: \mathcal{E}^{i^{\prime}}(X) \rightarrow \mathcal{E}^{i}(X)$ or $T_{Y}: \mathcal{E}^{j}(Y) \rightarrow \mathcal{E}^{j^{\prime}}(Y)$ is a conformally equivariant operator for forms. Then the composition $T_{Y} \circ D$ or $D \circ T_{X}$ of a symmetry breaking operator $D=D_{X \rightarrow Y}: \mathcal{E}^{i}(X) \rightarrow \mathcal{E}^{j}(Y)$ with $T_{X}$ or $T_{Y}$ is again a symmetry breaking operator:


In the setting where $X=S^{n}$ (or $Y=S^{n-1}$, respectively), conformally covariant differential operators $T_{X}: \mathcal{E}^{i^{\prime}}(X) \rightarrow \mathcal{E}^{i}(X)\left(\right.$ or $T_{Y}: \mathcal{E}^{j}(Y) \rightarrow \mathcal{E}^{j^{\prime}}(Y)$, respectively) are classified in Theorem 12.1. This case (i.e. $X=X$ or $Y=Y$ ) is much easier than the case $Y \varsubsetneqq X$ treated in Theorem 1.1 for symmetry breaking operators. For the proof, we again use the F-method in a self-contained manner, although classical results of algebraic representation theory (e.g. [2]) could be used to simplify the proof. Thus we see that $T_{X}$ (or $T_{Y}$, respectively) is proportional to $d, d^{*}$, Branson's operators $\mathcal{T}_{2 \ell}^{(i)}$ (or $\mathcal{T}_{2 \ell}^{\prime(j)}$, respectively) of order $2 \ell$ (see (12.1)), or the composition of these operators with the Hodge star operator. On the other hand, the general multiplicity-freeness theorem (see Theorem 1.1) guarantees that such compositions must be proportional to the operators that we classified in Theorems 1.5, 1.6, 1.7 and 1.8 .

In Chapter 13, we give a complete list of factorization identities with explicit proportionality constants for all possible cases. We illustrate the new factorization identities by taking $T_{X}$ or $T_{Y}$ to be Branson's operators $\mathcal{T}_{2 \ell}^{(i)}$ or $\mathcal{T}_{2 \ell}^{\prime(j)}$ as follows. For $\ell \in \mathbb{N}_{+}$and $a \in \mathbb{N}$, we define a positive number $K_{\ell, a}$ by

$$
\begin{equation*}
K_{\ell, a}:=\prod_{k=1}^{\ell}\left(\left[\frac{a}{2}\right]+k\right) \tag{1.13}
\end{equation*}
$$

Theorem 1.9 (See Theorem 13.1). Suppose $0 \leq i \leq n, a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. Then
(2) $\mathcal{D}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i} \circ \mathcal{T}_{2 \ell}^{(i)}=-\left(\frac{n}{2}-i+\ell\right) K_{\ell, a} \mathcal{D}_{\frac{n}{2}-i-\ell, a+2 \ell}^{i \rightarrow i}$ if $i \neq n$.

Theorem 1.10 (See Theorem 13.2). Suppose $0 \leq i \leq n$, $a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. We set $u:=\frac{n-1}{2}-i-\ell-a$. Then
(1) $\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \mathcal{D}_{u, a}^{i \rightarrow i-1}=-\left(\frac{n+1}{2}-i+\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i-1} \quad$ if $i \neq 0$.

$$
\begin{equation*}
\mathcal{T}_{2 \ell}^{\prime(i)} \circ \mathcal{D}_{u, a}^{i \rightarrow i} \quad=-\left(\frac{n-1}{2}-i-\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i} \quad \text { if } i \neq n \tag{2}
\end{equation*}
$$

The scalar case $(i=0)$ in Theorem 1.9 (2) and 1.10 (2) was studied in [11, 19], and was extended to all the symmetry breaking operators (including nonlocal ones) in [22]. The other matrix-valued factorization identities are given in Theorems 13.3 and 13.4, see also Theorems 13.15, 13.16, and 13.18 for the factorization identities of renormalized symmetry breaking operators. We also analyze when the proportionality constant vanishes.

Finally, let us mention analogous results for the connected groups, other real forms in pseudo-Riemannian geometry, and branching problems for Verma modules. Throughout the paper, we study Problems $A$ and $B$ in full detail for the whole group of conformal diffeomorphisms of $S^{n}$ that preserves $S^{n-1}$, which is a disconnected group. Then results for the connected group $S O_{0}(n, 1)$, or equivalently, for conformal vector fields on $S^{n}$ along the submanifold $S^{n-1}$, can be extracted from our main results for the disconnected group $O(n, 1)$, see Theorem 2.10 .

Branching problems for (generalized) Verma modules for $\left(\mathfrak{g}, \mathfrak{g}^{\prime}\right)=(\mathfrak{o}(n+2, \mathbb{C}), \mathfrak{o}(n+$ $1, \mathbb{C})$ ) are the algebraic counterpart of Problems A and B for $(X, Y)=\left(S^{n}, S^{n-1}\right)$ by a general duality theorem [19, 20] that gives a one-to-one correspondence between differential symmetry breaking operators and $\mathfrak{g}^{\prime}$-homomorphisms for the restriction of Verma modules of $\mathfrak{g}$. Branching laws for Verma modules are discussed in Section 2.6 .

Our results can be also extended to the non-Riemannian setting $S^{p, q} \supset S^{p-1, q}$ for the pair $\left(G, G^{\prime}\right)=(O(p+1, q), O(p, q))$ of conformal groups, for which the $(i, j)=$ $(0,0)$ case was studied in [19].

The main results were announced in [17].
Notation: $\mathbb{N}:=\{0,1,2, \ldots\}, \mathbb{N}_{+}:=\{1,2, \ldots\}$.
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The relation between chapters is illustrated by the following figures. Here, " $\Rightarrow$ " means a strong relation (e.g. logical dependency), and " $\rightarrow$ " means a weak relation (e.g. setup or definition).

- Classification of differential symmetry breaking operators

- A baby case $\left(G=G^{\prime}\right)$ in Chapter 12 could be read independently:

- Factorization identities
classification $G \neq G^{\prime} \quad$ classification $G=G^{\prime}$
$\boxed{8} \Rightarrow \underset{\text { factorization identities }}{\text { (13) }}=0$


## 2. Symmetry breaking operators and principal series representations

$$
\text { of } G=O(n+1,1)
$$

The conformal compactification $S^{n}$ of $\mathbb{R}^{n}$ may be thought of as the real flag variety of the indefinite orthogonal group $G=O(n+1,1)$, and the twisted action $\varpi_{u, \delta}^{(i)}$ of $G$ on $\mathcal{E}^{i}\left(S^{n}\right)$ is a special case of the principal series representations of $G$. In this chapter, we reformulate the solutions to Problems A and Bfor $(X, Y)=\left(S^{n}, S^{n-1}\right)$ given in Theorem 1.1 and Theorems 1.5 1.8, respectively, in Introduction in terms of symmetry breaking operators for principal series representations when $\left(G, G^{\prime}\right)=$ $(O(n+1,1), O(n, 1))$ in Theorems 2.7 and 2.8, respectively.

Some important properties (duality theorem of symmetry breaking operators, reducible places) of the principal series representations of $G=O(n+1,1)$ are also discussed in this chapter.
2.1. Principal series representations of $G=O(n+1,1)$. We set up notations for the group $O(n+1,1)$ and its parabolically induced representations. Let $Q_{n+1,1}$ be the standard quadratic form of signature $(n+1,1)$ on $\mathbb{R}^{n+2}$ defined by

$$
Q_{n+1,1}(x):=x_{0}^{2}+x_{1}^{2}+\cdots+x_{n}^{2}-x_{n+1}^{2} \quad \text { for } x=\left(x_{0}, x_{1}, \cdots, x_{n+1}\right) \in \mathbb{R}^{n+2}
$$

and we realize the Lorentz group $O(n+1,1)$ as

$$
G:=O(n+1,1)=\left\{g \in G L(n+2, \mathbb{R}): Q_{n+1,1}(g x)=Q_{n+1,1}(x) \text { for all } x \in \mathbb{R}^{n+2}\right\}
$$

Let $E_{p q}(0 \leq p, q \leq n+1)$ be the matrix unit in $M(n+2, \mathbb{R})$. We define the following elements of the Lie algebra $\mathfrak{g}=\mathfrak{o}(n+1,1)$ :

$$
\begin{array}{rlrl}
X_{p q} & :=-E_{p q}+E_{q p} & & (1 \leq p<q \leq n) \\
H_{0} & :=E_{0, n+1}+E_{n+1,0}, & & \\
C_{\ell}^{+} & :=E_{\ell, 0}-E_{\ell, n+1}-E_{0, \ell}-E_{n+1, \ell} & (1 \leq \ell \leq n) \\
C_{\ell}^{-} & :=E_{\ell, 0}+E_{\ell, n+1}-E_{0, \ell}+E_{n+1, \ell} & (1 \leq \ell \leq n) \\
N_{\ell}^{+} & :=\frac{1}{2} C_{\ell}^{+} \text {and } N_{\ell}^{-}:=C_{\ell}^{-} & & (1 \leq \ell \leq n) . \tag{2.2}
\end{array}
$$

Then $\left\{N_{\ell}^{+}\right\}_{\ell=1}^{n},\left\{N_{\ell}^{-}\right\}_{\ell=1}^{n}$, and $\left\{X_{p q}\right\}_{1 \leq p<q \leq n} \cup\left\{H_{0}\right\}$ form bases of the Lie algebras $\mathfrak{n}_{+}(\mathbb{R}):=\operatorname{Ker}\left(\operatorname{ad}\left(H_{0}\right)-\mathrm{id}\right), \mathfrak{n}_{-}(\mathbb{R}):=\operatorname{Ker}\left(\operatorname{ad}\left(H_{0}\right)+\mathrm{id}\right)$, and $\mathfrak{m}(\mathbb{R})+\mathfrak{a}(\mathbb{R})=\mathfrak{o}(n)+$ $\mathfrak{o}(1,1)=\operatorname{Ker}\left(\operatorname{ad}\left(H_{0}\right)\right)$, respectively. We note that the normalization of $N_{\ell}^{+}$and $N_{\ell}^{-}$ in (2.2) is not symmetric. A simple computation shows

$$
\begin{equation*}
\left[N_{k}^{+}, N_{\ell}^{-}\right]=X_{k \ell}-\delta_{k \ell} H_{0} \tag{2.3}
\end{equation*}
$$

We define the isotropic cone (light cone) by

$$
\Xi:=\left\{x \in \mathbb{R}^{n+2} \backslash\{0\}: Q_{n+1,1}(x)=0\right\}
$$

which is clearly invariant under the dilation of the multiplicative group $\mathbb{R}^{\times}=\mathbb{R} \backslash\{0\}$. Then the projection

$$
\Xi \longrightarrow S^{n}, \quad x \mapsto{\frac{1}{x_{n+1}}}^{t}\left(x_{0}, \ldots, x_{n}\right)
$$

induces a bijection $\Xi / \mathbb{R}^{\times} \xrightarrow{\sim} S^{n}$. The group $G$ acts linearly on the isotropic cone $\Xi$, and conformally on $\Xi / \mathbb{R}^{\times} \simeq S^{n}$, endowed with the standard Riemannian metric. We set

$$
\xi^{ \pm}:={ }^{t}( \pm 1,0, \cdots, 0,1) \in \Xi
$$

Let $P$ be the isotropy subgroup of $\left[\xi^{+}\right] \in \Xi / \mathbb{R}^{\times}$. Then $P$ is a parabolic subgroup with Levi decomposition $P=M A N_{+}$of the disconnected group $G=O(n+1,1)$, where $A:=\exp \left(\mathbb{R} H_{0}\right), N_{+}:=\exp \left(\mathfrak{n}_{+}(\mathbb{R})\right)$ and

$$
M:=\left\{\left(\begin{array}{lll}
b & & \\
& B & \\
& & b
\end{array}\right): B \in O(n), b \in O(1)\right\} \simeq O(n) \times O(1)
$$

For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we set

$$
Q_{n}(x) \equiv Q_{n, 0}(x):=\sum_{\ell=1}^{n} x_{\ell}^{2}
$$

Let $N_{-}:=\exp \left(\mathfrak{n}_{-}(\mathbb{R})\right)$. We define a diffeomorphism $n_{-}: \mathbb{R}^{n} \xrightarrow{\sim} N_{-}$by

$$
n_{-}(x):=\exp \left(\sum_{\ell=1}^{n} x_{\ell} N_{\ell}^{-}\right)=I_{n+2}+\left(\begin{array}{ccc}
-\frac{1}{2} Q_{n}(x) & -{ }^{t} x & -\frac{1}{2} Q_{n}(x) \\
x & 0 & x \\
\frac{1}{2} Q_{n}(x) & { }^{t} x & \frac{1}{2} Q_{n}(x)
\end{array}\right)
$$

which gives the coordinates on the open Bruhat cell $N_{-} \cdot o \subset G / P \simeq \Xi / \mathbb{R}^{\times} \simeq S^{n}$ :

$$
\begin{equation*}
\iota: \mathbb{R}^{n} \longrightarrow S^{n}, \quad x={ }^{t}\left(x_{1}, \ldots, x_{n}\right) \mapsto \frac{1}{1+Q_{n}(x)}{ }^{t}\left(1-Q_{n}(x), 2 x_{1}, \ldots, 2 x_{n}\right) \tag{2.4}
\end{equation*}
$$

because $n_{-}(x) \xi^{+}=\left(\begin{array}{l}1 \\ 0 \\ 1\end{array}\right)+\left(\begin{array}{c}-Q_{n}(x) \\ 2 x \\ Q_{n}(x)\end{array}\right)$. We note that the immersion $\iota$ is nothing but the inverse of the stereographic projection:

$$
\begin{equation*}
p: S^{n} \backslash\left\{\left[\xi^{-}\right]\right\} \longrightarrow \mathbb{R}^{n}, \quad \omega={ }^{t}\left(\omega_{0}, \ldots, \omega_{n}\right) \mapsto{\frac{1}{1+\omega_{0}}}^{t}\left(\omega_{1}, \ldots, \omega_{n}\right) \tag{2.5}
\end{equation*}
$$

where we recall $\left[\xi^{-}\right]{ }^{t}(-1,0, \ldots, 0) \in \Xi / \mathbb{R}^{\times} \simeq S^{n}$. For $\lambda \in \mathbb{C}$, we define a onedimensional representation $\mathbb{C}_{\lambda}$ of $A$ normalized by

$$
\begin{equation*}
A \longrightarrow \mathbb{C}^{\times}, \quad a=e^{t H_{0}} \mapsto a^{\lambda}:=e^{\lambda t} \tag{2.6}
\end{equation*}
$$

Given an irreducible finite-dimensional representation $(\sigma, V)$ of $M \simeq O(n) \times O(1)$ and $\lambda \in \mathbb{C}$, we extend the outer tensor product representation $\sigma_{\lambda}:=\sigma \boxtimes \mathbb{C}_{\lambda}$ of the direct product group $M A$ to the parabolic subgroup $P=M A N_{+}$by letting $N_{+}$act trivially. Then we form an (unnormalized) principal series representation $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right) \equiv \operatorname{Ind}_{P}^{G}\left(\sigma \boxtimes \mathbb{C}_{\lambda}\right)$ of $G$ on the space $\left(C^{\infty}(G) \otimes V\right)^{P} \simeq C^{\infty}(G, V)^{P}$ given by

$$
\left\{f \in C^{\infty}(G, V): f(\text { gman })=\sigma(m)^{-1} a^{-\lambda} f(g) \quad \text { for all } m \in M, a \in A, g \in G\right\}
$$

Its flat picture ( $N$-picture) is defined on $C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V$ via the restriction to the open Bruhat cell:

$$
\begin{equation*}
C^{\infty}(G / P, \mathcal{V}) \simeq\left(C^{\infty}(G) \otimes V\right)^{P} \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V, \quad f \mapsto\left(x \mapsto F(x):=f\left(n_{-}(x)\right)\right) \tag{2.7}
\end{equation*}
$$

We denote by $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ the representation of $O(n)$ on the $i$-th exterior power of the standard representation. Then, $\bigwedge^{i}\left(\mathbb{C}^{n}\right)(0 \leq i \leq n)$ are pairwise inequivalent, irreducible representations of $O(n)$, and $\bigwedge^{n}\left(\mathbb{C}^{n}\right)$ is isomorphic to the one-dimensional representation det: $O(n) \rightarrow \mathbb{C}^{\times}, B \mapsto \operatorname{det} B$.

For $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$ and $\lambda \in \mathbb{C}$, we denote by $\sigma_{\lambda, \alpha}^{(i)}$ the outer tensor product representation $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}$ of the Levi subgroup $L=M A \simeq O(n) \times O(1) \times \mathbb{R}$ given by

$$
(B, b, a) \mapsto b^{\alpha} a^{\lambda} \bigwedge^{i} B \in \mathrm{GL}_{\mathbb{C}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right)\right) \text { for } B \in O(n), \quad b \in\{ \pm 1\} \simeq O(1), a \in A
$$

We extend $\sigma_{\lambda, \alpha}^{(i)}$ to $P$ by letting $N_{+}$act trivially. We denote by $I(i, \lambda)_{\alpha}$ the principal series representation $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda, \alpha}^{(i)}\right)$ of $G$. By a little abuse of notation, we shall also write $I(i, \lambda)_{k}$ for $k \in \mathbb{Z}$ instead of $I(i, \lambda)_{k \bmod 2}$.

As the composition of (2.7) with the natural identification

$$
\eta: C^{\infty}\left(\mathbb{R}^{n}\right) \otimes \bigwedge^{i}\left(\mathbb{C}^{n}\right) \xrightarrow{\sim} \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \quad \text { for } 0 \leq i \leq n
$$

the flat picture of the principal series representation $I(i, \lambda)_{\alpha}$ is realized in $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{equation*}
\iota_{\lambda}^{(i)}: I(i, \lambda)_{\alpha} \longleftrightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n}\right), \quad f \mapsto F, \tag{2.8}
\end{equation*}
$$

where $F(x)=\eta\left(f\left(n_{-}(x)\right)\right)$.
Remark 2.1. The central element $-I_{n+2}$ of $G$ acts on $I(i, \lambda)_{\alpha}$ as scalar multiplication by $(-1)^{i+\alpha}$. We shall see in Remark 2.4 that $I(i, \lambda)_{\alpha}$ appears as a representation of the conformal group $\operatorname{Conf}\left(S^{n}\right)$ only when $i+\alpha \equiv 0 \bmod 2$.

We note that $G=O(n+1,1)$ has four connected components. Let $G_{0}$ denote the identity component of $G$. Then we have $G / G_{0} \simeq \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$. Accordingly, there are four one-dimensional representations of $G$,

$$
\begin{equation*}
\chi_{a b}: G \longrightarrow\{ \pm 1\} \tag{2.9}
\end{equation*}
$$

for $a, b \in\{ \pm\} \equiv\{ \pm 1\}$ such that

$$
\chi_{a b}(\operatorname{diag}(-1,1, \cdots, 1))=a, \quad \chi_{a b}(\operatorname{diag}(1, \cdots, 1,-1))=b
$$

We note that $\chi_{--}=$det. Then the restriction of $\chi_{--}$to $M \simeq O(n) \times O(1)$ is given by the outer tensor product:

$$
\begin{equation*}
\left.\chi_{--}\right|_{M} \simeq \operatorname{det} \boxtimes \mathbb{1} \tag{2.10}
\end{equation*}
$$

In view of the isomorphism of $O(n)$-modules:

$$
\begin{equation*}
\bigwedge^{i}\left(\mathbb{C}^{n}\right) \otimes \operatorname{det} \simeq \bigwedge^{n-i}\left(\mathbb{C}^{n}\right) \tag{2.11}
\end{equation*}
$$

we get a $P$-isomorphism (with trivial $N_{+}$-action):

$$
\left.\sigma_{\lambda, \alpha}^{(i)} \otimes \chi_{--}\right|_{P} \simeq \sigma_{\lambda, \alpha}^{(n-i)}
$$

Therefore, we have a natural isomorphism as $G$-modules:

$$
\begin{aligned}
I(i, \lambda)_{\alpha} \otimes \chi_{--} & \simeq \operatorname{Ind}_{P}^{G}\left(\left.\sigma_{\lambda, \alpha}^{(i)} \otimes \chi_{--}\right|_{P}\right) \\
& \simeq \operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda, \alpha}^{(n-i)}\right) \\
& \simeq I(n-i, \lambda)_{\alpha} .
\end{aligned}
$$

Thus we have proved:
Lemma 2.2. Let $0 \leq i \leq n, \lambda \in \mathbb{C}$ and $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$. Then there is a natural G-isomorphism:

$$
I(i, \lambda)_{\alpha} \otimes \chi_{--} \simeq I(n-i, \lambda)_{\alpha}
$$

2.2. Conformal view on principal series representations of $O(n+1,1)$. Since the group $G=O(n+1,1)$ is a double cover of the conformal group of $S^{n}(n \geq 2)$, and since $S^{n} \simeq G / P$, we may compare the two families of representations of $G=$ $O(n+1,1)$ : the family of conformal representations $\varpi_{u, \delta}^{(i)}$ and the principal series representations $I(i, \lambda)_{\alpha}$. The correspondence is classically known for the connected component $G_{0}$ of $G$ (see [18]) for instance). For disconnected groups $G$, we have the following:

Proposition 2.3. Let $G=O(n+1,1)$ with $n \geq 2$ and $0 \leq i \leq n, u \in \mathbb{C}$. For $\delta \in \mathbb{Z} / 2 \mathbb{Z}$, we have the following isomorphism of $G$-modules:

$$
\varpi_{u, \delta}^{(i)} \simeq \begin{cases}I(i, u+i)_{i} & \text { if } \quad \delta=0 \\ I(n-i, u+i)_{n-i} & \text { if } \quad \delta=1\end{cases}
$$

Equivalently, for $\lambda \in \mathbb{C}$, we have the following $G$-isomorphisms:

$$
\begin{equation*}
I(i, \lambda)_{i} \simeq \varpi_{\lambda-i, 0}^{(i)} \simeq \varpi_{\lambda-n+i, 1}^{(n-i)} \tag{2.12}
\end{equation*}
$$

Remark 2.4. Proposition 2.3 implies that principal series representations $I(\ell, \lambda)_{\alpha}$ with $\alpha \equiv \ell \bmod 2$ are sufficient for the description of conformal representations $\varpi_{u, \delta}^{(i)}$ on differential forms on $S^{n}$.

Proof of Proposition 2.3. We shall show a $G$-isomorphism:

$$
\begin{equation*}
\left(\varpi_{u, \delta}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right) \simeq \operatorname{Ind}_{P}^{G}\left(\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right) \otimes \operatorname{det}^{\delta}\right) \boxtimes(-1)^{i+n \delta} \boxtimes \mathbb{C}_{u+i}\right) \tag{2.13}
\end{equation*}
$$

Since the cotangent bundle of $X=G / P$ can be seen as a $G$-homogeneous bundle $G \times_{P} \mathfrak{n}_{+}(\mathbb{R})$, we have an isomorphism of $G$-modules

$$
\mathcal{E}^{i}\left(S^{n}\right) \simeq C^{\infty}\left(X, G \times_{P} \bigwedge^{i} \mathfrak{n}_{+}\right)
$$

In our setting, $\operatorname{ad}\left(H_{0}\right)$ acts on $\mathfrak{n}_{+}$as the scalar multiplication by one, and therefore, the $P$-action on the exterior power $\bigwedge^{i} \mathfrak{n}_{+}$is given by the outer tensor product $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{i} \boxtimes \mathbb{C}_{i}$ of $M A \simeq O(n) \times O(1) \times \mathbb{R}$ with trivial $N_{+}$-action. Thus we get the isomorphism (2.13) in the case where $u=0$ and $\delta=0$. On the other hand, the orientation bundle $\operatorname{or}(X)$ is associated to the one-dimensional representation of $P=L N_{+} \equiv M A N_{+}$given by

$$
P \rightarrow P / N_{+} \simeq M A \longrightarrow\{ \pm 1\}, \quad\left(B, b, e^{t H_{0}}\right) \mapsto b^{n} \operatorname{det} B,
$$

we also get $(2.13)$ in the $u=0$ and $\delta=1$ case. Finally, observe that the parameter $u$ in the definition of the conformal representation $\varpi_{u, \delta}^{(i)}$ in (1.1) is normalized in a way that the action on volume densities corresponds to the case $u=\operatorname{dim} X$ (with $i=0$ and $\delta=0$ ). In our setting where $X=G / P \simeq S^{n}$, this coincides with $n=\operatorname{Trace}\left(\operatorname{ad}\left(H_{0}\right): \mathfrak{n}_{+}(\mathbb{R}) \longrightarrow \mathfrak{n}_{+}(\mathbb{R})\right)=2 \rho$ via the normalization (2.6) that we have adopted for the principal series representations. Hence, (2.13) is verified for all $u \in \mathbb{C}$ by interpolation. By (2.11), Proposition 2.3 follows.
2.3. Representation theoretic properties of $\left(\varpi_{u, \delta}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right)$. Via the isomorphism in Proposition 2.3, we can apply the general theory of representations of real reductive groups to our representations $\left(\varpi_{u, \delta}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right)$ of the conformal group. Although the large majority of the literature in the representation theory of real reductive groups $G$ is limited to reductive groups of the Harish-Chandra class, our group $G=O(n+1,1)$ is disconnected and the adjoint $\operatorname{group} \operatorname{Ad}(G)$ is not contained in the group $\operatorname{Int}(\mathfrak{g})$ of inner automorphisms of the complexified Lie algebra $\mathfrak{g}=\mathfrak{o}(n+2, \mathbb{C})$ if $n$ is even. This does not cause any serious difficulties in the argument below, but we shall be careful in preparing notation for the disconnected group $G$.

Let $Z_{G}(\mathfrak{g})$ be the ring of $\operatorname{Ad}(G)$-invariant elements in the enveloping algebra $U(\mathfrak{g})$ of the complexified Lie algebra $\mathfrak{g} \simeq \mathfrak{o}(n+2, \mathbb{C})$. We note that $Z_{G}(\mathfrak{g})$ is a subalgebra of the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$; it coincides with $Z(\mathfrak{g})$ if $n$ is odd, and is of index two in $Z(\mathfrak{g})$ if $n$ is even.

By taking the standard basis of a Cartan subalgebra $\mathfrak{j}$ of $\mathfrak{g}=\mathfrak{o}(n+2, \mathbb{C})$, we identify $\mathfrak{j}$ with $\mathbb{C}^{\left[\frac{n}{2}\right]+1}$. The finite reflection group $W=\mathfrak{S}_{\left[\frac{n}{2}\right]+1} \ltimes(\mathbb{Z} / 2 \mathbb{Z})^{\left[\frac{n}{2}\right]+1}$ acts naturally on $\mathfrak{j}$ and $\mathfrak{j}^{\vee} \simeq \mathbb{C}^{\left[\frac{n}{2}\right]+1}$. We note that $W$ coincides with the Weyl group of the root system of type $B_{\left[\frac{n}{2}\right]+1}$ if $n$ is odd, and contains that of type $D_{\left[\frac{n}{2}\right]+1}$ as a subgroup of index two if $n$ is even. Then the Harish-Chandra isomorphism for the disconnected group $G=O(n+1,1)$ asserts a $\mathbb{C}$-algebra isomorphism between $Z_{G}(\mathfrak{g})$ and the ring $S\left(\mathbb{C}^{\left[\frac{n}{2}\right]+1}\right)^{W}$ of $W$-invariants of the symmetric algebra $S(\mathfrak{j})$. In turn, we have a bijection (Harish-Chandra's parametrization of infinitesimal characters)

$$
\begin{equation*}
\operatorname{Hom}_{\mathbb{C} \text {-algebra }}\left(Z_{G}(\mathfrak{g}), \mathbb{C}\right) \simeq \mathbb{C}^{\left[\frac{n}{2}\right]+1} / W \tag{2.14}
\end{equation*}
$$

We normalize the Harish-Chandra isomorphism in a way that the $Z_{G}(\mathfrak{g})$-infinitesimal character of the trivial one-dimensional representation $\mathbb{1}$ of $G$ is given by

$$
\begin{equation*}
\rho_{G}:=\left(\frac{n}{2}, \frac{n}{2}-1, \cdots, \frac{n}{2}-\left[\frac{n}{2}\right]\right) \in \mathbb{C}^{\left[\frac{n}{2}\right]+1} / W \tag{2.15}
\end{equation*}
$$

Proposition 2.5. The $Z_{G}(\mathfrak{g})$-infinitesimal character of the representation $\varpi_{u, \delta}^{(i)}$ of $G$ on the space $\mathcal{E}^{i}\left(S^{n}\right)$ of $i$-forms is given by

$$
\begin{aligned}
& (u+i-\frac{n}{2}, \underbrace{\frac{n}{2}, \frac{n}{2}-1, \cdots, \frac{n}{2}-i+1}_{i}, \frac{n}{2}-i, \underbrace{\frac{n}{2}-i-1, \cdots, \frac{n}{2}-\left[\frac{n}{2}\right]}_{\left[\frac{n}{2}\right]-i}) \quad \text { if } 0 \leq i \leq\left[\frac{n}{2}\right], \\
& (u+i-\frac{n}{2}, \underbrace{\frac{n}{2}, \frac{n}{2}-1, \cdots,-\frac{n}{2}+i+1}_{n-i},-\frac{n}{2}+i, \underbrace{-\frac{n}{2}+i-1, \cdots, \frac{n}{2}-\left[\frac{n}{2}\right]}_{i-\left[\frac{n+1}{2}\right]}) \text { if }\left[\frac{n+1}{2}\right] \leq i \leq n,
\end{aligned}
$$

in the Harish-Chandra parametrization.
In particular, $\varpi_{u, \delta}^{(i)}$ has the same infinitesimal character $\rho_{G}$ with the trivial representation if $u=0$ for all $0 \leq i \leq n$ and $\delta \in \mathbb{Z} / 2 \mathbb{Z}$.

By the Frobenius reciprocity, every principal series representation $I(i, \lambda)_{\alpha}$ contains

$$
\begin{equation*}
\mu^{b} \equiv \mu^{b}(i):=\bigwedge^{i}\left(\mathbb{C}^{n+1}\right) \boxtimes(-1)^{\alpha} \quad \text { and } \quad \mu^{\#} \equiv \mu^{\#}(i):=\bigwedge^{i+1}\left(\mathbb{C}^{n+1}\right) \boxtimes(-1)^{\alpha+1} \tag{2.16}
\end{equation*}
$$

as $K$-types. We are particularly interested in the $\lambda=i$ case, for which $I(i, \lambda)_{\alpha}$ is reducible (except for $n=2 i$ ) and has $Z_{G}(\mathfrak{g})$-infinitesimal character $\rho_{G}$.

We denote by $\bar{I}(i)_{\alpha}^{b}$ and $\bar{I}(i)_{\alpha}^{\#}$ the (unique) irreducible subquotients of $I(i, i)_{\alpha}$ containing the $K$-types $\mu^{b}$ and $\mu^{\#}$, respectively. Then we have $G$-isomorphisms

$$
\begin{equation*}
\bar{I}(i)_{\alpha}^{\#} \simeq \bar{I}(i+1)_{\alpha+1}^{b} \quad \text { for } 0 \leq i \leq n \text { and } \alpha \in \mathbb{Z} / 2 \mathbb{Z} \tag{2.17}
\end{equation*}
$$

For $n$ even, the unitary axis of $I\left(\frac{n}{2}, \lambda\right)_{\alpha}$ is given by $\lambda=\frac{n}{2}+\sqrt{-1} \mathbb{R}$, and $I\left(\frac{n}{2}, \frac{n}{2}\right)_{\alpha}$ is irreducible for both $\alpha \equiv 0$ and 1 in $\mathbb{Z} / 2 \mathbb{Z}$. In particular, we have

$$
\begin{equation*}
\bar{I}\left(\frac{n}{2}\right)_{\alpha}^{b}=\bar{I}\left(\frac{n}{2}\right)_{\alpha}^{\#} \quad \text { for } \alpha \in \mathbb{Z} / 2 \mathbb{Z} \tag{2.18}
\end{equation*}
$$

For $0 \leq \ell \leq n+1$ and $\delta \in \mathbb{Z} / 2 \mathbb{Z}$, we set

$$
\Pi_{\ell, \delta}:= \begin{cases}\bar{I}(\ell)_{\ell+\delta}^{b} & (0 \leq \ell \leq n) \\ \bar{I}(\ell-1)_{\ell+\delta+1}^{\#} & (1 \leq \ell \leq n+1)\end{cases}
$$

In view of (2.17) and (2.18), $\Pi_{\ell, \delta}$ is well-defined and

$$
\begin{equation*}
\Pi_{\frac{n}{2}, \delta} \simeq \Pi_{\frac{n}{2}+1, \delta} \tag{2.19}
\end{equation*}
$$

when $n$ is even.
Theorem 2.6. Let $G=O(n+1,1)(n \geq 1)$.

1) Irreducible representations of $G$ with $Z_{G}(\mathfrak{g})$-infinitesimal character $\rho_{G}$ are classified as

$$
\left\{\Pi_{\ell, \delta}: 0 \leq \ell \leq n+1, \delta \in \mathbb{Z} / 2 \mathbb{Z}\right\}
$$

with the equivalence relation (2.19) when $n$ is even.
2) There are four one-dimensional representations of $G$, and they are given by

$$
\left\{\Pi_{0, \delta}, \Pi_{n+1, \delta}: \delta \in \mathbb{Z} / 2 \mathbb{Z}\right\}\left(=\left\{\chi_{a b}: a, b \in \mathbb{Z} / 2 \mathbb{Z}\right\}\right)
$$

3) For $n$ odd, $\Pi_{\frac{n+1}{2}, \delta}(\delta \in \mathbb{Z} / 2 \mathbb{Z})$ are discrete series representations of $G$. For $n$ even, $\Pi_{\frac{n}{2}, \delta}\left(\simeq \Pi_{\frac{n}{2}+1, \delta}\right)(\delta \in \mathbb{Z} / 2 \mathbb{Z})$ are tempered representations of $G$.
4) Every $\Pi_{\ell, \delta}(0 \leq \ell \leq n+1, \delta \in \mathbb{Z} / 2 \mathbb{Z})$ is unitarizable.
5) Irreducible and unitarizable ( $\mathfrak{g}, K$ )-modules with nonzero $(\mathfrak{g}, K)$-cohomologies are exactly given as the set of the underlying ( $\mathfrak{g}, K$ )-modules of $\Pi_{\ell, \delta}(0 \leq \ell \leq$ $n+1, \delta \in \mathbb{Z} / 2 \mathbb{Z}$ ) up to the equivalence (2.19) when $n$ is even.
6) For $0 \leq i \leq n$ with $n \neq 2 i$, we have a nonsplitting exact sequence of $G$ modules

$$
0 \longrightarrow \Pi_{i, 0} \longrightarrow \varpi_{0,0}^{(i)} \longrightarrow \Pi_{i+1,0} \longrightarrow 0 .
$$

For $n=2 i$, we have a $G$-isomorphism:

$$
\varpi_{0,0}^{(i)} \simeq \Pi_{\frac{n}{2}, 0}
$$

Furthermore, the de Rham complex

$$
\mathcal{E}^{0}\left(S^{n}\right) \xrightarrow{d} \mathcal{E}^{1}\left(S^{n}\right) \xrightarrow{d} \mathcal{E}^{2}\left(S^{n}\right) \xrightarrow{d} \cdots \xrightarrow{d} \mathcal{E}^{n}\left(S^{n}\right) \xrightarrow{d}\{0\}
$$

yields a family of intertwining operators for $\left(\varpi_{0,0}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right)$, and

$$
\begin{aligned}
\operatorname{Ker}\left(d: \mathcal{E}^{i}\left(S^{n}\right) \longrightarrow \mathcal{E}^{i+1}\left(S^{n}\right)\right) & = \begin{cases}\Pi_{i, 0} & (0 \leq i \leq n-1), \\
\mathcal{E}^{i}\left(S^{n}\right) & (i=n),\end{cases} \\
\operatorname{Image}\left(d: \mathcal{E}^{i-1}\left(S^{n}\right) \longrightarrow \mathcal{E}^{i}\left(S^{n}\right)\right) & = \begin{cases}\{0\} & (i=0), \\
\Pi_{i, 0} & (1 \leq i \leq n),\end{cases}
\end{aligned}
$$

giving rise to

$$
H_{\mathrm{deRham}}^{i}\left(S^{n} ; \mathbb{C}\right) \simeq \begin{cases}\Pi_{0,0} & (i=0) \\ \{0\} & (1 \leq i \leq n-1) \\ \Pi_{n, 0} & (i=n)\end{cases}
$$

as G-modules.

### 2.4. Differential symmetry breaking operators for principal series.

This section gives a group theoretic reformulation of the main results stated in Introduction (see Theorem 1.1 and Theorems 1.5.1.8) via the isomorphism in Proposition 2.3.

Let us realize $G^{\prime}=O(n, 1)$ in $G$ as the stabilizer of the point ${ }^{t}(0, \ldots, 0,1,0) \in \mathbb{R}^{n+2}$. Then $G^{\prime}$ leaves $\Xi \cap\left\{x_{n}=0\right\}$ invariant, and acts conformally on the totally geodesic hypersphere $S^{n-1}=\left\{\left(y_{0}, \ldots, y_{n}\right) \in S^{n}: y_{n}=0\right\} \simeq\left(\Xi \cap\left\{x_{n}=0\right\}\right) / \mathbb{R}^{\times}$. The isotropy subgroup of $\left[\xi^{+}\right] \in S^{n-1}$ is a parabolic subgroup $P^{\prime}=P \cap G^{\prime}$, which has a Langlands decomposition $P^{\prime}=M^{\prime} A N_{+}^{\prime}$ with $M^{\prime}=M \cap G^{\prime} \simeq O(n-1) \times O(1)$ and $A$ being the same split abelian subgroup as in $P$. The Lie algebra $\mathfrak{n}_{+}^{\prime}(\mathbb{R})$ of $N_{+}^{\prime}$ is given by

$$
\mathfrak{n}_{+}^{\prime}(\mathbb{R})=\sum_{k=1}^{n-1} \mathbb{R} N_{k}^{+}
$$

Given a representation $(\sigma, V)$ of $M \simeq O(n) \times O(1)$ and $\lambda \in \mathbb{C}$, we defined in Section 2.1 the principal series representation $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right) \equiv \operatorname{Ind}_{P}^{G}\left(\sigma \boxtimes \mathbb{C}_{\lambda}\right)$ of $G=$ $O(n+1,1)$. Similarly, for a given representation $(\tau, W)$ of $M^{\prime} \simeq O(n-1) \times O(1)$ and $\nu \in \mathbb{C}$, we define the principal series representation $\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right) \equiv \operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau \boxtimes \mathbb{C}_{\nu}\right)$ of $G^{\prime}=O(n, 1)$, and consider its $N$-picture on $C^{\infty}\left(\mathbb{R}^{n-1}\right) \otimes W$. Then differential symmetry breaking operators from $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ to $\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)$ are given as differential operators $C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V \rightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right) \otimes W$, namely, $\operatorname{Hom}_{\mathbb{C}}(V, W)$-valued differential operators from $\mathbb{R}^{n}$ to $\mathbb{R}^{n-1}$ in the $N$-picture.

As in the case of $G=O(n+1,1), \tau_{\nu, \beta}^{(j)}(0 \leq j \leq n-1, \nu \in \mathbb{C}, \beta \in \mathbb{Z} / 2 \mathbb{Z})$ denotes the representation of $P^{\prime}=M^{\prime} A N_{+}^{\prime}$ such that $M^{\prime} A \simeq O(n-1) \times O(1) \times A$ acts as the outer tensor product representation on $\bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \boxtimes(-1)^{\beta} \boxtimes \mathbb{C}_{\nu}$ and $N_{+}^{\prime}$ acts trivially. Then we define the principal series representation of $G^{\prime}=O(n, 1)$ by $J(j, \nu)_{\beta}:=\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu, \beta}^{(j)}\right)$. First we prove a duality theorem for symmetry breaking operators:

Theorem 2.7 (duality theorem). Let $0 \leq i \leq n, 0 \leq j \leq n-1, \lambda, \nu \in \mathbb{C}$ and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then

$$
\begin{equation*}
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \simeq \operatorname{Diff}_{G^{\prime}}\left(I(n-i, \lambda)_{\alpha}, J(n-1-j, \nu)_{\beta}\right) \tag{2.20}
\end{equation*}
$$

Proof. Applying Lemma 2.2 to $G$ and $G^{\prime}$, we have natural $G$-and $G^{\prime}$-isomorphisms:

$$
\begin{aligned}
I(i, \lambda)_{\alpha} \otimes \chi_{--} & \simeq I(n-i, \lambda)_{\alpha} \\
\left.J(j, \nu)_{\beta} \otimes \chi_{--}\right|_{G^{\prime}} & \simeq J(n-1-j, \nu)_{\beta} .
\end{aligned}
$$

Therefore we have the following natural bijections:

$$
\begin{aligned}
\operatorname{Hom}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) & \simeq \operatorname{Hom}_{G^{\prime}}\left(I(i, \lambda)_{\alpha} \otimes \chi_{--},\left.J(j, \nu)_{\beta} \otimes \chi_{--}\right|_{G^{\prime}}\right) \\
& \simeq \operatorname{Hom}_{G^{\prime}}\left(I(n-i, \lambda)_{\alpha}, J(n-1-j, \nu)_{\beta}\right)
\end{aligned}
$$

The above isomorphisms preserve differential operators for the geometric realizations of principal series on the Fréchet spaces of smooth sections of equivariant vector bundles over real flag varieties. Thus we have shown the isomorphism (2.20).

In order to avoid possible confusion with the parameter for the conformal representation $\left(\varpi_{u, \delta}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right.$ ), it is convenient to introduce another notation for the differential symmetry breaking operators between principal series representations in the $N$-picture. The notation below follows from [22] which treats both local (i.e., differential) and nonlocal symmetry breaking operators.

For $\lambda, \nu \in \mathbb{C}$ with $\nu-\lambda \in \mathbb{N}$, we define (scalar-valued) differential operators $\widetilde{\mathbb{C}}_{\lambda, \nu}: C^{\infty}\left(\mathbb{R}^{n}\right) \longrightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right)$ by

$$
\begin{align*}
\widetilde{\mathbb{C}}_{\lambda, \nu} & :=\operatorname{Rest}_{x_{n}=0} \circ\left(I_{\nu-\lambda} \widetilde{C}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)  \tag{2.21}\\
& =\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}},
\end{align*}
$$

where $\left(I_{\ell} \widetilde{C}_{\ell}^{\mu}\right)(x, y)=x^{\frac{\ell}{2}} \widetilde{C}_{\ell}^{\mu}\left(\frac{y}{\sqrt{x}}\right)$ is a polynomial of two variables associated with the renormalized Gegenbauer polynomial (see (14.3)) and the corresponding differential operator $\mathcal{D}_{\ell}^{\mu}$ is given by (1.2).

For example, we have

$$
\begin{aligned}
& \widetilde{\mathbb{C}}_{\lambda+1, \nu-1}=\text { Rest }_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda-2}^{\lambda-\frac{n-3}{2}}, \\
& \widetilde{\mathbb{C}}_{\lambda+1, \nu}=\text { Rest }_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda-\frac{\lambda-1}{\lambda-1}}^{\lambda-}, \\
& \widetilde{\mathbb{C}}_{\lambda, \nu-1}=\text { Rest }_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda-1}^{\lambda-\frac{n-1}{2}} .
\end{aligned}
$$

Next, for $\lambda, \nu \in \mathbb{C}$ with $\nu-\lambda \in \mathbb{N}$, we define (matrix-valued) differential operators

$$
\mathbb{C}_{\lambda, \nu}^{i, j}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)
$$

as follows: they are essentially the same with the operators $\mathcal{D}_{u, a}^{i \rightarrow j}$ or $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j}$, respectively, introduced in Chapter 1. To be precise, in all the cases below, the parameters for $\mathbb{C}_{\lambda, \nu}^{i, j}$ or $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, j}$ are taken as

$$
\begin{equation*}
\mathbb{C}_{\lambda, \nu}^{i, j}=\mathcal{D}_{u, a}^{i \rightarrow j}, \quad \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, j}=\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j} \tag{2.22}
\end{equation*}
$$

with $a=\nu-\lambda$ and $u=\lambda-i$. The parameters of the operators $\mathbb{C}_{\lambda, \nu}^{i, j}$ or $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, j}$ indicate that these operators induce symmetry breaking operators from $I(i, \lambda)_{\alpha}$ to $I(i, \lambda)_{\beta}$ when $\nu-\lambda \equiv \beta-\alpha \bmod 2$, whereas the parameters of $\mathcal{D}_{u, a}^{i \rightarrow j}$ or $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j}$ indicate that $a \in \mathbb{N}$ is the order of the differential operators and $u \in \mathbb{C}$ is normalized in a way that $u=0$ gives the untwisted case.

For $j=i$ with $0 \leq i \leq n-1$, we recall from (1.6) and (1.7) the formulæ of $\mathcal{D}_{u, a}^{i \rightarrow i}$, and set

$$
\begin{align*}
\mathbb{C}_{\lambda, \nu}^{i, i} & :=\mathcal{D}_{\lambda-i, \nu-\lambda}^{i \rightarrow i} \\
3) & =\widetilde{\mathbb{C}}_{\lambda+1, \nu-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-\gamma\left(\lambda-\frac{n}{2}, \nu-\lambda\right) \widetilde{\mathbb{C}}_{\lambda, \nu-1} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}+\frac{1}{2}(\nu-i) \widetilde{\mathbb{C}}_{\lambda, \nu},  \tag{2.23}\\
4) & =-d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \widetilde{\mathbb{C}}_{\lambda+1, \nu-1}+\gamma\left(\lambda-\frac{n-1}{2}, \nu-\lambda\right) \widetilde{\mathbb{C}}_{\lambda+1, \nu} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\frac{\lambda-i}{2} \widetilde{\mathbb{C}}_{\lambda, \nu}, \tag{2.24}
\end{align*}
$$

in the flat coordinates. The equalities

$$
(2.23)=(2.24)=(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathbb{C}_{\lambda, \nu}^{n-i, n-i-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}
$$

will be proved in Proposition 10.3 .
For $j=i-1$ with $1 \leq i \leq n$, we recall from (1.4) and (1.5) the formulæ of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$, and set
$\mathbb{C}_{\lambda, \nu}^{i, i-1}:=\mathcal{D}_{\lambda-i, \nu-\lambda}^{i \rightarrow i-1}$

$$
\begin{equation*}
=-\widetilde{\mathbb{C}}_{\lambda+1, \nu-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n-1}{2}, \nu-\lambda\right) \widetilde{\mathbb{C}}_{\lambda+1, \nu} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(\lambda+i-n) \widetilde{\mathbb{C}}_{\lambda, \nu} \iota \frac{\partial}{\partial x_{n}} \tag{2.25}
\end{equation*}
$$

$$
\begin{equation*}
=-\widetilde{\mathbb{C}}_{\lambda+1, \nu-1} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\frac{1}{2}(\nu-n+i) \widetilde{\mathbb{C}}_{\lambda, \nu} \iota \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n}{2}, \nu-\lambda\right) d_{\mathbb{R}^{n-1}}^{*} \widetilde{\mathbb{C}}_{\lambda, \nu-1} \tag{2.26}
\end{equation*}
$$

Then Proposition 1.4 means that

$$
\begin{align*}
\mathbb{C}_{\lambda, \nu}^{i, i} & =0 \text { if and only if } \lambda=\nu=i \text { or } \nu=i=0  \tag{2.27}\\
\mathbb{C}_{\lambda, \nu}^{i, i-1} & =0 \text { if and only if } \lambda=\nu=n-i \text { or } \nu=n-i=0 . \tag{2.28}
\end{align*}
$$

We note that $\mathbb{C}_{\lambda, \nu}^{0,0}=\frac{1}{2} \nu \widetilde{\mathbb{C}}_{\lambda, \nu}$. As in (1.9) and (1.10), we renormalize these operators by

$$
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i}:=\left\{\begin{array}{ll}
\operatorname{Rest}_{x_{n}=0} & \text { if } \lambda=\nu,  \tag{2.29}\\
\widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if } i=0, \\
\mathbb{C}_{\lambda, \nu}^{i, i} & \text { otherwise, }
\end{array} \quad \text { and } \quad \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}:= \begin{cases}\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} & \text { if } \lambda=\nu, \\
\widetilde{\mathbb{C}}_{\lambda, \nu} \circ \iota \frac{\partial}{\partial x_{n}} & \text { if } i=n, \\
\mathbb{C}_{\lambda, \nu}^{i, i-1} & \text { otherwise }\end{cases}\right.
$$

Then $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i}(0 \leq i \leq n-1)$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}(1 \leq i \leq n)$ are nonzero differential operators of order $\nu-\lambda$ for any $\lambda, \nu \in \mathbb{C}$ with $\nu-\lambda \in \mathbb{N}$.

The differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}$ is defined by

$$
\begin{equation*}
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}:=\widetilde{\mathcal{D}}_{\lambda-i, \nu-\lambda}^{i \rightarrow i+1}=\operatorname{Rest}_{x_{n}=0} \circ\left(I_{i-\lambda} \widetilde{C}_{i-\lambda}^{\lambda-i-\frac{n-1}{2}}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) d_{\mathbb{R}^{n}} \tag{2.30}
\end{equation*}
$$

but only when $(\lambda, \nu)=(i, i+1)$ for $1 \leq i \leq n-2$ or $\lambda \in-\mathbb{N}, \nu=1$ for $i=0$. Explicitly, these operators take the following form:

$$
\begin{array}{rlrl}
\widetilde{\mathbb{C}}_{i, i+1}^{i, i+1} & =\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}} & \text { for } 1 \leq i \leq n-2, \\
\widetilde{\mathbb{C}}_{\lambda, 1}^{0,1} & =\operatorname{Rest}_{x_{n}=0} \circ\left(I_{-\lambda} \widetilde{C}_{-\lambda}^{\lambda-\frac{n-1}{2}}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) d_{\mathbb{R}^{n}} \\
& =d_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, 0} & \text { for } \lambda \in-\mathbb{N} .
\end{array}
$$

Similarly, we define

$$
\begin{equation*}
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-2}:=\widetilde{\mathcal{D}}_{\lambda-i, \nu-\lambda}^{i \rightarrow i-2}=\operatorname{Rest}_{x_{n}=0} \circ\left(I_{n-i-\lambda} \widetilde{C}_{n-i-\lambda}^{\lambda-i+\frac{n+1}{2}}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) \circ \iota \frac{\partial}{\partial x_{n}} \circ d_{\mathbb{R}^{n}} \tag{2.31}
\end{equation*}
$$

but only when $(\lambda, \nu)=(n-i, n-i+1)(2 \leq i \leq n-1)$ or $\lambda \in-\mathbb{N}, \nu=1(i=n)$. Explicitly, these operators take the following form:

$$
\begin{array}{rlr}
\widetilde{\mathbb{C}}_{n-i, n-i+1}^{i, i-2} & =\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} & \text { for } 2 \leq i \leq n-1, \\
\widetilde{\mathbb{C}}_{\lambda, 1}^{n, n-2} & =\operatorname{Rest}_{x_{n}=0} \circ\left(I_{-\lambda} \widetilde{C}_{-\lambda}^{\lambda-\frac{n-1}{2}}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} & \\
& =-d_{\mathbb{R}^{n-1}}^{*} \circ \widetilde{\mathbb{C}}_{\lambda, 0}^{n, n-1} & \text { for } \lambda \in-\mathbb{N} .
\end{array}
$$

To see the second equality, we use some elementary commutation relations which will be given in Lemma 8.14 (2) and Lemma 8.15 (2) among others.

We are ready to give a classification of symmetry breaking operators from the principal series representation $I(i, \lambda)_{\alpha}$ of $G=O(n+1,1)$ to the principal series representation $J(j, \nu)_{\beta}$ of the subgroup $G^{\prime}=O(n, 1)$.

Theorem 2.8. Let $n \geq 3$. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. The following three conditions on 6 -tuple ( $i, j, \lambda, \nu, \alpha, \beta$ ) are equivalent:
(i) $\operatorname{Diff}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim}_{\operatorname{Diff}_{O(n, 1)}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right)=1$.
(iii) The 6 -tuple belongs to one of the following six cases:

Case 1. $j=i-2,2 \leq i \leq n-1,(\lambda, \nu)=(n-i, n-i+1), \beta \equiv \alpha+1 \bmod 2$.
Case $1^{\prime} .(i, j)=(n, n-2),-\lambda \in \mathbb{N}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$.
Case 2. $j=i-1,1 \leq i \leq n, \nu-\lambda \in \mathbb{N}, \beta-\alpha \equiv \nu-\lambda \bmod 2$.
Case 3. $j=i, 0 \leq i \leq n-1, \nu-\lambda \in \mathbb{N}, \beta-\alpha \equiv \nu-\lambda \bmod 2$.
Case 4. $j=i+1,1 \leq i \leq n-2,(\lambda, \nu)=(i, i+1), \beta \equiv \alpha+1 \bmod 2$.
Case $4^{\prime} .(i, j)=(0,1),-\lambda \in \mathbb{N}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$.
Theorem 2.9. Retain the setting and notations as in Theorem 2.8. Then the following differential operators from $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ to $\mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)$ in the flat picture extend to a nonzero $O(n, 1)$-homomorphism from $I(i, \lambda)_{\alpha}$ to $J(j, \nu)_{\beta}$ :

Cases 1 and $1^{\prime} . \widetilde{\mathbb{C}}_{n-i, n-i+1}^{i, i-2}(2 \leq i \leq n-1), \quad \widetilde{\mathbb{C}}_{\lambda, 1}^{n, n-2} ;$
Case 2. $\quad \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}(1 \leq i \leq n)$;
Case 3. $\quad \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i}(0 \leq i \leq n-1)$;
Cases 4 and $4^{\prime} . \widetilde{\mathbb{C}}_{i, i+1}^{i, i+1}(1 \leq i \leq n-2), \quad \widetilde{\mathbb{C}}_{\lambda, 1}^{0,1}$.
Conversely, any differential symmetry breaking operator from $I(i, \lambda)_{\alpha}$ to $J(j, \nu)_{\beta}$ in Theorem 2.8 is proportional to one of these operators.

The proof of Theorem 2.8 is reduced to solving the F-system, which we carry out in Chapter 6 for Case 2, Chapter 7 (Theorem 7.1) for Cases 4 and 4'. The remaining cases (i.e. Cases 3, 1 and $1^{\prime}$ ) in Theorem 2.8 follows from Cases 2, 4, and $4^{\prime}$, respectively, by the duality theorem (Theorem 2.7). In summary, Cases 1 and $1^{\prime}$, Case 2, Case 3, and Cases 4 and $4^{\prime}$ in Theorem 2.8 are stated and proved in Theorem 7.2, 6.3, 6.4, and 7.1, respectively. The proof of Theorem 2.9 will be completed in Chapter 10 .

In Chapter 11, we shall see that Theorem 1.1 is derived from Theorem 2.8 via the isomorphism in Proposition 2.3. Theorems 1.1, 1.5, 1.6, and 1.8 are obtained from Theorem 2.9 (see Section 11.4).
2.5. Symmetry breaking operators for connected group $S O_{0}(n, 1)$. So far we have dealt with the disconnected group $G^{\prime}=O(n, 1)$ in studying symmetry breaking operators. Results for the connected group $G_{0}^{\prime}=S O_{0}(n, 1)$ (or equivalently, for conformal vector fields on $S^{n}$ along the submanifold $S^{n-1}$ ) can be deduced from those in the disconnected case.

In this section we explain a trick for the reduction to the connected case. Let $G_{0}=S O_{0}(n+1,1)$ be the identity component of $G=O(n+1,1)$, and $G_{0}^{\prime}=S O_{0}(n, 1)$ be that of $G^{\prime}=O(n, 1)$.

The connected group $G_{0}$ acts transitively on $G / P$, and we have a natural isomorphism

$$
G_{0} / P_{0} \xrightarrow{\sim} G / P\left(\simeq S^{n}\right),
$$

where $P_{0}:=P \cap G_{0}=M_{0} A N_{+}$is a parabolic subgroup of $G_{0}$. Then both $P_{0}$ and $M_{0} \simeq S O(n)$ are connected. For $0 \leq i \leq n$ and $\lambda \in \mathbb{C}$, we write $I(i, \lambda)$ for the (unnormalized) induced representation $\operatorname{Ind}_{P_{0}}^{G_{0}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes \mathbb{C}_{\lambda}\right)$ of $G_{0}$. (We note that $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ is reducible as an $M_{0}$-module if and only if $n=2 i$, but we do not enter this point here.) We recall from Section 2.1 that $I(i, \lambda)_{\alpha}(\alpha \in \mathbb{Z} / 2 \mathbb{Z})$ is a principal series representation of $G$, which we may realize in the space $\mathcal{E}^{i}\left(S^{n}\right)$ of $i$-forms on $S^{n}$. The restriction to $G_{0}$ is independent of $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$, and we have isomorphisms as $G_{0}$-modules:

$$
\begin{equation*}
\left.I(i, \lambda)_{\alpha}\right|_{G_{0}} \simeq I(i, \lambda) \simeq I(n-i, \lambda) \tag{2.32}
\end{equation*}
$$

Analogous notation will be applied to the subgroup $G_{0}^{\prime}=S O_{0}(n, 1)$. In particular, $J(j, \nu)(0 \leq j \leq n-1, \nu \in \mathbb{C})$ denotes the (unnormalized) induced representation $\operatorname{Ind}_{P_{0}^{\prime}}^{G_{0}^{\prime}}\left(\bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \boxtimes \mathbb{C}_{\nu}\right)$, and we have isomorphisms as $G_{0}^{\prime}$-modules:

$$
\begin{equation*}
\left.J(j, \nu)_{\beta}\right|_{G_{0}^{\prime}} \simeq J(j, \nu) \simeq J(n-1, \nu) \tag{2.33}
\end{equation*}
$$

defined on $\mathcal{E}^{j}\left(S^{n-1}\right)$.
In what follows, we set

$$
\tilde{i}:=n-i, \quad \tilde{j}:=n-1-j .
$$

We are ready to state the results on differential symmetry breaking operators for the connected subgroup $G_{0}^{\prime}=S O_{0}(n, 1)$ :

Theorem 2.10. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1$, and $\lambda, \nu \in \mathbb{C}$.
(1) There are natural bijections:

$$
\begin{aligned}
\operatorname{Diff}_{S O_{0}(n, 1)}(I(i, \lambda), J(j, \nu)) & \simeq \operatorname{Diff}_{S O_{0}(n, 1)}(I(\tilde{i}, \lambda), J(j, \nu)) \\
& \simeq \operatorname{Diff}_{S O_{0}(n, 1)}(I(i, \lambda), J(\tilde{j}, \nu)) \\
& \simeq \operatorname{Diff}_{S O_{0}(n, 1)}(I(\tilde{i}, \lambda), J(\tilde{j}, \nu)) .
\end{aligned}
$$

(2) The above space is nonzero only when $\nu-\lambda \in \mathbb{N}$. Assume now $\nu-\lambda \in \mathbb{N}$. We fix $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$ and set $\beta:=\alpha+\nu-\lambda \bmod 2$. Then we have

$$
\begin{aligned}
\operatorname{Diff}_{S O_{0}(n, 1)}(I(i, \lambda), J(j, \nu)) & \simeq \operatorname{Diff}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \oplus \operatorname{Diff}_{O(n, 1)}\left(I(\tilde{i}, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \\
& \simeq \operatorname{Diff}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \oplus \operatorname{Diff}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(\tilde{j}, \nu)_{\beta}\right)
\end{aligned}
$$

The second statement shows that the classification and construction of differential symmetry breaking operators for the connected group $G_{0}^{\prime}=S O_{0}(n, 1)$ are deduced from the one for the disconnected case that we have given in Theorems 2.8 and 2.9.

Proof. The first statement follows directly from (2.32) and (2.33). To see the second statement, we set

$$
\begin{array}{lll}
S:=\{0,1, \ldots, n\} \times \mathbb{C} \times \mathbb{Z} / 2 \mathbb{Z}, & I(s):=I(i, \lambda)_{\alpha} & \text { for } s=(i, \lambda, \alpha) \in \mathbb{Z} / 2 \mathbb{Z} \\
T:=\{0,1, \ldots, n-1\} \times \mathbb{C} \times \mathbb{Z} / 2 \mathbb{Z}, & J(t):=J(j, \nu)_{\beta} & \text { for } t=(j, \nu, \beta) \in \mathbb{Z} / 2 \mathbb{Z}
\end{array}
$$

We recall from (2.9) that the quotient groups are given by

$$
G^{\prime} / G_{0}^{\prime} \simeq G / G_{0} \simeq \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}
$$

and the set of their one-dimensional representations is given by

$$
\left.\left(G^{\prime} / G_{0}^{\prime}\right) \simeq\left(G / G_{0}\right) \hat{}\right)=\left\{\chi_{a b}: a, b \in\{ \pm\}\right\}
$$

By abuse of notation, we shall use the same letters $\chi_{ \pm \pm}$to denote one-dimensional representations of $G, G^{\prime}, G / G_{0}$, and $G^{\prime} / G_{0}^{\prime}$.

Let $s \in S$ and $t \in T$. Since $G^{\prime}$ normalizes $G_{0}^{\prime}$, the quotient group $G^{\prime} / G_{0}^{\prime}$ acts naturally on

$$
V(s, t):=\operatorname{Diff}_{G_{0}^{\prime}}(I(s), J(t))
$$

by $D \mapsto J(t)(g) \circ D \circ I(s)\left(g^{-1}\right)$, and we have an irreducible decomposition:

$$
V(s, t) \simeq \bigoplus_{\chi \in\left(G^{\prime} / G_{0}^{\prime}\right)} V(s, t)_{\chi}
$$

where $V(s, t)_{\chi}$ denotes the $\chi$-component of $V(s, t)$. We note that

$$
V(s, t)_{\chi} \simeq \operatorname{Hom}_{G^{\prime}}(I(s), J(t))\left(=\operatorname{Hom}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right)\right)
$$

if $\chi=\chi_{++}$(trivial representation).
We let the character group $\left(G / G_{0}\right)^{\wedge}$ act on $S$ by the following formula:

$$
\begin{array}{ll}
\chi_{++} \cdot(i, \lambda, \alpha):=(i, \lambda, \alpha), & \chi_{+-} \cdot(i, \lambda, \alpha):=(i, \lambda, \alpha+1), \\
\chi_{-+} \cdot(i, \lambda, \alpha):=(\tilde{i}, \lambda, \alpha+1), & \chi_{--} \cdot(i, \lambda, \alpha):=(\tilde{i}, \lambda, \alpha) .
\end{array}
$$

Then as in Lemma 2.2, we have a $G$-isomorphism

$$
I(s) \otimes \chi \simeq I(\chi \cdot s) \quad \text { for any } \chi \in\left(G / G_{0}\right)^{\Upsilon} \text { and } s \in S
$$

Therefore, we have natural isomorphisms as $G^{\prime} / G_{0}^{\prime}$-modules:

$$
\chi^{-1} \otimes \operatorname{Diff}_{G_{0}^{\prime}}(I(s), J(t)) \simeq \operatorname{Diff}_{G_{0}^{\prime}}(I(s) \otimes \chi, J(t)) \simeq \operatorname{Diff}_{G_{0}^{\prime}}(I(\chi \cdot s), J(t))
$$

Taking the $\chi_{++}$-component of the both sides, we get an isomorphism

$$
V(s, t)_{\chi} \simeq \operatorname{Diff}_{G^{\prime}}(I(\chi \cdot s), J(t))
$$

Thus we have proved a $\left(G^{\prime} / G_{0}^{\prime}\right)$-isomorphism:

$$
V(s, t) \simeq \bigoplus_{\chi \in\left(G^{\prime} / G_{0}^{\prime}\right)} \operatorname{Diff}_{G^{\prime}}(I(\chi \cdot s), J(t))
$$

There are four summands in the right-hand side, however, two of them vanish by the parity condition. In fact, if we take $\beta$ as in the statement of the theorem, then the two summands for $\chi_{-+}$and $\chi_{+-}$vanish, as we shall see in Proposition 5.19 (1). Since $V(s, t)=\operatorname{Hom}_{G_{0}^{\prime}}(I(i, \lambda), J(j, \nu))$, the first equality in (2) has been proved. Likewise, we let the character group $\left(G^{\prime} / G_{0}^{\prime}\right)$ act on the set $T$ in a similar manner, as we did for $S$. Then we get a $G^{\prime}$-isomorphism:

$$
J(t) \otimes \chi \simeq J(\chi \cdot t) \quad \text { for any } \chi \in\left(G^{\prime} / G_{0}^{\prime}\right) \text { and } t \in T
$$

This leads us to the second equality.
2.6. Branching problems for Verma modules. In this section, we discuss briefly branching problems for generalized Verma modules for the pair

$$
\left(\mathfrak{g}, \mathfrak{g}^{\prime}\right)=(\mathfrak{o}(n+2, \mathbb{C}), \mathfrak{o}(n+1, \mathbb{C}))
$$

see [13] for the general problem. In [20, Thm. A] and [19], we established a duality theorem that gives a one-to-one correspondence between differential symmetry breaking operators and $\mathfrak{g}^{\prime}$-homomorphisms for the restriction of Verma modules of $\mathfrak{g}$ in the general setting, see Fact 3.3. Thus Theorem 2.8 for differential symmetry breaking operators leads us to the classification of $\mathfrak{g}^{\prime}$-homomorphisms in certain branching problems of generalized Verma modules of $\mathfrak{g}$, and Theorem 2.9 constructs the corresponding "singular vectors".

For a $\mathfrak{p}$-module $F$ with trivial action of the nilpotent radical $\mathfrak{n}_{+}$, we define a $\mathfrak{g}$-module (generalized Verma module) by

$$
\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}(F):=U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} F
$$

If $F$ is a $P$-module, then the $\mathfrak{g}$-module $\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}(F)$ carries a $P$-module structure, and we may regard $\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}(F)$ as a $(\mathfrak{g}, P)$-module.

We recall that $\sigma_{\lambda, \alpha}^{(i)}$ is a $P$-module whose restriction to $M A \simeq O(n) \times O(1) \times \mathbb{R}$ is given by $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}$ for $0 \leq i \leq n, \lambda \in \mathbb{C}, \alpha \in \mathbb{Z} / 2 \mathbb{Z}$. We set

$$
\begin{aligned}
M(i, \lambda)_{\alpha} & :=\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(\sigma_{\lambda, \alpha}^{(i)}\right)=\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}\right), \\
M(i, \lambda) & :=\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes \mathbb{C}_{\lambda}\right) .
\end{aligned}
$$

Then $M(i, \lambda)_{\alpha}$ is a $(\mathfrak{g}, P)$-module, and $M(i, \lambda)$ is a $\mathfrak{g}$-module. The underlying $\mathfrak{g}$ module structure of $M(i, \lambda)_{\alpha}$ does not depend on $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$, and we have the following isomorphisms as $\mathfrak{g}$-modules:

$$
\left.M(i, \lambda)_{\alpha}\right|_{\mathfrak{g}} \simeq M(i, \lambda) \simeq M(n-i, \lambda)
$$

Similarly, for $0 \leq j \leq n-1, \nu \in \mathbb{C}, \beta \in \mathbb{Z} / 2 \mathbb{Z}$, we set

$$
\begin{aligned}
M^{\prime}(j, \nu)_{\beta} & :=\operatorname{ind}_{\mathfrak{p}^{\prime}}^{g^{\prime}}\left(\tau_{\nu, \beta}^{(j)}\right)=\operatorname{ind}_{\mathfrak{p}^{\prime}}^{\mathfrak{g}^{\prime}}\left(\bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \boxtimes(-1)^{\beta} \boxtimes \mathbb{C}_{\nu}\right), \\
M^{\prime}(j, \nu) & :=\operatorname{ind}_{\mathfrak{p}^{\prime}}^{\mathfrak{g}^{\prime}}\left(\bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \boxtimes \mathbb{C}_{\nu}\right) .
\end{aligned}
$$

Then $M^{\prime}(j, \nu)_{\beta}$ is a $\left(\mathfrak{g}^{\prime}, P^{\prime}\right)$-module and $M^{\prime}(j, \nu)$ is a $\mathfrak{g}^{\prime}$-module. We have the following isomorphisms as $\mathfrak{g}^{\prime}$-modules.

$$
\left.M^{\prime}(j, \nu)_{\beta}\right|_{\mathfrak{g}^{\prime}} \simeq M^{\prime}(j, \nu) \simeq M^{\prime}(n-1-j, \nu)
$$

As a part of branching problems, we wish to understand how the $\mathfrak{g}$-module $M(i, \lambda)$ behaves when restricted to the subalgebra $\mathfrak{g}^{\prime}$, or how the $(\mathfrak{g}, P)$-module $M(i, P)_{\alpha}$ behaves as a $\left(\mathfrak{g}^{\prime}, P^{\prime}\right)$-module. As a dual to Theorem 2.10 (see Fact 3.3), we obtain:

Theorem 2.11. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1$, and $\lambda, \nu \in \mathbb{C}$.
(1) $\operatorname{Hom}_{\mathfrak{g}^{\prime}}\left(M^{\prime}(\tilde{j},-\nu),\left.M(\tilde{i},-\lambda)\right|_{\mathfrak{g}^{\prime}}\right) \neq\{0\}$ only if $\nu-\lambda \in \mathbb{N}$.
(2) Assume $\nu-\lambda \in \mathbb{N}$. We fix $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$ and set $\beta:=\alpha+\nu-\lambda \bmod 2$. Then we have
$\operatorname{Hom}_{\mathfrak{g}^{\prime}}\left(M^{\prime}(\tilde{j},-\nu), M(\tilde{i},-\lambda)\right)$

$$
\begin{aligned}
& \simeq \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(\tilde{j},-\nu)_{\beta}, M(\tilde{i},-\lambda)_{\alpha}\right) \bigoplus \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(\tilde{j},-\nu)_{\beta}, M(i,-\lambda)_{\alpha}\right) \\
& \simeq \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(\tilde{j},-\nu)_{\beta}, M(\tilde{i},-\lambda)_{\alpha}\right) \bigoplus \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(j,-\nu)_{\beta}, M(\tilde{i},-\lambda)_{\alpha}\right) .
\end{aligned}
$$

The summands in the right-hand sides in (2) of Theorem 2.11 are classified as follows.

Proposition 2.12. Let $n \geq 3$. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on 6 -tuple $(i, j, \lambda, \nu, \alpha, \beta)$ are equivalent:
(i) $\operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(\tilde{j},-\nu)_{\beta}, M(\tilde{i},-\lambda)_{\alpha}\right) \neq\{0\}$.
(ii) $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(M^{\prime}(\tilde{j},-\nu)_{\beta}, M(\tilde{i},-\lambda)_{\alpha}\right)=1$.
(iii) The 6 -tuple $(i, j, \lambda, \nu, \alpha, \beta)$ belongs to one of the six cases in Theorem 2.8 (iiii).

The left-hand side of the isomorphisms in Theorem 2.11 is isomorphic to

$$
\operatorname{Hom}_{\mathfrak{p}^{\prime}}\left(\bigwedge^{n-1-j}\left(\mathbb{C}^{n-1}\right) \otimes \mathbb{C}_{-\nu}, \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(\bigwedge^{n-i}\left(\mathbb{C}^{n}\right) \otimes \mathbb{C}_{-\lambda}\right)\right)
$$

and vectors in the image of $\mathfrak{p}^{\prime}$-homomorphisms are sometimes referred to as singular vectors. Fact 3.3 in the next chapter asserts that one could get one from another among the following:

- (explicit construction of) singular vectors;
- (explicit construction of ) symmetry breaking operators (Theorem 2.9);
- (explicit construction of) polynomial solutions to the F-system (Theorems 6.1 and 7.3).


## 3. F-METHOD FOR MATRIX-VALUED DIFFERENTIAL OPERATORS

In this chapter we recall from [13, 14, 19, 20] a method based on the Fourier transform ( $F$-method) to find explicit formulæ of differential symmetry breaking operators. For our purpose we need to develop the F-method for matrix-valued operators. A new ingredient is a canonical decomposition of the algebraic Fourier transform of the vector-valued principal series representations into a "scalar part" involving differential operators of higher order and into a "vector part" of first order. This is formulated and proved in Section 3.4 .
3.1. Algebraic Fourier transform. Let $E$ be a vector space over $\mathbb{C}$. The Weyl algebra $\mathcal{D}(E)$ is the ring of holomorphic differential operators on $E$ with polynomial coefficients.

Definition 3.1. We define the algebraic Fourier transform as an algebra isomorphism of two Weyl algebras on $E$ and its dual space $E^{\vee}$ :

$$
\mathcal{D}(E) \rightarrow \mathcal{D}\left(E^{\vee}\right), \quad T \mapsto \widehat{T}
$$

induced by

$$
\begin{equation*}
\frac{\widehat{\partial}}{\partial z_{\ell}}:=-\zeta_{\ell}, \quad \widehat{z}_{\ell}:=\frac{\partial}{\partial \zeta_{\ell}}, \quad 1 \leq \ell \leq n \tag{3.1}
\end{equation*}
$$

where $n=\operatorname{dim}_{\mathbb{C}} E,\left(z_{1}, \ldots, z_{n}\right)$ are coordinates on $E$ and $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ are the dual coordinates on $E^{\vee}$.

Any linear transformation $A \in G L(E)$ gives rise to bijections

$$
\begin{aligned}
A_{\#}: & \operatorname{Pol}(E) \longrightarrow \operatorname{Pol}(E),
\end{aligned} \quad F \mapsto F\left(A^{-1} \cdot\right), ~ 子 A_{\#} \circ T \circ A_{\#}^{-1} .
$$

We write ${ }^{t} A \in G L\left(E^{\vee}\right)$ for the dual map. Then the following identity holds [20, Lem. 3.3]:

$$
\begin{equation*}
\widehat{A_{*} T}=\left({ }^{t} A^{-1}\right)_{*} \widehat{T} \quad \text { for all } \quad T \in \mathcal{D}(E) \tag{3.2}
\end{equation*}
$$

### 3.2. Differential operators between two manifolds.

We need a generalized notion of differential operators, not only for functions on the same manifolds but also for functions on two different manifolds with a morphism.

Let $\mathcal{V} \rightarrow X$ be a vector bundle over a smooth manifold $X$. We write $C^{\infty}(X, \mathcal{V})$ for the space of smooth sections, endowed with the Fréchet topology of uniform convergence of sections and their derivatives of finite order on compact sets. Let $\mathcal{W} \rightarrow Y$ be another vector bundle. Suppose a smooth map $p: Y \rightarrow X$ is given.

Definition 3.2. ([20, Def. 2.1]) We say a continuous operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow$ $C^{\infty}(Y, \mathcal{W})$ is a differential operator if $T$ satisfies

$$
p(\operatorname{Supp} T f) \subset \operatorname{Supp} f \quad \text { for all } f \in C^{\infty}(X, \mathcal{V})
$$

We write $\operatorname{Diff}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right)$ for the space of differential operators from $C^{\infty}(X, \mathcal{V})$ to $C^{\infty}(Y, \mathcal{W})$.

If $i: Y \rightarrow X$ is an immersion, then every $T \in \operatorname{Diff}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right)$ is locally of the form

$$
T=\sum_{\alpha \in \mathbb{N}^{k}} \sum_{\beta \in \mathbb{N}^{m}} g_{\alpha, \beta}(y) \frac{\partial^{|\alpha|+|\beta|}}{\partial y^{\alpha} \partial z^{\beta}} \quad \text { (finite sum), }
$$

where $\left(y_{1}, \ldots, y_{k}, z_{1}, \ldots, z_{m}\right)$ are local coordinates on $X$ such that $Y$ is given by $z_{1}=\cdots=z_{m}=0$ and $g_{\alpha, \beta}(y)$ are $\operatorname{Hom}(V, W)$-valued smooth functions on $Y$.

### 3.3. F-method for principal series representations.

Let $G$ be a real reductive Lie group, and $P=M A N_{+}$a Langlands decomposition of a parabolic subgroup $P$ of $G$. Their Lie algebras will be denoted by $\mathfrak{g}(\mathbb{R}), \mathfrak{p}(\mathbb{R})=$ $\mathfrak{m}(\mathbb{R})+\mathfrak{a}(\mathbb{R})+\mathfrak{n}_{+}(\mathbb{R})$, and the complexified Lie algebras by $\mathfrak{g}, \mathfrak{p}=\mathfrak{m}+\mathfrak{a}+\mathfrak{n}_{+}$, respectively.

Given $\lambda \in \mathfrak{a}^{*} \simeq \operatorname{Hom}_{\mathbb{R}}(\mathfrak{a}(\mathbb{R}), \mathbb{C})$, we define one-dimensional representation $\mathbb{C}_{\lambda}$ of $A$ by $a \mapsto a^{\lambda}:=e^{\langle\lambda, \log a\rangle}$. By letting $M N_{+}$act trivially, we also regard $\mathbb{C}_{\lambda}$ as a representation of $P$. Given a representation $(\sigma, V)$ of $M$ and $\lambda \in \mathfrak{a}^{*}$, we write $\sigma_{\lambda} \equiv \sigma \boxtimes \mathbb{C}_{\lambda}$ for the representation of $M A$ on $V$ defined by $m a \mapsto a^{\lambda} \sigma(m)$. The same letter will be used for the representation of $P$ which is obtained by letting $N_{+}$ act trivially. We define $\mathcal{V} \equiv \mathcal{V}_{X}=G \times_{P} V$ as a $G$-equivariant vector bundle over the real flag variety $X=G / P$ associated to $\sigma_{\lambda}$. The (unnormalized) principal series representation $\pi_{(\sigma, \lambda)}=\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ is defined on the Fréchet space $C^{\infty}(X, \mathcal{V})$ of smooth sections of the vector bundle $\mathcal{V} \rightarrow X$.

Let $\mathfrak{g}(\mathbb{R})=\mathfrak{n}_{-}(\mathbb{R})+\mathfrak{m}(\mathbb{R})+\mathfrak{a}(\mathbb{R})+\mathfrak{n}_{+}(\mathbb{R})$ be the Gelfand-Naimark decomposition. The vector bundle $\mathcal{V} \rightarrow X$ is trivialized when restricted to the open Bruhat cell

$$
\mathfrak{n}_{-}(\mathbb{R}) \simeq N_{-} \hookrightarrow G / P=X
$$

and we may regard $C^{\infty}(X, \mathcal{V})$ as a subspace of $C^{\infty}\left(\mathfrak{n}_{-}(\mathbb{R})\right) \otimes V$ via the restriction. This model is called the $N$-picture or flat picture of the principal series representation and the case of the Lorentz group $G=O(n+1,1)$ was discussed in detail in Chapter 2. The infinitesimal representation of the Lie algebra on $C^{\infty}\left(\mathfrak{n}_{-}(\mathbb{R})\right) \otimes V$ will be denoted by $d \pi_{(\sigma, \lambda)}$.

Let $2 \rho \in \mathfrak{a}^{*}$ be the homomorphism on $\mathfrak{a}(\mathbb{R})$ defined by $Z \mapsto \operatorname{Trace}\left(\operatorname{ad}(Z): \mathfrak{n}_{+}(\mathbb{R}) \rightarrow\right.$ $\left.\mathfrak{n}_{+}(\mathbb{R})\right)$. As a representation of $P, \mathbb{C}_{2 \rho}$ is given by $p \mapsto \chi_{2 \rho}(p):=\mid \operatorname{det}\left(\operatorname{Ad}(p): \mathfrak{n}_{+}(\mathbb{R}) \rightarrow\right.$ $\left.\mathfrak{n}_{+}(\mathbb{R})\right) \mid$. We also define a one-dimensional representation $\operatorname{sgn}$ of $P$ by $p \mapsto \operatorname{sgn} \circ$
$\operatorname{det}\left(\operatorname{Ad}(p): \mathfrak{n}_{+}(\mathbb{R}) \rightarrow \mathfrak{n}_{+}(\mathbb{R})\right)$. Observe that the density bundle $\Omega_{X}$ and the orientation bundle of $X=G / P$ are then given as the homogeneous line bundles $G \times_{P} \mathbb{C}_{2 \rho}$ and $G \times_{P}$ sgn, respectively. Since $M N_{+}$acts trivially on $\mathbb{C}_{2 \rho}$, we shall sometimes regard $\mathbb{C}_{2 \rho}$ as a representation of $A \simeq P / M N_{+}$. Write $V^{\vee}=\operatorname{Hom}_{\mathbb{C}}(V, \mathbb{C})$ and let $\left(\sigma^{\vee}, V^{\vee}\right)$ denote the contragredient representation of the finite-dimensional representation $(\sigma, V)$ of $M$. For $\lambda \in \mathfrak{a}^{*}$, we define two representations of $P$ by $\left(\sigma_{\lambda}\right)^{\vee}:=\left(\sigma^{\vee}\right)_{-\lambda}=\sigma^{\vee} \boxtimes \mathbb{C}_{-\lambda}$ and $\sigma_{\lambda}^{*}:=\sigma^{\vee} \boxtimes \mathbb{C}_{2 \rho-\lambda}$ with trivial action of $N_{+}$as before, and form a representation

$$
\pi_{(\sigma, \lambda)^{*}}=\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}^{*}\right)
$$

of $G$ on $C^{\infty}\left(X, \mathcal{V}^{*}\right)$ where $\mathcal{V}^{*}=G \times_{P} V^{\vee}$ is the dualizing bundle associated to the representation $\sigma_{\lambda}^{*}$ of $P$. The integration over $X$ gives rise to a natural $G$-invariant nondegenerate bilinear form

$$
\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right) \times \operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}^{*}\right) \longrightarrow \mathbb{C}
$$

The infinitesimal representation of $\pi_{(\sigma, \lambda) *}$ in the $N$-picture is given by a Lie algebra homomorphism

$$
d \pi_{(\sigma, \lambda)^{*}}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{-}\right) \otimes \operatorname{End}\left(V^{\vee}\right)
$$

Applying the algebraic Fourier transform of the Weyl algebra (see Definition 3.1), we get a Lie algebra homomorphism

$$
\widehat{d \pi_{(\sigma, \lambda)^{*}}}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{+}\right) \otimes \operatorname{End}\left(V^{\vee}\right)
$$

where we have identified $\mathfrak{n}_{-}^{\vee}$ with $\mathfrak{n}_{+}$by an $\operatorname{Ad}(G)$-invariant, nondegenerate symmetric bilinear form on $\mathfrak{g}$.

We define a $\mathfrak{g}$-module (generalized Verma module) by

$$
\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right):=U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} V^{\vee}
$$

where $V^{\vee}$ is regarded as a $\mathfrak{p}$-module through $d \sigma^{\vee} \otimes(-\lambda)$ with trivial $\mathfrak{n}_{+}$-action. We let $P$ act on $V^{\vee}$ by $\left(\sigma_{\lambda}\right)^{\vee}$. Then the $\mathfrak{g}$-module ind $\mathfrak{p}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)$ carries a $P$-module structure, so that we may regard ind $\mathfrak{p}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)$ as a $(\mathfrak{g}, P)$-module. This observation will be useful when $G$ is a real reductive Lie group because the parabolic subgroup $P$ may be disconnected. We recall from [20, (3.23)] that the algebraic Fourier transform of the generalized Verma module is a $(\mathfrak{g}, P)$-isomorphism

$$
F_{c}: \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right) \xrightarrow{\sim} \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee},
$$

where $\operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee}$ is regarded as a $(\mathfrak{g}, P)$-module via $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$.
Let $G^{\prime}$ be a real reductive subgroup of $G$, and $P^{\prime}$ a parabolic subgroup of $G^{\prime}$. Given a finite-dimensional representation $W$ of $P^{\prime}$, we define two homogeneous vector
bundles:

$$
\begin{aligned}
& \mathcal{W}_{Y}:=G^{\prime} \times_{P^{\prime}} W \longrightarrow Y:=G^{\prime} / P^{\prime} \\
& \mathcal{W}_{Z}:=G \times_{P^{\prime}} W \longrightarrow Z:=G / P^{\prime}
\end{aligned}
$$

Similarly to the representation $\left(\sigma_{\lambda}, V\right)$ of $P=M A N_{+}$, we shall consider a representation $\left(\tau_{\nu}, W\right)$ of $P^{\prime}=M^{\prime} A^{\prime} N_{+}^{\prime}$ which extends the outer tensor product representation $\tau \boxtimes \mathbb{C}_{\nu}$ for $\nu \in\left(\mathfrak{a}^{\prime}\right)^{*}$ by letting $N_{+}^{\prime}$ act trivially.

We note that the base space $Z$ is not compact in general, whereas $Y$ is a real flag variety and thus compact. If $P^{\prime} \subset P$, then there are natural maps:

$$
Y \longrightarrow Z \longrightarrow X
$$

We denote by $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right)$ the space of $G^{\prime}$-equivariant operators from $C^{\infty}\left(X, \mathcal{V}_{X}\right)$ to $C^{\infty}\left(Y, \mathcal{W}_{Y}\right)$ which are differential operators with respect to the above $G^{\prime}$-equivariant map $Y \rightarrow X$ in the sense of Definition 3.2. The space $\operatorname{Diff}_{G}\left(\mathcal{V}_{X}, \mathcal{W}_{Z}\right)$ is defined in a similar way.

The map taking symbols of differential operators on $\mathbb{R}^{n}$, to be denoted by Symb, induces an isomorphism below when restricted to differential operators with constant coefficients,

Symb : Diff ${ }^{\text {const }}\left(C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V, C^{\infty}\left(\mathbb{R}^{n}\right) \otimes W\right) \xrightarrow{\sim} \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right] \otimes \operatorname{Hom}_{\mathbb{C}}(V, W)$
such that

$$
e^{-\langle z, \zeta\rangle} D\left(e^{\langle z, \zeta\rangle} \otimes v\right)=\operatorname{Symb}(D)(v) \in \operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{n}\right] \otimes W
$$

for all $v \in V$. We summarize the F-method in this setting from [20, Thm. 2.9, Rem. 2.18, Thm. 4.1, Cor. 4.3]:

Fact 3.3. Let $G \supset G^{\prime}$ be a pair of real reductive Lie groups, and $P \supset P^{\prime}$ a pair of parabolic subgroups with compatible Levi decompositions $P=L N_{+} \supset P^{\prime}=L^{\prime} N_{+}^{\prime}$ such that $L \supset L^{\prime}$ and $N_{+} \supset N_{+}^{\prime}$. Let $\left(\sigma_{\lambda}, V\right)$ and $\left(\tau_{\nu}, W\right)$ be finite-dimensional representations of $P$ and $P^{\prime}$ with trivial actions of $N_{+}$and $N_{+}^{\prime}$, respectively.
(1) (duality) There is a natural isomorphism:

$$
D_{X \rightarrow Y}: \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}^{\prime}}^{\mathfrak{g}^{\prime}}\left(W^{\vee}\right), \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)\right) \xrightarrow{\sim} \operatorname{Diff}_{G^{\prime}}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right)
$$

(2) (extension) The restriction $\left.\mathcal{W}_{Z}\right|_{Y} \simeq \mathcal{W}_{Y}$ induces the bijection

$$
\operatorname{Rest}_{Y}: \operatorname{Diff}_{G}\left(\mathcal{V}_{X}, \mathcal{W}_{Z}\right) \xrightarrow{\sim} \operatorname{Diff}_{G^{\prime}}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right) .
$$

(3) (F-method) For $\psi \in\left(\operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee}\right) \otimes W \simeq \operatorname{Hom}_{\mathbb{C}}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$, we consider a system of partial differential equations (F-system)

$$
\begin{equation*}
\left(\widehat{d \pi_{(\sigma, \lambda)^{*}}}(C) \otimes \operatorname{id}_{W}\right) \psi=0 \quad \text { for all } C \in \mathfrak{n}_{+}^{\prime}, \tag{3.4}
\end{equation*}
$$

and set

$$
\begin{equation*}
\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda}, \tau_{\nu}\right):=\left\{\psi \in \operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right): \psi \text { solves (3.4) }\right\} \tag{3.5}
\end{equation*}
$$

Then there is a natural isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}^{\prime}}^{\mathfrak{g}^{\prime}}\left(W^{\vee}\right), \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)\right) \xrightarrow{\sim} \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda}, \tau_{\nu}\right) . \tag{3.6}
\end{equation*}
$$

(4) Assume that the nilradical $\mathfrak{n}_{+}$is abelian. Then, the system (3.4) is of second order, and the following diagram of six isomorphisms commutes:


Fact 3.3 (3) implies that, once we find such a polynomial solution $\psi$ to the F system, we obtain a $P^{\prime}$-submodule $W^{\vee}$ in $\operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)$ (sometimes referred to as singular vectors) by $\left(F_{c} \otimes \mathrm{id}\right)^{-1}(\psi)$, where we have used the canonical isomorphism $\operatorname{Hom}_{P^{\prime}}\left(W^{\vee}, \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)\right) \simeq \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}^{\prime}}^{\mathfrak{g}^{\prime}}\left(W^{\vee}\right), \operatorname{ind}_{\mathfrak{p}}^{\mathfrak{g}}\left(V^{\vee}\right)\right)$ when we apply the algebraic Fourier transform $F_{c}$ of a generalized Verma module. Simultaneously, we obtain a differential symmetry breaking operator by $\operatorname{Rest}_{Y} \circ \operatorname{Symb}^{-1}(\psi)$ in the flat picture ( $N$-picture), when $\mathfrak{n}_{+}$is abelian.

The following useful lemma guarantees that the F-system (3.4) can be verified by a single nonzero element $C \in \mathfrak{n}_{+}^{\prime}$ when $L^{\prime}$ acts irreducibly on $\mathfrak{n}_{+}^{\prime}$, equivalently, when $\mathfrak{n}_{+}^{\prime}$ is abelian.

Lemma 3.4. Suppose $\mathfrak{n}_{+}^{\prime}$ is abelian. Then the following two conditions on $\psi \in$ $\operatorname{Hom}_{L^{\prime}}\left(V, \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes W\right)$ are equivalent.
(i) For every $C \in \mathfrak{n}_{+}^{\prime},\left(\widehat{d \pi_{(\sigma, \lambda)^{*}}}(C) \otimes \mathrm{id}_{W}\right) \psi=0$.
(ii) For some nonzero $C_{0} \in \mathfrak{n}_{+}^{\prime},\left(\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(C_{0}\right) \otimes \operatorname{id}_{W}\right) \psi=0$.

Proof. The implication (i) $\Rightarrow$ (ii) is obvious. We shall prove (ii) $\Rightarrow$ (i). We set

$$
\mu:=\sigma_{\lambda}^{*}
$$

Suppose $\psi \in \operatorname{Hom}_{L^{\prime}}\left(V, \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes W\right) \simeq\left(V^{\vee} \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes W\right)^{L^{\prime}}$. This means that

$$
\chi_{2 \rho}(\ell) \mu\left(\ell^{-1}\right) \otimes \operatorname{Ad}_{\#}\left(\ell^{-1}\right) \otimes \tau_{\nu}\left(\ell^{-1}\right) \psi=\psi \quad \text { for all } \quad \ell \in L^{\prime}
$$

If $\psi$ satisfies (ii), then we have

$$
\begin{equation*}
\left(\widehat{d \pi_{\mu}}\left(C_{0}\right) \otimes \operatorname{id}_{W}\right)\left(\mu\left(\ell^{-1}\right) \operatorname{Ad}_{\#}\left(\ell^{-1}\right)\right) \psi=0 \tag{3.7}
\end{equation*}
$$

We let the group $L$ act on $V^{\vee} \otimes \operatorname{Pol}\left(\mathfrak{n}_{-}\right)$by $\pi_{\mu}(\ell)=\mu(\ell) \operatorname{Ad}_{\#}(\ell)$. Then we have

$$
d \pi_{\mu}\left(\operatorname{Ad}(\ell) C_{0}\right)=\pi_{\mu}(\ell) d \pi_{\mu}\left(C_{0}\right) \pi_{\mu}\left(\ell^{-1}\right) \quad \text { for all } \quad \ell \in L^{\prime}(\subset L)
$$

Applying (3.2) to the case where $E=\mathfrak{n}_{-}, A=\operatorname{Ad}(\ell)$, and $T=\widehat{d \pi_{\mu}}\left(C_{0}\right)$, we have

$$
\widehat{d \pi_{\mu}}\left(\operatorname{Ad}(\ell) C_{0}\right)=\mu(\ell) \operatorname{Ad}(\ell)_{\#} \widehat{d \pi_{\mu}}\left(C_{0}\right) \operatorname{Ad}\left(\ell^{-1}\right)_{\#} \mu\left(\ell^{-1}\right),
$$

where we identify the action ${ }^{t} \operatorname{Ad}(\ell)^{-1}$ on $\mathfrak{n}_{-}^{\vee}$ with the one of $\operatorname{Ad}(\ell)$ on $\mathfrak{n}_{+}$. Then

$$
\left(\widehat{d \pi_{\mu}}\left(\operatorname{Ad}(\ell) C_{0}\right) \otimes \mathrm{id}_{W}\right) \psi=0
$$

by (3.7). Since $\mathfrak{n}_{+}^{\prime}$ is abelian, the Levi subgroup $L^{\prime}$ acts irreducibly on the nilradical $\mathfrak{n}_{+}^{\prime}$ of the parabolic subalgebra $\mathfrak{p}_{+}^{\prime}=\mathfrak{l}^{\prime}+\mathfrak{n}_{+}^{\prime}$, and therefore $\operatorname{Ad}(\ell) C_{0}\left(\ell \in L^{\prime}\right)$ spans $\mathfrak{n}_{+}^{\prime}$. Hence $(\mathrm{ii}) \Rightarrow(\mathrm{i})$ is proved.
3.4. Matrix-valued differential operators in the F-method. This section provides a structural result on the key operator $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$ in the F-method for the principal series representation $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ when $P$ is a parabolic subgroup with abelian unipotent radical. We shall prove that $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$ has a canonical decomposition into a sum of the "scalar part" (differential operator of second order) depending only on the continuous parameter $\lambda \in \mathfrak{a}^{*}$ and the "vector part" (differential operator of first order) depending only on $\sigma \in \widehat{M}$.

We retain the notation in Section 3.3, and simply write

$$
\widehat{d \pi_{\lambda^{*}}}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{+}\right),
$$

for $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$ when $(\sigma, V)$ is the trivial one-dimensional representation. We define the "vector part" of $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$ as a linear map $A_{\sigma}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{+}\right) \otimes \operatorname{End}\left(V^{\vee}\right)$ characterized by the formula

$$
\begin{equation*}
\widehat{d \pi_{(\sigma, \lambda)^{*}}}(Y)=\widehat{d \pi_{\lambda^{*}}}(Y) \otimes \operatorname{id}_{V^{\vee}}+A_{\sigma}(Y) \quad \text { for } \quad Y \in \mathfrak{g} \tag{3.8}
\end{equation*}
$$

Let $\left\{N_{\ell}^{-}\right\}$be a basis of $\mathfrak{n}_{-}(\mathbb{R})$, and $\left(\zeta_{1}, \cdots, \zeta_{n}\right)$ be the corresponding coordinates on $\mathfrak{n}_{-}^{\vee}(\mathbb{R}) \simeq \mathfrak{n}_{+}(\mathbb{R})$.

Proposition 3.5. Assume $\mathfrak{n}_{+}$is abelian. Then, for any $Y \in \mathfrak{n}_{+}, A_{\sigma}(Y)$ is a holomorphic vector field on $\mathfrak{n}_{+}$with constant coefficients in $\operatorname{End}\left(V^{\vee}\right)$. An explicit formula is given as follows.

$$
\begin{equation*}
A_{\sigma}(Y) F=-\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}} F \circ d \sigma\left(\left.\left[Y, N_{\ell}^{-}\right]\right|_{\mathfrak{m}}\right) \quad \text { for } \quad F \in \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee} \tag{3.9}
\end{equation*}
$$

In particular, the "vector part" $A_{\sigma}$ is independent of the continuous parameter $\lambda$. Moreover, $A_{\sigma}$ is zero if $d \sigma=0$.

Proof. Let $G_{\mathbb{C}}$ be a connected complex Lie group with Lie algebra $\mathfrak{g}=\mathfrak{g}(\mathbb{R}) \otimes_{\mathbb{R}} \mathbb{C}$, and $P_{\mathbb{C}}=L_{\mathbb{C}} \exp \mathfrak{n}_{+}$the parabolic subgroup with Lie algebra $\mathfrak{p}=\mathfrak{l}+\mathfrak{n}_{+}$. According to the Gelfand-Naimark decomposition $\mathfrak{g}=\mathfrak{n}_{-}+\mathfrak{l}+\mathfrak{n}_{+}$of the Lie algebra $\mathfrak{g}$, we have a diffeomorphism

$$
\mathfrak{n}_{-} \times L_{\mathbb{C}} \times \mathfrak{n}_{+} \rightarrow G_{\mathbb{C}}, \quad(Z, \ell, Y) \mapsto(\exp Z) \ell(\exp Y)
$$

into an open dense subset $G_{\mathbb{C}}^{\mathrm{reg}}$ of $G_{\mathbb{C}}$. Let

$$
p_{ \pm}: G_{\mathbb{C}}^{\mathrm{reg}} \longrightarrow \mathfrak{n}_{ \pm}, \quad p_{o}: G_{\mathbb{C}}^{\mathrm{reg}} \rightarrow L_{\mathbb{C}}
$$

be the projections characterized by the identity

$$
\exp \left(p_{-}(g)\right) p_{o}(g) \exp \left(p_{+}(g)\right)=g
$$

Then the following maps $\alpha$ and $\beta$ are determined by the Gelfand-Naimark decomposition $\mathfrak{g}=\mathfrak{n}_{-}+\mathfrak{l}+\mathfrak{n}_{+}$and independent of the choice of the complex Lie group $G_{\mathbb{C}}$ :

$$
\begin{equation*}
(\alpha, \beta): \mathfrak{g} \times \mathfrak{n}_{-} \rightarrow \mathfrak{l} \oplus \mathfrak{n}_{-},\left.\quad(Y, Z) \mapsto \frac{d}{d t}\right|_{t=0}\left(p_{o}\left(e^{t Y} e^{Z}\right), p_{-}\left(e^{t Y} e^{Z}\right)\right) \tag{3.10}
\end{equation*}
$$

According to the direct sum decomposition $\mathfrak{l}=\mathfrak{m}+\mathfrak{a}$, we write

$$
\alpha(Y, Z)=\left.\alpha(Y, Z)\right|_{\mathfrak{m}}+\left.\alpha(Y, Z)\right|_{\mathfrak{a}}
$$

For a fixed element $Y \in \mathfrak{g}, \beta(Y, \cdot)$ induces a complex linear map $\mathfrak{n}_{-} \rightarrow \mathfrak{n}_{-}$, and thus we may regard $\beta(Y, \cdot)$ as a holomorphic vector field on $\mathfrak{n}_{-}$via the identification of $\mathfrak{n}_{-}$with the holomorphic tangent space at each point:

$$
\mathfrak{n}_{-} \ni Z \mapsto \beta(Y, Z) \in \mathfrak{n}_{-} \simeq T_{Z} \mathfrak{n}_{-}
$$

Suppose $f \in C^{\infty}\left(\mathfrak{n}_{-}(\mathbb{R}), V^{\vee}\right), Y \in \mathfrak{g}(\mathbb{R})$ and $Z \in \mathfrak{n}_{-}(\mathbb{R})$. Since $N_{+}$acts trivially on $V$, the infinitesimal representation $d \pi_{(\sigma, \lambda) *}$ is given by

$$
d \pi_{(\sigma, \lambda)^{*}}(Y) f(Z)=d \sigma^{\vee}\left(\left.\alpha(Y, Z)\right|_{\mathfrak{m}}\right) f(Z)+\left(d \lambda^{*}\left(\left.\alpha(Y, Z)\right|_{\mathfrak{a}}\right) f(Z)-\beta(Y, \cdot) f(Z)\right)
$$

In view of the decomposition, we define $d \pi_{(\sigma, \lambda)^{*}}^{\mathrm{vect}}, d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }} \in \operatorname{Hom}_{\mathbb{C}}\left(\mathfrak{g}, \mathcal{D}\left(\mathfrak{n}_{-}\right) \otimes\right.$ $\left.\operatorname{End}\left(V^{\vee}\right)\right)$ by

$$
\begin{aligned}
d \pi_{(\sigma, \lambda)^{*}}^{\mathrm{vect}}(Y) & :=d \sigma^{\vee}\left(\left.\alpha(Y, Z)\right|_{\mathfrak{m}}\right) \\
d \pi_{(\sigma, \lambda)^{*}}^{\text {scara }}(Y) & :=d \lambda^{*}\left(\left.\alpha(Y, Z)\right|_{\mathfrak{a}}\right)-\beta(Y, \cdot) .
\end{aligned}
$$

Clearly, $d \pi_{(\sigma, \lambda)^{*}}=d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }}+d \pi_{(\sigma, \lambda)^{*}}^{\text {vect }}$. We say $d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }}$ is the scalar part of $d \pi_{(\sigma, \lambda)^{*}}$, and $d \pi_{(\sigma, \lambda)^{*}}^{\mathrm{vect}}$ is the vector part. Then the scalar part $d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }}$ does not depend on $(\sigma, V)$, and takes the form

$$
d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }}(Y)=d \pi_{\lambda^{*}}(Y) \otimes \mathrm{id}_{V^{\vee}} \quad \text { for all } Y \in \mathfrak{g} .
$$

Let us compute their algebraic Fourier transforms. Obviously, the algebraic Fourier transform of $d \pi_{(\sigma, \lambda)^{*}}^{\text {scalar }}(Y)$ is $\widehat{d \pi_{\lambda^{*}}}(Y) \otimes \operatorname{id}_{V^{v}}$.

If $\mathfrak{n}_{+}$is abelian, we have

$$
\alpha(Y, Z)=[Y, Z], \quad \beta(Y, Z)=\frac{1}{2}[Z,[Z, Y]] \quad \text { for } Y \in \mathfrak{n}_{+} \text {and } Z \in \mathfrak{n}_{-},
$$

see [20, Lem. 3.8].
We write $Z=\sum_{\ell} z_{\ell} N_{\ell}^{-}$. Then for $Y \in \mathfrak{n}_{+}$, we have

$$
\begin{aligned}
\left(d \pi_{(\sigma, \lambda)^{*}}^{\mathrm{vect}}(Y) f\right)(Z) & =-f(Z) \circ d \sigma\left(\left.[Y, Z]\right|_{\mathfrak{m}}\right) \\
& =-\sum_{\ell} z_{\ell} f \circ d \sigma\left(\left.\left[Y, N_{\ell}^{-}\right]\right|_{\mathfrak{m}}\right) .
\end{aligned}
$$

By (3.1) its algebraic Fourier transform is given by (3.9). The remaining assertions of Proposition 3.5 are clear.

## 4. Matrix-valued F-method for $O(n+1,1)$

This chapter summarizes a strategy and technical details in applying the F-mehod to find matrix-valued symmetry breaking operators in the setting where $\left(G, G^{\prime}\right)=$ $(O(n+1,1), O(n, 1))$.
4.1. Strategy of matrix-valued F-method for $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$. We retain the notation of Chapter 2. In particular, $P=L \exp \left(\mathfrak{n}_{+}(\mathbb{R})\right)$ and $P^{\prime}=$ $L^{\prime} \exp \left(\mathfrak{n}_{+}^{\prime}(\mathbb{R})\right)$ are the minimal parabolic subgroups of $G=O(n+1,1)$ and $G^{\prime}=$ $O(n, 1)$, respectively, such that $L \supset L^{\prime}$ and $\mathfrak{n}_{+}(\mathbb{R}) \supset \mathfrak{n}_{+}^{\prime}(\mathbb{R})$. We recall $L=M A \simeq$ $O(n) \times O(1) \times \mathbb{R}$ and $\mathfrak{n}_{ \pm}(\mathbb{R})$ is identified with $\mathbb{R}^{n}$ via the basis $\left\{N_{1}^{ \pm}, \ldots, N_{n}^{ \pm}\right\}$, see (2.2). Let $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ be the coordinates of $\mathfrak{n}_{+}\left(\simeq \mathfrak{n}_{-}^{\vee}\right)$. Then the $L$-module $\operatorname{Pol}\left(\mathfrak{n}_{+}\right)$is identified with the polynomial ring $\operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]$ on which the action of $L=M A \ni$ $\left((B, b), e^{t H_{0}}\right)$ is given by

$$
\begin{equation*}
f(\zeta) \mapsto f\left(b^{-1} e^{-t} B^{-1} \zeta\right) \quad \text { for } \zeta={ }^{t}\left(\zeta_{1}, \ldots, \zeta_{n}\right) \tag{4.1}
\end{equation*}
$$

The subgroup $L^{\prime}=M^{\prime} A \simeq O(n-1) \times O(1) \times \mathbb{R}$ stabilizes the last variable $\zeta_{n}$, and acts irreducibly on $\mathfrak{n}_{+}^{\prime} \simeq \mathbb{C}^{n-1}$. Then we may apply Lemma 3.4 by choosing $C_{0}=N_{1}^{+}$. With this notation, the $F$-method (Fact 3.3) implies the following:
Proposition 4.1. Let $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1)), \sigma_{\lambda}=\sigma \boxtimes \mathbb{C}_{\lambda}$ be a finitedimensional representation of $P$ on $V$ that factors the quotient group $P / N_{+} \simeq L=$ $M A$, and $\tau_{\nu}=\tau \boxtimes \mathbb{C}_{\nu}$ be that of $P^{\prime}$ that factors $P^{\prime} / N_{+}^{\prime} \simeq L^{\prime}=M^{\prime} A$ on $W$. The flat pictures of the principal series representations $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ of $G$ and $\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)$ of $G^{\prime}$ are defined in $C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V$ and $C^{\infty}\left(\mathbb{R}^{n-1}\right) \otimes W$, respectively, as in (2.7). Then we have the following.
(1) $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda}, \tau_{\nu}\right)($ see (3.5) is given by

$$
\begin{align*}
& \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda}, \tau_{\nu}\right) \\
& =\left\{\psi \in \operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right):\left(\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right) \otimes \operatorname{id}_{W}\right) \psi=0\right\} . \tag{4.2}
\end{align*}
$$

(2) Suppose $\psi \in \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda}, \tau_{\nu}\right)$. Let $D$ be the $\operatorname{Hom}_{\mathbb{C}}(V, W)$-valued differential operator on $\mathbb{R}^{n}$ with constant coefficients such that $\operatorname{Symb}(D)=\psi$. Then the differential operator

$$
\operatorname{Rest}_{x_{n}=0} \circ D: C^{\infty}\left(\mathbb{R}^{n}\right) \otimes V \rightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right) \otimes W
$$

extends to a symmetry breaking operator from $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ to $\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)$.
(3) Conversely, any $G^{\prime}$-equivariant differential operator from $\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right)$ to $\operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)$ is obtained in this manner.

The rest of this chapter is devoted to an explicit characterization of the main ingredients of Proposition 4.1. Namely, the space $\operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$ is
described in Section 4.3, the scalar and vector parts of the operator $\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right)$are given in Section 4.4 and the matrix components of (4.2) are studied in Section 4.5.

Harmonic polynomials play a key role in the first two steps of this characterization.

### 4.2. Harmonic polynomials.

We review a classical fact on harmonic polynomials. Let $N \in \mathbb{N}_{+}$(later, we take $N$ to be $n-1$ or $n$ ). For $k \in \mathbb{N}$, we denote by $\operatorname{Pol}^{k}\left[\zeta_{1}, \cdots, \zeta_{N}\right]$ the space of homogeneous polynomials of degree $k$. The space $\mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$ of harmonic polynomials of degree $k$ is defined by

$$
\mathcal{H}^{k}\left(\mathbb{C}^{N}\right):=\left\{h \in \operatorname{Pol}^{k}\left[\zeta_{1}, \cdots, \zeta_{N}\right]: \Delta_{\mathbb{C}^{N}} h=0\right\}
$$

where $\Delta_{\mathbb{C}^{N}}:=\frac{\partial^{2}}{\partial \zeta_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial \zeta_{N}^{2}}$ denotes the holomorphic Laplacian on $\mathbb{C}^{N}$. Then $\mathcal{H}^{k}\left(\mathbb{C}^{N}\right) \neq\{0\}$ for all $k \in \mathbb{N}$ if $N \geq 2$ and $\mathcal{H}^{k}\left(\mathbb{C}^{1}\right) \neq\{0\}$ for $k \in\{0,1\}$.

The orthogonal group $O(N)$ acts irreducibly on $\mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$ for all $k \in \mathbb{N}$ unless it is zero. We set

$$
\mathcal{H}\left(\mathbb{C}^{N}\right):=\bigoplus_{k=0}^{\infty} \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)
$$

Then we have a natural decomposition of the space of polynomials into spherical harmonics and $O(N)$-invariant polynomials for any $N \in \mathbb{N}_{+}$:

$$
\begin{equation*}
\operatorname{Pol}\left[\zeta_{1}^{2}+\cdots+\zeta_{N}^{2}\right] \otimes \mathcal{H}\left(\mathbb{C}^{N}\right) \xrightarrow{\sim} \operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{N}\right] . \tag{4.3}
\end{equation*}
$$

4.3. Description of $\operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$. As the first step of the matrix-valued F-method for the Lorentz group $G=O(n+1,1)$, we give a description of the space $\operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$by using harmonic polynomials.

We retain the notation of Section 4.1, in particular, $\left(\zeta_{1}, \cdots, \zeta_{n}\right)$ are the coordinates of $\mathfrak{n}_{+}$such that $\mathfrak{n}_{+}^{\prime}$ is characterized by $\zeta_{n}=0$. For $b \in \mathbb{Z}$ and a polynomial $g(t)$ of one variable $t$, we define a multi-valued meromorphic function of $n$ variables $\zeta=$ $\left(\zeta_{1}, \cdots, \zeta_{n}\right)$ by

$$
\begin{equation*}
\left(T_{b} g\right)(\zeta):=Q_{n-1}\left(\zeta^{\prime}\right)^{\frac{b}{2}} g\left(\frac{\zeta_{n}}{\sqrt{Q_{n-1}\left(\zeta^{\prime}\right)}}\right) \tag{4.4}
\end{equation*}
$$

where $\zeta^{\prime}=\left(\zeta_{1}, \ldots, \zeta_{n-1}\right)$ and $Q_{n-1}\left(\zeta^{\prime}\right)=\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}$. Clearly, $\left(T_{b} g\right)(\zeta) \equiv 0$ if and only if $g(t) \equiv 0$. We observe that $\left(T_{b} g\right)(\zeta)$ is a homogeneous polynomial of $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ of degree $b$ if $b \in \mathbb{N}$ and $g \in \operatorname{Pol}_{b}[t]_{\text {even }}$, where we set

$$
\begin{equation*}
\operatorname{Pol}_{b}[t]_{\text {even }}:=\mathbb{C} \text {-span }\left\langle t^{b-2 j}: 0 \leq j \leq\left[\frac{b}{2}\right]\right\rangle \tag{4.5}
\end{equation*}
$$

Then we have the following bijection

$$
\begin{equation*}
T_{b}: \operatorname{Pol}_{b}[t]_{\mathrm{even}} \xrightarrow[\rightarrow]{\sim} \bigoplus_{\ell \ell+c=b} \operatorname{Pol}^{\ell}\left[\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}\right] \otimes \operatorname{Pol}^{c}\left[\zeta_{n}\right] . \tag{4.6}
\end{equation*}
$$

Lemma 4.2. Suppose $n \geq 2$. Then for every $a \in \mathbb{N}$, there is a natural bijection:

$$
\bigoplus_{k=0}^{a} \operatorname{Pol}_{a-k}[t]_{\text {even }} \otimes \operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right) \xrightarrow{\sim} \operatorname{Hom}_{O(n-1)}\left(V, W \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right)
$$

induced by

$$
\sum_{k=0}^{a} g_{k} \otimes H^{(k)} \mapsto \sum_{k=0}^{a}\left(T_{a-k} g_{k}\right) H^{(k)}
$$

Proof. Combining the following two $O(n-1)$-isomorphisms

$$
\operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right) \simeq \bigoplus_{b+c=a} \operatorname{Pol}^{b}\left[\zeta_{1}, \ldots, \zeta_{n-1}\right] \otimes \operatorname{Pol}^{c}\left[\zeta_{n}\right]
$$

and (4.3) with $N=n-1$, namely,

$$
\operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n-1}\right] \simeq \bigoplus_{k+2 \ell=b} \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}^{\ell}\left[\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}\right]
$$

we have

$$
\begin{aligned}
& \operatorname{Hom}_{O(n-1)}\left(V, W \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right) \\
\simeq & \bigoplus_{k+2 \ell+c=a} \operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right) \otimes \operatorname{Pol}^{\ell}\left[\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}\right] \otimes \operatorname{Pol}^{c}\left[\zeta_{n}\right] .
\end{aligned}
$$

Then the statement follows from the bijection (4.6).
By the F-method (Proposition 4.1) combined with results on finite-dimensional representations, we obtain a necessary condition for the existence of nonzero differential symmetry breaking operators in the general setting:
Corollary 4.3. Suppose $(\sigma, V) \in \widehat{M},(\tau, W) \in \widehat{M^{\prime}}$ and $\lambda, \nu \in \mathbb{C}$. Suppose $\left.\sigma\right|_{O(1)}$ is a multiple of $\alpha \in \mathbb{Z} / 2 \mathbb{Z} \simeq \widehat{O(1)}$, and $\left.\tau\right|_{O(1)}$ is a multiple of $\beta \in \mathbb{Z} / 2 \mathbb{Z}$, where $O(1)$ denotes the second factor of $M \simeq O(n) \times O(1)$ (or $\left.M^{\prime} \simeq O(n-1) \times O(1)\right)$. Then

$$
\operatorname{Diff}_{G^{\prime}}\left(\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right), \operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)\right) \neq\{0\}
$$

only if the following three conditions hold:

$$
\begin{aligned}
& \nu-\lambda \in \mathbb{N} \\
& \beta-\alpha \equiv \nu-\lambda \bmod 2 \\
& \operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right) \neq\{0\} \quad \text { for some } \quad 0 \leq k \leq \nu-\lambda
\end{aligned}
$$

In particular, if $(\sigma, \tau) \in \widehat{M} \times \widehat{M^{\prime}}$ satisfies

$$
\operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}\left(\mathbb{C}^{n-1}\right)\right)=\{0\}
$$

then $\operatorname{Diff}_{G^{\prime}}\left(\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right), \operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)\right)=\{0\}$ for all $\lambda, \nu \in \mathbb{C}$.
Proof. It follows from Proposition 4.1 that $\operatorname{Diff}_{G^{\prime}}\left(\operatorname{Ind}_{P}^{G}\left(\sigma_{\lambda}\right), \operatorname{Ind}_{P^{\prime}}^{G^{\prime}}\left(\tau_{\nu}\right)\right) \neq\{0\}$ only if

$$
\operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \neq\{0\}
$$

First, we consider the action of the first factor $O(n-1)$ of $L^{\prime} \simeq O(n-1) \times O(1) \times \mathbb{R}$. Then we find $a \in \mathbb{N}$ such that $\operatorname{Hom}_{O(n-1)}\left(V, W \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \neq\{0\}$, and therefore $\operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right) \neq\{0\}$ for some $k(0 \leq k \leq a)$.

Second, we consider the actions of the second and third factors of $L^{\prime}$. Since $e^{t H_{0}} \in$ $A$ and $-1 \in O(1)$ act on $\mathfrak{n}_{+} \simeq \mathbb{C}^{n}$ as the scalars $e^{t}$ and -1 , respectively,

$$
\operatorname{Hom}_{O(1) \times A}\left(V, W \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \neq\{0\}
$$

if and only if

$$
\nu=\lambda+a \quad \text { and } \quad \beta \equiv \alpha+a \bmod 2
$$

Thus the corollary is proved.
In Chapter 5, we shall prove a necessary and sufficient condition that the space $\operatorname{Hom}_{O(n-1)}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$ does not vanish when $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $W=\bigwedge^{j}\left(\mathbb{C}^{n-1}\right)$, and find their explicit generators, see Proposition 5.14 .
4.4. Decomposition of the equation $\left(\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right) \otimes \mathrm{id}_{W}\right) \psi=0$.

In Lemma 4.2, we have given a description of $\operatorname{Hom}_{L^{\prime}}\left(V, W \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right)$by using spherical harmonics. The next step of the matrix-valued F-method in our setting is to write down explicitly the F-system (4.2) according to the canonical decomposition (3.8)

$$
\widehat{d \pi_{(\sigma, \lambda)^{*}}} \otimes \mathrm{id}_{W}=\widehat{d \pi_{\lambda^{*}}} \otimes \operatorname{id}_{\mathrm{Hom}(V, W)}+A_{\sigma} \otimes \operatorname{id}_{W}
$$

The main result (Proposition 4.4) of this section asserts that the differential operator whose symbol is in 4.2 is given by

> Gegenbauer-type operators + matrix-valued vector fields.

To be precise, we introduce the following differential operator of second order

$$
\begin{equation*}
R_{\ell}^{\lambda}:=-\frac{1}{2}\left(\left(1+t^{2}\right) \frac{d^{2}}{d t^{2}}+(1+2 \lambda) t \frac{d}{d t}-\ell(\ell+2 \lambda)\right) \tag{4.7}
\end{equation*}
$$

with parameters $\lambda \in \mathbb{C}$ and $\ell \in \mathbb{N}$. Note that $R_{\ell}^{\lambda} g(t)=0$ is the "imaginary" Gegenbauer differential equation (see Lemma 14.3).

Proposition 4.4. Let $G=O(n+1,1),(\sigma, V) \in \widehat{M}, \lambda \in \mathbb{C}$, and $W$ be a vector space over $\mathbb{C}$. Suppose $0 \leq k \leq a$ and $\psi=\left(T_{a-k} g_{k}\right) H^{(k)}$ with $g_{k}(t) \in \operatorname{Pol}_{a-k}[t]_{\mathrm{even}}$ and $H^{(k)} \in \operatorname{Hom}_{\mathbb{C}}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$. Then,
(1) $\left(\widehat{d \pi_{\lambda^{*}}}\left(N_{1}^{+}\right) \otimes \operatorname{id}_{W}\right) \psi=\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-k}\left(R_{a-k}^{\lambda-\frac{n-1}{2}} g_{k}\right) H^{(k)}+(\lambda+a-1)\left(T_{a-k} g_{k}\right) \frac{\partial H^{(k)}}{\partial \zeta_{1}}$,
(2) $\left(A_{\sigma}\left(N_{1}^{+}\right) \otimes \mathrm{id}_{W}\right) \psi=\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}}\left(T_{a-k} g_{k}\right) H^{(k)} \circ d \sigma\left(X_{\ell 1}\right)$.

The rest of this section is devoted to the proof of Proposition 4.4. We note that the $L^{\prime}$-intertwining property of the linear maps $H^{(k)}$ is not used in Proposition 4.4.

We begin with an explicit formula of the canonical decomposition (3.8) of $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$. We define the Euler homogeneity operator on $\mathbb{C}^{n}$ by

$$
E_{\zeta}:=\sum_{\ell=1}^{n} \zeta_{\ell} \frac{\partial}{\partial \zeta_{\ell}}
$$

Then we have:
Lemma 4.5. Let $G=O(n+1,1)$ and $\left\{N_{1}^{+}, \ldots, N_{n}^{+}\right\}$be the basis of $\mathfrak{n}_{+}(\mathbb{R})$, see (2.2). Suppose $(\sigma, V) \in \widehat{M}$ and $\lambda \in \mathbb{C}$. Then the decomposition (3.8) amounts to

$$
\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{m}^{+}\right)=\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right) \otimes \operatorname{id}_{V^{\vee}}+A_{\sigma}\left(N_{m}^{+}\right) \quad(1 \leq m \leq n)
$$

where

$$
\begin{align*}
& \widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)=\lambda \frac{\partial}{\partial \zeta_{m}}+E_{\zeta} \frac{\partial}{\partial \zeta_{m}}-\frac{1}{2} \zeta_{m} \Delta_{\mathbb{C}^{n}},  \tag{4.8}\\
& A_{\sigma}\left(N_{m}^{+}\right) F=\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}} F \circ d \sigma\left(X_{\ell m}\right) \quad \text { for } F \in \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee} \tag{4.9}
\end{align*}
$$

Proof. The "scalar part" is given in [21, Lem. 6.5].
According to Proposition 3.5 and (2.3), the vector part $A_{\sigma}\left(N_{m}^{+}\right)$is given by

$$
\begin{aligned}
A_{\sigma}\left(N_{m}^{+}\right) F & =-\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}} F \circ d \sigma\left(\left.\left[N_{m}^{+}, N_{\ell}^{-}\right]\right|_{\mathfrak{m}}\right) \\
& =-\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}} F \circ d \sigma\left(X_{m \ell}\right) \\
& =\sum_{\ell=1}^{n} \frac{\partial}{\partial \zeta_{\ell}} F \circ d \sigma\left(X_{\ell m}\right)
\end{aligned}
$$

Thus, the second assertion on the vector part of Proposition 4.4 is proved. In order to show the first assertion on the scalar part, we give a useful formula for the action of the second-order differential operator $\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)$on $\operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]$.
Lemma 4.6. If $f \in \operatorname{Pol}^{a-k}\left(\mathbb{C}^{n}\right)^{O(n-1, \mathbb{C})}$ and $h \in \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)$, then

$$
\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)(f h)=\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)(f) h+(\lambda+a-1) f \frac{\partial h}{\partial \zeta_{m}} \quad \text { for } 1 \leq m \leq n-1
$$

Proof. By 4.8), we have

$$
\begin{equation*}
\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)(f h)=\lambda \frac{\partial}{\partial \zeta_{m}}(f h)+E_{\zeta} \frac{\partial}{\partial \zeta_{m}}(f h)-\frac{1}{2} \zeta_{m} \Delta_{\mathbb{C}^{n}}(f h) . \tag{4.10}
\end{equation*}
$$

Observe that $f \frac{\partial h}{\partial \zeta_{m}}$ is homogeneous of degree $a-1$, and therefore $E_{\zeta}\left(f \frac{\partial h}{\partial \zeta_{m}}\right)=$ $(a-1) f \frac{\partial h}{\partial \zeta_{m}}$. We also observe that $\Delta_{\mathbb{C}^{n}}(f h)=\left(\Delta_{\mathbb{C}^{n}} f\right) h+2 \sum_{\ell=1}^{n} \frac{\partial f}{\partial \zeta_{\ell}} \frac{\partial h}{\partial \zeta_{\ell}}$ because $\Delta_{\mathbb{C}^{n}} h=0$. It then follows from a direct computation that 4.10) may be simplified to

$$
\begin{equation*}
\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)(f h)=\widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)(f) h+(\lambda+a-1) f \frac{\partial h}{\partial \zeta_{m}}+\frac{\partial f}{\partial \zeta_{m}} E_{\zeta}(h)-\sum_{r=1}^{n} \zeta_{m} \frac{\partial f}{\partial \zeta_{r}} \frac{\partial h}{\partial \zeta_{r}} \tag{4.11}
\end{equation*}
$$

Since the polynomial $f$ is $O(n-1, \mathbb{C})$-invariant, it is annihilated by the generators $X_{m r}$ of the Lie algebra $\mathfrak{o}(n-1)$ (see (2.1)), that is, $\zeta_{m} \frac{\partial f}{\partial \zeta_{r}}=\zeta_{r} \frac{\partial f}{\partial \zeta_{m}}$ for all $1 \leq r, m \leq$ $n-1$. Therefore,

$$
\begin{equation*}
\sum_{r=1}^{n} \zeta_{m} \frac{\partial f}{\partial \zeta_{r}} \frac{\partial h}{\partial \zeta_{r}}=\sum_{r=1}^{n} \zeta_{r} \frac{\partial f}{\partial \zeta_{m}} \frac{\partial h}{\partial \zeta_{r}}=\frac{\partial f}{\partial \zeta_{m}} E_{\zeta}(h) \tag{4.12}
\end{equation*}
$$

Now the proposed equality follows from (4.11) and 4.12.
Finally, we recall the following formula from [21, Lem. 6.11]:
Lemma 4.7. Suppose $\ell \in \mathbb{N}$ and $\lambda \in \mathbb{C}$. For any $g \in \operatorname{Pol}_{\ell}[t]_{\text {even }}$,

$$
\widehat{d \pi}_{\lambda^{*}}\left(N_{m}^{+}\right)\left(T_{\ell} g\right)=\frac{\zeta_{m}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{\ell}\left(R_{\ell}^{\lambda-\frac{n-1}{2}} g\right) \quad \text { for } 1 \leq m \leq n-1
$$

We are ready to complete the proof of Proposition 4.4.
Proof of Proposition 4.4. The first statement of Proposition 4.4 follows from (4.8) and Lemmas 4.6 and 4.7. The second statement has been proved in Lemma 4.5. Hence the proof of Proposition 4.4 is completed.
4.5. Matrix components in the F-method. For actual computations in later chapters, it is convenient to rewrite Proposition 4.4 by means of matrix coefficients.

Let $V$ be a vector space with a basis $\left\{e_{I}\right\}_{I \in \mathcal{I}}, W$ with a basis $\left\{w_{J}\right\}_{J \in \mathcal{J}}$, and $\left\{w_{J}^{\vee}\right\}_{J \in \mathcal{J}}$ denote the dual basis in $W^{\vee}$. Given a linear map $T: V \longrightarrow W$ we define its matrix coefficient by

$$
T_{I J}:=\left\langle T\left(e_{I}\right), w_{J}^{\vee}\right\rangle,
$$

where $\langle$,$\rangle denotes the canonical pairing between W$ and $W^{\vee}$. Clearly, we have for $S \in W^{\vee}$

$$
\begin{equation*}
(S \circ T)\left(e_{I}\right)=\sum_{J \in \mathcal{J}} S\left(w_{J}\right) T_{I J} \tag{4.13}
\end{equation*}
$$

Suppose that $(\sigma, V)$ is a finite-dimensional representation of $M(\simeq O(n) \times O(1))$. We introduce a holomorphic vector field on $\mathfrak{n}_{+}$by

$$
\begin{equation*}
A_{I I^{\prime}} \equiv A_{I I^{\prime}}^{\sigma}:=\sum_{\ell=1}^{n}\left(d \sigma\left(X_{\ell 1}\right)_{I I^{\prime}}\right) \frac{\partial}{\partial \zeta_{\ell}} \tag{4.14}
\end{equation*}
$$

with respect to the basis $\left\{e_{I}\right\}_{I \in \mathcal{I}}$ of $V$ and the dual basis $\left\{e_{I^{\prime}}^{\vee}\right\}_{I^{\prime} \in \mathcal{I}}$ of $V^{\vee}$. Then $\left\{A_{I I^{\prime}}\right\}$ is the matrix expression of the vector part $A_{\sigma}\left(N_{1}^{+}\right)$of $\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right)$in the following sense.

Lemma 4.8. Recall that $A_{\sigma}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{+}\right) \otimes \operatorname{End}\left(V^{\vee}\right)$ is defined by (3.8). Suppose $F(\zeta)=\sum_{I} F_{I}(\zeta) e_{I}^{\vee} \in \operatorname{Pol}\left(\mathfrak{n}_{+}\right) \otimes V^{\vee}$. Then $A_{\sigma}\left(N_{1}^{+}\right) F$ is given by

$$
A_{\sigma}\left(N_{1}^{+}\right) F=\sum_{I \in \mathcal{I}}\left(\sum_{I^{\prime} \in \mathcal{I}} A_{I I^{\prime}} F_{I^{\prime}}\right) e_{I}^{\vee}
$$

Proof. By 4.13), $\left(e_{I^{\prime}}^{\vee} \circ d \sigma\left(X_{\ell m}\right)\right)\left(e_{I}\right)=d \sigma\left(X_{\ell m}\right)_{I I^{\prime}}$. By (3.9) and (2.3), we have

$$
\left(A_{\sigma}\left(N_{1}^{+}\right) F\right)\left(e_{I}\right)=-\sum_{I^{\prime} \in \mathcal{I}} \sum_{\ell} \frac{\partial}{\partial \zeta_{\ell}} F_{I^{\prime}}(\zeta) d \sigma\left(X_{1 \ell}\right)_{I I^{\prime}}=\sum_{I^{\prime} \in \mathcal{I}} A_{I I^{\prime}} F_{I^{\prime}}
$$

Given $\psi \in \operatorname{Hom}_{\mathbb{C}}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$, we write

$$
\begin{aligned}
\psi & =\sum_{I, J} \psi_{I J} e_{I}^{\vee} \otimes w_{J} \\
\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi & =\sum_{I, J} M_{I J} e_{I}^{\vee} \otimes w_{J}
\end{aligned}
$$

for some polynomials $\psi_{I J}(\zeta), M_{I J}(\zeta) \in \operatorname{Pol}\left(\mathfrak{n}_{+}\right)$. Then the $(I, J)$-components $M_{I J}$ of $\widehat{d \pi_{(\sigma, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi$ can be computed from $\left\{\psi_{I J}\right\}$ by the following formula.

Proposition 4.9. Let $\psi_{I J}$ and $M_{I J}$ be the matrix coefficients of $\psi$ and of $\widehat{d \pi_{\left(\sigma, \lambda^{*}\right)}}\left(N_{1}^{+}\right) \psi$ with respect to the basis $\left\{e_{I}\right\}$ of $V$ and $\left\{w_{J}\right\}$ of $W$. Then we have $M_{I J}=M_{I J}^{\text {scalar }}+$ $M_{I J}^{\text {vect }}$ if we set

$$
\begin{aligned}
M_{I J}^{\text {scalar }} & =\left(\lambda \frac{\partial}{\partial \zeta_{1}}+E_{\zeta} \frac{\partial}{\partial \zeta_{1}}-\frac{1}{2} \zeta_{1} \Delta_{\mathbb{C}^{n}}\right) \psi_{I J} \\
M_{I J}^{\text {vect }} & =\sum_{I^{\prime}} A_{I I^{\prime}} \psi_{I^{\prime} J}
\end{aligned}
$$

where $A_{I I^{\prime}}$ is a vector field defined in 4.14). In particular, if $\psi$ is of the form

$$
\psi=\left(\overline{T_{a-k}} g_{k}\right) H^{(k)}
$$

with $g_{k}(t) \in \operatorname{Pol}_{a-k}[t]_{\text {even }}$ and $H^{(k)}=\sum_{I, J} H_{I J}^{(k)} e_{I}^{\vee} \otimes w_{j} \in \operatorname{Hom}\left(V, W \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$ for some $0 \leq k \leq a$, then

$$
\begin{aligned}
M_{I J}^{\text {scalar }} & =\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-k}\left(R_{a-k}^{\lambda-\frac{n-1}{2}} g_{k}\right) H_{I J}^{(k)}+(\lambda+a-1)\left(T_{a-k} g_{k}\right) \frac{\partial H_{I J}^{(k)}}{\partial \zeta_{1}} \\
M_{I J}^{\mathrm{vect}} & =\sum_{I^{\prime}} A_{I I^{\prime}}\left(T_{a-k} g_{k}\right) H_{I^{\prime} J}^{(k)} \\
& =\sum_{I^{\prime}} \sum_{\ell=1}^{n} d \sigma\left(X_{\ell 1}\right)_{I I^{\prime}} \frac{\partial}{\partial \zeta_{\ell}}\left(\left(T_{a-k} g_{k}\right) H_{I^{\prime} J}^{(k)}\right) .
\end{aligned}
$$

Proof. Immediate from Lemmas 4.5 and 4.8 .
In Chapters 6 and 7, we shall address the matrix-valued differential equation (4.2) in Proposition 4.1 for $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $W=\bigwedge^{j}\left(\mathbb{C}^{n-1}\right)$ by solving the system of ordinary differential equations for $\left\{\psi_{I J}\right\}$

$$
M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}=0
$$

for all the indices $I$ and $J$ of the bases of $V$ and $W$, respectively.

## 5. Application of finite-dimensional representation theory

In this chapter we prepare some results on finite-dimensional representations that will be used in applying the general theory developed in Chapters 3 and 4 to symmetry breaking operators for differential forms.

For this, we construct an explicit basis of $\operatorname{Hom}_{O(n-1)}\left(V, W \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$ for $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $W=\bigwedge^{j}\left(\mathbb{C}^{n-1}\right)$ (see Proposition 5.17). The key ingredient of the proof is to determine $O(N)$-invariant elements in the triple tensor product $\bigwedge^{i}\left(\mathbb{C}^{N}\right) \otimes$ $\bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$, which is carried out in Section 5.4, see Lemma 5.6 and Proposition 5.7.

At the end of this chapter, we give a proof of the (easy) implication (i) $\Rightarrow$ (iii) in Theorem 2.8.

### 5.1. Signatures in index sets.

We fix some set theoretic notation. Given a set $S$, let $|S|$ denote the cardinality of elements in $S$. We denote by $S \backslash T$ the relative complement of $T$ in $S$ for given two sets $S$ and $T$, that is, $S \backslash T:=\{x \in S: x \notin T\}$.

For $k \in\{1, \ldots, N\}$, we set

$$
\begin{equation*}
\mathcal{I}_{N, k}:=\{R \subset\{1, \ldots, N\}:|R|=k\} . \tag{5.1}
\end{equation*}
$$

It is convenient to define $\mathcal{I}_{N, 0}$ as $\mathcal{I}_{N, 0}:=\{\emptyset\}$.
Definition 5.1. For $I \subset\{1, \cdots, N\}$ and $p, q \in \mathbb{N}$, we set

$$
\begin{aligned}
\operatorname{sgn}(I ; p) & :=(-1)^{|\{r \in I: r<p\}|}, \\
\operatorname{sgn}(I ; p, q) & :=(-1)^{|\{r \in I: \min (p, q)<r<\max (p, q)\}|}
\end{aligned}
$$

Here are some basic formulæ for $\operatorname{sgn}(I ; p)$ and $\operatorname{sgn}(I ; p, q)$.
Lemma 5.2. For $I \subset\{1, \cdots, N\}$ and $p, q \in \mathbb{N}$, we have
(1) $\operatorname{sgn}(I ; p)=\operatorname{sgn}(I \cup\{p\} ; p)$;
(2) $\operatorname{sgn}(I ; p, q)=\operatorname{sgn}(I \cup\{p\} ; p, q)=\operatorname{sgn}\{I \cup\{q\} ; p, q)$;
(3) $\operatorname{sgn}(I ; p) \operatorname{sgn}(I ; q) \operatorname{sgn}(I ; p, q)=\left\{\begin{array}{lll}+1 & \text { if } \min (p, q) \notin I, \\ -1 & \text { if } \min (p, q) \in I ;\end{array}\right.$
(4) $\operatorname{sgn}(I \cup\{p\} ; q) \operatorname{sgn}(I ; p)+\operatorname{sgn}(I \cup\{q\} ; p) \operatorname{sgn}(I ; q)=0$ for $p, q \notin I$.

Proof. The proof is a straightforward computation.
Note that, by Lemma 5.2 (2) and (3), for $I \in \mathcal{I}_{N, i}$ with $N \in I$, the following identity holds:

$$
\operatorname{sgn}(I \backslash\{N\} ; p)= \begin{cases}(-1)^{i-1} \operatorname{sgn}(I ; p, N) & \text { if } p \notin I  \tag{5.2}\\ (-1)^{i} \operatorname{sgn}(I ; p, N) & \text { if } p \in I\end{cases}
$$

5.2. Action of $O(N)$ on the exterior algebra $\bigwedge^{*}\left(\mathbb{C}^{N}\right)$. Let $\left\{e_{1}, \cdots, e_{N}\right\}$ be the standard basis of $\mathbb{C}^{N}$. Given $I=\left\{i_{1}, \cdots, i_{k}\right\} \subset\{1, \cdots, N\}$ with $i_{1}<\cdots<i_{k}$, we form the standard basis $\left\{e_{I}\right\}$ of $\bigwedge^{k}\left(\mathbb{C}^{N}\right)$ by setting

$$
e_{I}:=e_{i_{1}} \wedge \cdots \wedge e_{i_{k}} .
$$

The natural action $\sigma$ of $O(N)$ on $\mathbb{C}^{N}$ induces the exterior representation on $\bigwedge^{i}\left(\mathbb{C}^{N}\right)$, to be denoted by the same letter $\sigma$. Let $X_{p q}=-E_{p q}+E_{q p} \in \mathfrak{o}(N)(1 \leq p \neq q \leq N)$ as in (2.1). The matrix coefficient $d \sigma\left(X_{p q}\right)_{I I^{\prime}}=\left\langle d \sigma\left(X_{p q}\right)\left(e_{I}\right), e_{I^{\prime}}^{\vee}\right\rangle$ of the infinitesimal representation $d \sigma$ is given by

$$
d \sigma\left(X_{p q}\right)_{I I^{\prime}}=\left\{\begin{array}{ccc}
\operatorname{sgn}(I ; p, q) & \text { if } I=J \cup\{p\}, I^{\prime}=J \cup\{q\},  \tag{5.3}\\
-\operatorname{sgn}(I ; p, q) & \text { if } I=J \cup\{q\}, I^{\prime}=J \cup\{p\}, \\
0 & \text { otherwise },
\end{array}\right.
$$

where $J:=I \cap I^{\prime}$ in the first two cases.
Recall from Section 3.3 that, given a representation $(\sigma, V)$ of $M \simeq O(n) \times O(1)$ and $\lambda \in \mathfrak{a}^{*}$, we denote by $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$ the algebraic Fourier transform of the Lie algebra homomorphism $d \pi_{(\sigma, \lambda)^{*}}: \mathfrak{g} \longrightarrow \mathcal{D}\left(\mathfrak{n}_{-}\right) \otimes \operatorname{End}\left(V^{\vee}\right)$. When $\sigma=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $\left.\sigma\right|_{O(n)}$ is the exterior representation, we write simply $\widehat{d \pi_{(i, \lambda)^{*}}}$ for $\widehat{d \pi_{(\sigma, \lambda)^{*}}}$, as it is independent of the restriction of $\sigma$ to the second factor $O(1)$. Then the matrix components $A_{I I^{\prime}}$ of the vector part of $\widehat{d \pi_{(i, \lambda) *}^{*}}\left(N_{1}^{+}\right)$(see Lemma 4.8) takes the following form:
Lemma 5.3. Let $I, I^{\prime} \in \mathcal{I}_{n, i}$. Then the $\left(I, I^{\prime}\right)$-component $A_{I I^{\prime}}$ of the vector part of $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)$is given by the following vector field

$$
A_{I I^{\prime}}= \begin{cases}\operatorname{sgn}(I ; \ell) \frac{\partial}{\partial \zeta_{\ell}} & \text { if }\left(I \backslash I^{\prime}\right) \coprod\left(I^{\prime} \backslash I\right)=\{1, \ell\} \quad(\ell \neq 1), \\ 0 & \text { otherwise } .\end{cases}
$$

Proof. We recall from (4.14) that $A_{I I^{\prime}}=\sum_{\ell=1}^{n} d \sigma\left(X_{\ell 1}\right)_{I I^{\prime}} \frac{\partial}{\partial x_{\ell}}$. Hence the lemma is clear from (5.3).

Example 5.4. With respect to the basis $\left\{d x_{2} \wedge d x_{3}, d x_{1} \wedge d x_{3}, d x_{1} \wedge d x_{2}\right\}$ of $\mathcal{E}^{2}\left(\mathbb{R}^{3}\right)$ as a $C^{\infty}\left(\mathbb{R}^{3}\right)$-module, the vector part of $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)$with $i=2$ acts on $F=$ $\sum_{1 \leq k<\ell \leq 3} F_{k \ell} d x_{k} \wedge d x_{\ell} \in \mathcal{E}^{2}\left(\mathbb{R}^{3}\right) \simeq C^{\infty}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{3} b y$

$$
\left(\begin{array}{l}
F_{23} \\
F_{13} \\
F_{12}
\end{array}\right) \mapsto\left(\begin{array}{ccc}
0 & \frac{\partial}{\partial \zeta_{2}} & -\frac{\partial}{\partial \zeta_{3}} \\
-\frac{\partial}{\partial \varsigma_{2}} & 0 & 0 \\
\frac{\partial}{\partial \zeta_{3}} & 0 & 0
\end{array}\right)\left(\begin{array}{l}
F_{23} \\
F_{13} \\
F_{12}
\end{array}\right) .
$$

5.3. Construction of intertwining operators. For $V=\bigwedge^{i}\left(\mathbb{C}^{N}\right)$ and $W=\bigwedge^{j}\left(\mathbb{C}^{N}\right)$, we shall construct building blocks of $O(N)$-equivariant bilinear maps

$$
B^{(k)}: \bigwedge^{i}\left(\mathbb{C}^{N}\right) \times \bigwedge^{j}\left(\mathbb{C}^{N}\right) \longrightarrow \operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{N}\right]
$$

as follows. Suppose $j=i$. For $I, I^{\prime} \in \mathcal{I}_{N, i}$, we define $\mathbb{C}$-bilinear maps $B^{(0)}$ and $B^{(2)}$ by giving the images of the basis elements:

$$
\begin{align*}
& B^{(0)}\left(e_{I}, e_{I^{\prime}}\right):=\left\{\begin{array}{lll}
1 & \text { if } I=I^{\prime}, \\
0 & \text { otherwise. }
\end{array}\right.  \tag{5.4}\\
& B^{(2)}\left(e_{I}, e_{I^{\prime}}\right):= \begin{cases}\sum_{\ell \in I} \zeta_{\ell}^{2} & \text { if } I=I^{\prime}, \\
\operatorname{sgn}(J ; p, q) \zeta_{p} \zeta_{q} & \text { if } I=J \cup\{p\}, I^{\prime}=J \cup\{q\}, p \neq q, \\
0 & \text { if }\left|\left(I \backslash I^{\prime}\right)\right|>1 .\end{cases} \tag{5.5}
\end{align*}
$$

Suppose $j=i-1$. For $I \in \mathcal{I}_{N, i}$ and $J \in \mathcal{I}_{N, i-1}$, we set

$$
B^{(1)}\left(e_{I}, e_{J}\right):= \begin{cases}\operatorname{sgn}(J ; \ell) \zeta_{\ell} & \text { if } \quad I=J \cup\{\ell\}  \tag{5.6}\\ 0 & \text { if } \quad J \not \subset I\end{cases}
$$

Lemma 5.5. The bilinear maps $B^{(k)}(k=0,1,2)$ are $O(N)$-equivariant, namely,

$$
B^{(k)}(g v, g w)(g \zeta)=B^{(k)}(v, w)(\zeta)
$$

for all $g \in O(N), v \in V, w \in W$, and $\zeta=\left(\zeta_{1}, \ldots, \zeta_{N}\right)$.
We could prove Lemma 5.5 directly by the formula (5.3), but we shall give an alternative and simpler proof in Section 8.6 by using the symbol map for $O(N)$ equivariant differential operators.

Since $\bigwedge^{i}\left(\mathbb{C}^{N}\right)$ is self-dual as an $O(N)$-module (cf. (8.4)), the bilinear forms $B^{(k)}$ induce the following $O(N)$-equivariant linear maps

$$
H_{i \rightarrow j}^{(k)}: \bigwedge^{i}\left(\mathbb{C}^{N}\right) \rightarrow \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \operatorname{Pol}^{k}\left[\zeta_{1}, \cdots, \zeta_{N}\right]
$$

given by

$$
\begin{align*}
H_{i \rightarrow i}^{(0)}\left(e_{I}\right) & :=\sum_{I^{\prime} \in \mathcal{I}_{N, i}} B^{(0)}\left(e_{I}, e_{I^{\prime}}\right) e_{I^{\prime}}=e_{I},  \tag{5.7}\\
H_{i \rightarrow i-1}^{(1)}\left(e_{I}\right) & :=\sum_{J \in \mathcal{I}_{N, i-1}} B^{(1)}\left(e_{I}, e_{J}\right) e_{J}=\sum_{\ell \in I} \operatorname{sgn}(I ; \ell) e_{I \backslash \ell \ell\}} \zeta_{\ell},  \tag{5.8}\\
H_{i-1 \rightarrow i}^{(1)}\left(e_{J}\right) & :=\sum_{I \in \mathcal{I}_{N, i}} B^{(1)}\left(e_{I}, e_{J}\right) e_{I}=\sum_{\ell \notin J} \operatorname{sgn}(J ; \ell) e_{J \cup\{\ell\}} \zeta_{\ell},  \tag{5.9}\\
H_{i \rightarrow i}^{(2)}\left(e_{I}\right) & :=\sum_{I^{\prime} \in \mathcal{I}_{N, i}} B^{(2)}\left(e_{I}, e_{I^{\prime}}\right) e_{I^{\prime}}  \tag{5.10}\\
& =\left(\sum_{\ell \in I} \zeta_{\ell}^{2}\right) e_{I}+\sum_{q \notin I} \sum_{p \in I} \operatorname{sgn}(I ; p, q) e_{I \backslash\{p\} \cup\{q\}} \zeta_{p} \zeta_{q} .
\end{align*}
$$

Then all the matrix coefficients of $H_{i \rightarrow j}^{(k)}$ are harmonic polynomials for the first three cases, but not for $H_{i \rightarrow i}^{(2)}$. In order to make the matrix coefficients to be harmonic
polynomials, we set

$$
\begin{align*}
\widetilde{H}_{i \rightarrow j}^{(k)} & :=H_{i \rightarrow j}^{(k)} \quad \text { if } j-i=k=0 \text { or }|j-i|=k=1, \\
\widetilde{H}_{i \rightarrow i}^{(2)} & :=H_{i \rightarrow i}^{(2)}-\frac{i}{N} Q_{N}(\zeta) H_{i \rightarrow i}^{(0)} . \tag{5.11}
\end{align*}
$$

Then the matrix coefficients $\left(\widetilde{H}_{i \rightarrow i}^{(2)}\right)_{I I^{\prime}}:=\left\langle\widetilde{H}_{i \rightarrow i}^{(2)}\left(e_{I}\right), e_{I^{\prime}}^{\vee}\right\rangle\left(I, I^{\prime} \in \mathcal{I}_{N, i}\right)$ are given by

$$
\left(\widetilde{H}_{i \rightarrow i}^{(2)}\right)_{I I^{\prime}}= \begin{cases}\widetilde{Q}_{I}(\zeta) & \text { if } I=I^{\prime} \\ \operatorname{sgn}(J ; p, q) \zeta_{p} \zeta_{q} & \text { if } I=J \cup\{p\}, I^{\prime}=J \cup\{q\} \text { with } p \neq q, \\ 0 & \text { otherwise }\end{cases}
$$

where we set

$$
\begin{equation*}
\widetilde{Q}_{I}(\zeta):=\sum_{\ell \in I} \zeta_{\ell}^{2}-\frac{i}{N} Q_{N}(\zeta) \quad \text { for } I \in \mathcal{I}_{N, i} \tag{5.12}
\end{equation*}
$$

Thus $\left(\widetilde{H}_{i \rightarrow i}^{(2)}\right)_{I I^{\prime}}$ are harmonic polynomials for all $I, I^{\prime} \in \mathcal{I}_{N, i}$. Hence we have defined the linear maps

$$
\begin{equation*}
\widetilde{H}_{i \rightarrow j}^{(k)}: \bigwedge^{i}\left(\mathbb{C}^{N}\right) \longrightarrow \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right) \tag{5.13}
\end{equation*}
$$

which are obviously $O(N)$-equivariant in all the cases. In the next section, we shall prove that $\widetilde{H}_{i \rightarrow j}^{(k)}$ exhaust all such $O(N)$-linear maps up to scalars, see Proposition 5.7 below.

We need to be careful at the extremal places where the modified maps $\widetilde{H}_{i \rightarrow j}^{(k)}$ may vanish:

$$
\begin{equation*}
\widetilde{H}_{0 \rightarrow 0}^{(2)}=\widetilde{H}_{N \rightarrow N}^{(2)}=0 \tag{5.14}
\end{equation*}
$$

5.4. Application of finite-dimensional representation theory. In this section we prove that the linear maps $\widetilde{H}_{i \rightarrow j}^{(k)}$ introduced in (5.13) exhaust all nonzero $O(N)$ homomorphisms $\bigwedge^{i}\left(\mathbb{C}^{N}\right) \longrightarrow \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$ up to scalar multiplication. The results will be used for actual calculations in solving the F-system, which yield all differential symmetry breaking operators $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}$, see Theorems 1.5-1.8. To be more precise, we prove the following.

Lemma 5.6. Let $N \geq 1$. Then the following three conditions on $(i, j, k)$ with $0 \leq$ $i, j \leq N$ and $k \in \mathbb{N}$ are equivalent.
(i) $\operatorname{Hom}_{O(N)}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)\right) \neq\{0\}$,
(ii) $\operatorname{dim}_{\mathbb{C}}\left(\operatorname{Hom}_{O(N)}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)\right)\right)=1$,
(iii) The triple $(i, j, k)$ belongs to one of the following three cases:

> (a) $i=j$ and $k=0$.
> (b) $i=j \in\{1,2, \ldots, N-1\}$ and $k=2$.
> (c) $|i-j|=k=1$.

We observe that nonzero $O(N)$-homomorphisms $\widetilde{H}_{i \rightarrow j}^{(k)}$ were constructed in Section 5.3 for all the triples $(i, j, k)$ appearing in (iii) of Lemma 5.6. Then the multiplicityfree property ((ii) of Lemma 5.6) implies the following proposition.
Proposition 5.7. Suppose ( $i, j, k$ ) satisfies one of (therefore all of) the equivalent conditions in Lemma 5.6. Then, we have

$$
\operatorname{Hom}_{O(N)}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge_{j}^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)\right)=\mathbb{C} \widetilde{H}_{i \rightarrow j}^{(k)}
$$

Remark 5.8. Since $\operatorname{Pol}\left(\mathbb{C}^{N}\right) \simeq \mathbb{C}\left[Q_{N}\right] \otimes \mathcal{H}\left(\mathbb{C}^{N}\right)$ as an $O(N)$-module (see (4.3)), any $O(N)$-homomorphism from $\bigwedge^{i}\left(\mathbb{C}^{N}\right)$ to $\bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \operatorname{Pol}\left(\mathbb{C}^{N}\right)$ can be written as a linear combination of $Q_{N}^{\ell} \widetilde{H}_{i \rightarrow j}^{(k)}(\ell \in \mathbb{N}, k \in\{0,1,2\})$.

The rest of this section is devoted to the proof of Lemma 5.6. For this, we observe that $\bigwedge^{i}\left(\mathbb{C}^{N}\right)$ may be thought of as a $U(N)$-module, whereas $\mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$ is just an $O(N)$ module. Then our strategy is to use the branching laws with respect to a chain of subgroups

$$
U(N) \times U(N) \supset U(N) \supset O(N)
$$

and the proof is divided into the following two steps.
Step 1. Decompose $\bigwedge^{i}\left(\mathbb{C}^{N}\right) \otimes \bigwedge^{j}\left(\mathbb{C}^{N}\right)$ into irreducible $U(N)$-modules, see Lemma 5.9 .

Step 2. Consider the branching law $U(N) \downarrow O(N)$, and find the multiplicities of the $O(N)$-module $\mathcal{H}^{k}\left(\mathbb{C}^{N}\right)$ occurring in the irreducible $U(N)$-summands of the tensor product representation in Step 1, see Lemma 5.10.

We fix some notations. We set

$$
\Lambda^{+}(N):=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in \mathbb{Z}^{N}: \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N} \geq 0\right\}
$$

We write $F(U(N), \lambda)$ for the irreducible finite-dimensional representation of $U(N)$ (or equivalently, the irreducible polynomial representation of $G L(N, \mathbb{C})$ ) with highest weight $\lambda$. If $\lambda$ is of the form $(\underbrace{c_{1}, \cdots, c_{1}}_{m_{1}}, \underbrace{c_{2}, \cdots, c_{2}}_{m_{2}}, \cdots, \underbrace{c_{\ell}, \cdots, c_{\ell}}_{m_{\ell}}, 0 \cdots, 0)$, then we
also write $\lambda=\left(c_{1}^{m_{1}}, c_{2}^{m_{2}}, \cdots, c_{\ell}^{m_{\ell}}\right)$ as usual. For instance $F\left(U(N), 1^{i}\right) \simeq \bigwedge^{i}\left(\mathbb{C}^{N}\right)$. As Step 1, we use the following lemma:

Lemma 5.9. We have the following isomorphisms of $U(N)$-modules.

$$
\begin{aligned}
\bigwedge^{i}\left(\mathbb{C}^{N}\right) \otimes \bigwedge^{i}\left(\mathbb{C}^{N}\right) & \simeq \bigoplus_{k=\max (0,2 i-N)}^{i} F\left(U(N),\left(2^{k}, 1^{2 i-2 k}\right)\right), \\
\bigwedge^{i}\left(\mathbb{C}^{N}\right) \otimes \bigwedge^{i-1}\left(\mathbb{C}^{N}\right) & \simeq \bigoplus_{k=\max (0,2 i-N-1)}^{i-1} F\left(U(N),\left(2^{k}, 1^{2 i-2 k-1}\right)\right) .
\end{aligned}
$$

Proof. Both decompositions are given by the skew Pieri rule for the tensor product of the exterior representations $\bigwedge^{i}\left(\mathbb{C}^{N}\right)$.

As Step 2, we consider how each $U(N)$-irreducible summand in Lemma 5.9 decomposes as an $O(N)$-module. This decomposition is not always multiplicity-free, however, it turns out that the $O(N)$-irreducible module $\mathcal{H}^{s}\left(\mathbb{C}^{N}\right)(s \in \mathbb{N})$ occurs at most once. To be precise, we have the following.

Lemma 5.10. Let $N \geq 2$. Suppose $s, k, \ell \in \mathbb{N}$ satisfy $k+\ell \leq N$. Then the following three conditions on $(s, k, \ell)$ are equivalent:
(i) $\operatorname{Hom}_{O(N)}\left(\mathcal{H}^{s}\left(\mathbb{C}^{N}\right),\left.F\left(U(N),\left(2^{k}, 1^{\ell}\right)\right)\right|_{O(N)}\right) \neq\{0\}$,
(ii) $\operatorname{dim} \operatorname{Hom}_{O(N)}\left(\mathcal{H}^{s}\left(\mathbb{C}^{N}\right),\left.F\left(U(N),\left(2^{k}, 1^{\ell}\right)\right)\right|_{O(N)}\right)=1$,
(iii) $(s, \ell)=(0,0)$ with $0 \leq k \leq N,(s, \ell)=(1,1)$ with $0 \leq k \leq N-1$, or $(s, \ell)=(2,0)$ with $1 \leq k \leq N$.

For the proof of Lemma 5.10, we need some combinatorics related to representations of $U(N)$ and $O(N)$.

We shall identify $\lambda \in \Lambda^{+}(N)$ with the corresponding Young diagram. For $\lambda, \nu, \mu \in$ $\Lambda^{+}(N)$, we denote by $c_{\nu \mu}^{\lambda} \in \mathbb{N}$ the Littlewood-Richardson coefficient, namely, the structure constant for the product in the $\mathbb{C}$-algebra of symmetric functions with respect to the basis of Schur functions

$$
s_{\nu} s_{\mu}=\sum_{\lambda} c_{\nu \mu}^{\lambda} s_{\lambda} .
$$

We note that $c_{\nu \mu}^{\lambda} \neq 0$ only if $\nu \subset \lambda$ and $\mu \subset \lambda$, namely, $\nu_{j} \leq \lambda_{j}$ and $\mu_{j} \leq \lambda_{j}$ for all $j(1 \leq j \leq N)$. The Littlewood-Richardson coefficient $c_{\nu \mu}^{\lambda}$ has a combinatorial description in several ways such as
$c_{\nu \mu}^{\lambda}=\mid\{\operatorname{tableau} T$ on skew diagram $\lambda \backslash \nu:$ weight $(T)=\mu, \operatorname{word}(T)$ is a lattice permutation $\} \mid$,
where we recall:

- $\lambda \backslash \nu$ is the skew diagram obtained by removing all the boxes of $\nu$ from the diagram $\lambda$ with the same top-left corner;
- a tableau $T$ is a filling of the boxes of a skew diagram with positive integers, weakly increasing in rows and strictly decreasing in columns;
- weight $(T)$ is a vector such that $i$-th component equals the times of occurrences of the positive integer $i$ in the tableau $T$;
- $\operatorname{word}(T)$ is a sequence of positive integers in $T$ when we read from right to left in successive rows, starting with the top row;
- A sequence $a_{1}, \ldots, a_{N}$ of positive integers is said to be a lattice permutation if $\left|\left\{1 \leq k \leq r: a_{k}=i\right\}\right|$ is a weakly decreasing function of $i \in \mathbb{N}$ for every $r$ $(1 \leq r \leq N)$.
We introduce the following map

$$
\begin{equation*}
\Lambda^{+}(N) \times \Lambda^{+}(N) \longrightarrow \mathbb{Z}\left[\Lambda^{+}(N)\right], \quad(\lambda, \nu) \mapsto \lambda / \nu:=\bigoplus_{\mu \in \Lambda^{+}(N)} c_{\nu \mu}^{\lambda} \mu, \tag{5.15}
\end{equation*}
$$

where $\mathbb{Z}[S]$ denotes the free $\mathbb{Z}$-module generated by elements of a set $S$.
If the skew diagram $\lambda \backslash \nu$ is a Young diagram, namely, if $\nu_{j}=\lambda_{j}(1 \leq j \leq k)$ and $\nu_{j}=0(k+1 \leq j \leq N)$ for some $k$, then it is readily seen from the above combinatorial description that

$$
c_{\nu \mu}^{\lambda}= \begin{cases}1 & \text { if } \mu=\lambda \backslash \nu  \tag{5.16}\\ 0 & \text { if } \mu \neq \lambda \backslash \nu\end{cases}
$$

Thus, $\lambda / \nu=\lambda \backslash \nu$ if $\lambda \backslash \nu$ is a Young diagram.
We define two subsets of $\Lambda^{+}(N)$ by

$$
\begin{aligned}
\Lambda^{+}(N)_{\text {even }} & :=\left\{\lambda \in \Lambda^{+}(N): \lambda_{j} \in 2 \mathbb{Z} \text { for } 1 \leq j \leq N\right\} \\
\Lambda^{+}(N)_{\mathrm{BD}} & :=\left\{\lambda \in \Lambda^{+}(N): \lambda_{1}^{\prime}+\lambda_{2}^{\prime} \leq N\right\}
\end{aligned}
$$

where $\lambda_{1}^{\prime}:=\max \left\{i: \lambda_{i} \geq 1\right\}$ and $\lambda_{2}^{\prime}:=\max \left\{i: \lambda_{2} \geq 2\right\}$ for $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in$ $\Lambda^{+}(N)$. Then $\lambda_{1}^{\prime}$ is nothing but the maximal column length, denoted also by $\ell(\lambda)$.

It is readily seen that $\Lambda^{+}(N)_{B D}$ consists of elements of the following two types:
Type I: $(a_{1}, \cdots, a_{k}, \underbrace{0, \cdots, 0}_{N-k})$,
Type II: $(a_{1}, \cdots, a_{k}, \underbrace{1, \cdots, 1}_{N-2 k}, \underbrace{0, \cdots, 0}_{k})$,
with $a_{1} \geq a_{2} \geq \cdots \geq a_{k}>0$ and $0 \leq k \leq\left[\frac{N}{2}\right]$.
Following Weyl ([27, Chap. V, Sect. 7]), we parametrize the set $\widehat{O(N)}$ of equivalence classes of irreducible representations of $O(N)$ as

$$
\begin{equation*}
\Lambda^{+}(N)_{\mathrm{BD}} \xrightarrow{\sim} \widehat{O(N)}, \quad \lambda \mapsto[\lambda], \tag{5.17}
\end{equation*}
$$

where $[\lambda]$ is the $O(N)$-irreducible summand of $F(U(N), \lambda)$ which contains the highest weight vector.

Example 5.11. $\mathcal{H}^{s}\left(\mathbb{C}^{N}\right)=[s](s \in \mathbb{N})$, and $\bigwedge^{\ell}\left(\mathbb{C}^{N}\right)=\left[1^{\ell}\right](0 \leq \ell \leq N)$.
Moreover, Types I and II are related by the following $O(N)$-isomorphism:

$$
\begin{equation*}
\left[\left(a_{1}, \cdots, a_{k}, 1, \cdots, 1,0, \cdots, 0\right)\right]=\operatorname{det} \otimes\left[\left(a_{1}, \cdots, a_{k}, 0, \cdots, 0\right)\right] \tag{5.18}
\end{equation*}
$$

The restriction of the $O(N)$-module $\left[\left(a_{1}, \ldots, a_{k}, 0, \ldots, 0\right)\right]$ to the subgroup $S O(N)$ is reducible if and only if $N=2 k$. In this case we have:
$\left.\left[\left(a_{1}, \cdots, a_{k}, 0, \cdots, 0\right)\right]\right|_{S O(N)}=F\left(S O(N),\left(a_{1}, \cdots, a_{k}\right)\right) \oplus F\left(S O(N),\left(a_{1}, \cdots, a_{k-1},-a_{k}\right)\right)$.
For $\lambda \notin \Lambda^{+}(N)_{\mathrm{BD}}$, we apply the $O(N)$-modification rule which is a map

$$
\begin{equation*}
\Lambda^{+}(N) \backslash \Lambda^{+}(N)_{\mathrm{BD}} \longrightarrow \mathbb{Z}[\widehat{O(N)}], \quad \lambda \mapsto[\lambda] \tag{5.19}
\end{equation*}
$$

constructed as follows (see [12, Sect. 3], [23]). If $\ell(\lambda) \geq\left[\frac{N}{2}\right]$ then we define $\tilde{\lambda}$ to be the removal of a continuous boundary hook of length $h:=2 \ell(\lambda)-N$ and row length $x$, starting in the first column of the Young diagram associated to $\lambda$. We set $[\lambda]:=0$ if $\tilde{\lambda}$ is not a Young diagram; $[\lambda]:=(-1)^{x} \operatorname{det} \otimes[\tilde{\lambda}]$ if $\tilde{\lambda} \in \Lambda^{+}(N)_{\mathrm{BD}}$. Otherwise, we repeat this procedure to $\tilde{\lambda} \in \Lambda^{+}(N) \backslash \Lambda^{+}(N)_{\mathrm{BD}}$.

We note that $\Lambda^{+}(N)_{\mathrm{BD}}$ contains elements $\lambda$ with $\ell(\lambda) \geq\left[\frac{N}{2}\right]$, namely, elements of Type II. The $O(N)$-modification rule also applies to these elements, and yields the isomorphism (5.18). In fact, suppose $\lambda \in \Lambda^{+}(N)_{\mathrm{BD}}$ is of Type II, say $\lambda=$ $\left(a_{1}, \ldots, a_{k}, 1, \ldots, 1,0, \ldots, 0\right)$. In this case, $\ell(\lambda)=n-k\left(\geq\left[\frac{n}{2}\right]\right), h=2(n-k)-n=$ $n-2 k$ and $x=0$, and thus $\tilde{\lambda}=\left(a_{1}, \ldots, a_{k}, 0, \ldots, 0\right)$. Thus the $O(N)$-modification rule in this special case gives rise to the isomorphism (5.18).

Combining (5.17) and 5.19, we get a $\mathbb{Z}$-linear map

$$
\begin{equation*}
\mathbb{Z}\left[\Lambda^{+}(N)\right] \longrightarrow \mathbb{Z}[\widehat{O(N)}], \quad \lambda \mapsto[\lambda] . \tag{5.20}
\end{equation*}
$$

For $\lambda \in \Lambda^{+}(N)$, the representation $F(U(N), \lambda)$ decomposes as an $O(N)$-module in accordance with the $O(N)$-modification rule applied to the universal character formula [12], [23]:

$$
\begin{equation*}
\left.F(U(N), \lambda)\right|_{O(N)} \simeq \bigoplus_{\nu \in \Lambda^{+}(N)_{\mathrm{even}}}[\lambda / \nu] \tag{5.21}
\end{equation*}
$$

where $\lambda / \nu$ is defined in 5.15) as an element of $\mathbb{Z}\left[\Lambda^{+}(N)\right]$. For the proof of Lemma 5.10, we use the following two claims.

Claim 5.12. Suppose $\lambda=\left(2^{k}, 1^{\ell}\right) \in \Lambda^{+}(N)$ and $\nu \in \Lambda^{+}(N)_{\text {even }}$ with $\nu \subset \lambda$. Then $\nu$ is of the form $\nu=\left(2^{k-r}\right)$ for some $0 \leq r \leq k$ and $\lambda / \nu=\left(2^{r}, 1^{k}\right)$.

Proof of Claim 5.12. The first assertion is clear because $\nu \subset\left(2^{k}, 1^{\ell}\right)$ and $\nu \in \Lambda^{+}(N)_{\text {even }}$. Then, the skew diagram $\lambda \backslash \nu$ is actually a Young diagram $\left(2^{r}, 1^{k}\right)$, and therefore, the claim follows from (5.16).

We write $\operatorname{pr}_{\mathcal{H}}: \mathbb{Z}[\widehat{O(N)}] \longrightarrow \mathbb{Z}\left[\left\{\mathcal{H}^{s}\left(\mathbb{C}^{N}\right): s \in \mathbb{N}\right\}\right]$ for the canonical projection.
Claim 5.13. Suppose $\lambda=\left(2^{r}, 1^{\ell}\right) \in \Lambda^{+}(N)$. Then we have

$$
\operatorname{pr}_{\mathcal{H}}([\lambda])= \begin{cases}\mathcal{H}^{2 r+\ell}\left(\mathbb{C}^{N}\right) & \text { if }(r, \ell)=(0,0),(0,1), \text { or }(1,0) \\ 0 & \text { otherwise }\end{cases}
$$

Proof of Claim 5.13. The assertion is obvious from the bijection (5.17) if $\lambda \in \Lambda^{+}(N)_{\mathrm{BD}}$.
What remains to prove is $\operatorname{pr}_{\mathcal{H}}([\lambda])=0$ for $\lambda \notin \Lambda^{+}(N)_{\mathrm{BD}}$. First of all, we see from the $O(N)$-modification rule (5.19) that the $\mathcal{H}^{s}\left(\mathbb{C}^{N}\right)$-component of $[\lambda]$ is nonzero only if $s \in\{0,1,2\}$ corresponding to $\emptyset, \square$ or $\square \square$. Further, $s=|\lambda|-h$ and $h=2(r+\ell)-N(>0)$. Hence $\ell=N-s$.

For $s=0$, we have $\ell=N$, and therefore, the only possible form of $\lambda$ is $\lambda=\left(1^{N}\right)$. Hence the corresponding $O(N)$-representation is $[\lambda]=\operatorname{det} \nsucceq \mathbb{1}$.

For $s=1$, we have $\ell=N-1$, and therefore, the only possible forms of $\lambda$ are either $\left(1^{N-1}\right)$ with $N \geq 3$ or $\left(2^{1}, 1^{N-1}\right)$. Then $[\lambda] \simeq \operatorname{det} \otimes \mathcal{H}^{1}\left(\mathbb{C}^{N}\right)$ or $\{0\}$, respectively, by the $O(N)$-modification rule (5.19). Thus $\operatorname{pr}_{\mathcal{H}}([\lambda])=0$ in either case.

For $s=2$, we have $\ell=N-2$, and therefore, the only possible forms of $\lambda$ are either $\lambda=\left(2^{1}, 1^{N-2}\right)$ with $N \geq 3$ or $\left(2^{2}, 1^{N-2}\right)$. Then $[\lambda]=\operatorname{det} \otimes \mathcal{H}^{2}\left(\mathbb{C}^{N}\right)$ or $-\operatorname{det} \otimes \mathcal{H}^{2}\left(\mathbb{C}^{N}\right)$, respectively, again by the $O(N)$-modification rule (5.19). Hence, we have $\operatorname{pr}_{\mathcal{H}}([\lambda])=0$ in either case. Thus the claim is shown.

We are ready to complete the proof of Lemma 5.10.
Proof of Lemma 5.10. By the branching law (5.21) for the restriction $U(N) \downarrow O(N)$, we have from Claim 5.12

$$
\left.F\left(U(N),\left(2^{k}, 1^{\ell}\right)\right)\right|_{O(N)} \simeq \bigoplus_{r=0}^{k}\left[\left(2^{r}, 1^{\ell}\right)\right]
$$

Therefore

$$
\operatorname{pr}_{\mathcal{H}}\left(\left.F\left(U(N),\left(2^{k}, 1^{\ell}\right)\right)\right|_{O(N)}\right)= \begin{cases}\mathcal{H}^{0}\left(\mathbb{C}^{N}\right) & (k, \ell)=(0,0) \\ \mathcal{H}^{1}\left(\mathbb{C}^{N}\right) & \ell=1, k \geq 0 \\ \mathcal{H}^{0}\left(\mathbb{C}^{N}\right) \oplus \mathcal{H}^{2}\left(\mathbb{C}^{N}\right) & \ell=0, k \geq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Thus the lemma is proved.
5.5. Classification of $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$. We recall that the group $O(n-1)$ acts on $\mathfrak{n}_{+} \simeq \mathbb{C}^{n}$ stabilizing the last coordinate $\zeta_{n}$, and thus acts also on $\mathfrak{n}_{+}^{\prime}=\mathfrak{n}_{+} \cap\left\{\zeta_{n}=0\right\} \simeq \mathbb{C}^{n-1}$, and thus we have an isomorphism $\operatorname{Pol}\left(\mathfrak{n}_{+}\right) \simeq$ $\operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n-1}\right] \otimes \operatorname{Pol}\left[\zeta_{n}\right]$ as an $O(n-1)$-module. In this section we determine explicitly $\operatorname{Hom}_{O(n-1)}\left(\left.V\right|_{O(n-1)}, W \otimes \mathcal{H}\left(\mathbb{C}^{n-1}\right)\right)$ for the $O(n)$-module $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and the $O(n-1)$-module $W=\bigwedge^{j}\left(\mathbb{C}^{n-1}\right)$. The results will play a basic role in the classification of all differential symmetry breaking operators $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}$.

The main result of this section is the following:
Proposition 5.14. Let $n \geq 2$. Suppose that $0 \leq i \leq n, 0 \leq j \leq n-1$, and $k \in \mathbb{N}$. Then the following three conditions on $(i, j, k)$ are equivalent.
(i) $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right) \neq\{0\}$.
(ii) $\operatorname{dim} \operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)=1$.
(iii) The triple $(i, j, k)$ belongs to one of the following cases:

Case 1: $j=i-2(2 \leq i \leq n), k=1$,
Case 2: $j=i-1$
2-a: $i=1, k=0,1$,
2-b: $2 \leq i \leq n-1, k=0,1,2$,
$2-c: i=n, k=0$,
Case 3: $j=i$ :
3-a: $i=0, k=0$,
3-b: $1 \leq i \leq n-2, k=0,1,2$,
$3-c: i=n-1, k=0,1$,
Case 4: $j=i+1(0 \leq i \leq n-2), k=1$.
Explicit generator $h_{i \rightarrow j}^{(k)}$ in $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$ will be given in (5.24)-5.27) below. We begin with the following elementary lemma:

Lemma 5.15. As an $O(n-1, \mathbb{C})$-module, $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ decomposes as

$$
\bigwedge^{i}\left(\mathbb{C}^{n}\right)=\bigwedge^{i}\left(\mathbb{C}^{n-1}\right) \oplus \bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right)
$$

The spaces $\bigwedge^{i}\left(\mathbb{C}^{n-1}\right)$ and $\bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right)$ have bases $\left\{e_{I}: I \in \mathcal{I}_{n-1, i}\right\}$ and $\left\{e_{I}: I \in\right.$ $\left.\mathcal{I}_{n-1, i-1}\right\}$, respectively. We normalize the first and the second projections by

$$
\begin{align*}
\operatorname{pr}_{i \rightarrow i}\left(e_{I}\right) & := \begin{cases}e_{I} & \text { if } n \notin I, \\
0 & \text { if } n \in I,\end{cases}  \tag{5.22}\\
\operatorname{pr}_{i \rightarrow i-1}\left(e_{I}\right) & := \begin{cases}0 & \text { if } n \notin I \\
(-1)^{i-1} e_{I \backslash\{n\}} & \text { if } n \in I\end{cases} \tag{5.23}
\end{align*}
$$

The signature of $\mathrm{pr}_{i \rightarrow i-1}$ is taken in a way that it fits with the interior multiplication $\iota_{\partial x_{n}}$ for differential forms (see 8.18) ).

Proof of Proposition 5.14. By Lemma 5.15, the proof reduces to Lemma 5.6 with $N=n-1$. In fact, explicit generator $h_{i \rightarrow j}^{(k)}$ is given as follows:

Case $j=i-2: \quad h_{i \rightarrow i-2}^{(1)}:=\widetilde{H}_{i-1 \rightarrow i-2}^{(1)} \circ \operatorname{pr}_{i \rightarrow i-1}$.

Case $j=i-1: \quad h_{i \rightarrow i-1}^{(k)}:=\widetilde{H}_{i-1 \rightarrow i-1}^{(k)} \circ \operatorname{pr}_{i \rightarrow i-1}(k=0,2), h_{i \rightarrow i-1}^{(1)}:=\widetilde{H}_{i \rightarrow i-1}^{(1)} \circ \operatorname{pr}_{i \rightarrow i}$.

$$
\begin{equation*}
\text { Case } j=i: \quad h_{i \rightarrow i}^{(k)}:=\widetilde{H}_{i \rightarrow i}^{(k)} \circ \operatorname{pr}_{i \rightarrow i}(k=0,2), \quad h_{i \rightarrow i}^{(1)}:=\widetilde{H}_{i-1 \rightarrow i}^{(1)} \circ \operatorname{pr}_{i \rightarrow i-1} . \tag{5.26}
\end{equation*}
$$

Case $j=i+1: \quad h_{i \rightarrow i+1}^{(1)}:=\widetilde{H}_{i \rightarrow i+1}^{(1)} \circ \operatorname{pr}_{i \rightarrow i}$.
Here we have applied 5.13 to $N=n-1$ for $\widetilde{H}_{i \rightarrow j}^{(k)}$ in the above formula.
We see from (5.14) that some of these operators vanish, namely,

$$
\begin{equation*}
h_{1 \rightarrow 0}^{(2)}=0, \quad h_{n \rightarrow n-1}^{(1)}=h_{n \rightarrow n-1}^{(2)}=0, \quad h_{0 \rightarrow 0}^{(1)}=h_{0 \rightarrow 0}^{(2)}=0, \quad h_{n-1 \rightarrow n-1}^{(2)}=0 \tag{5.28}
\end{equation*}
$$

and that $h_{i \rightarrow j}^{(k)} \neq 0$ as far as $(i, j, k)$ satisfies the condition (iii) in Proposition 5.14. Hence we have shown Proposition 5.14.

We shall use the basis $h_{i \rightarrow i-1}^{(k)}$ in Chapter 6, and $h_{i \rightarrow i+1}^{(1)}$ in Chapter 7 , respectively. For later purpose, we give explicit formulæ of $h_{i \rightarrow j}^{(k)}\left(e_{I}\right)$ for $I \in \mathcal{I}_{n, i}$ in Table 5.1. The proof is immediate from (5.7)-(5.11) and the definitions (5.22)-(5.27). Here we recall from (5.12) that $\widetilde{Q}_{J}\left(\zeta^{\prime}\right)=\sum_{\ell \in J} \zeta_{\ell}^{2}-\frac{i}{n-1} Q_{n-1}\left(\zeta^{\prime}\right)$ for $\zeta^{\prime}=\left(\zeta_{1}, \ldots, \zeta_{n-1}\right)$ and $J \in \mathcal{I}_{n-1, i}$.

TABLE 5.1. Formulæ of $h_{i \rightarrow j}^{(k)}\left(e_{I}\right)$ for $I \in \mathcal{I}_{n, i}$

$$
\left.\begin{array}{l|c|c} 
& n \notin I & n \in I \\
\begin{array}{c|c}
h_{i \rightarrow i-1}^{(0)}\left(e_{I}\right) & 0 \\
h_{i \rightarrow i}^{(0)}\left(e_{I}\right)
\end{array} & e_{I} & (-1)^{i-1} e_{I \backslash\{n\}} \\
\hline h_{i \rightarrow i-2}^{(1)}\left(e_{I}\right) & 0 & 0
\end{array}\right) .
$$

5.6. Descriptions of $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$.

It follows from Lemma 4.2 and Proposition 5.14 that the spaces $\operatorname{Hom}_{O(n-1)}(V, W \otimes$ $\left.\operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$are determined explicitly for $(V, W)=\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right)\right)$ as follows:

Proposition 5.16. Let $n \geq 2,0 \leq i \leq n$, and $0 \leq j \leq n-1$. Then the following two conditions on $(i, j)$ are equivalent:
(i) $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \neq\{0\}$.
(ii) $j \in\{i-2, i-1, i, i+1\}$.

Proposition 5.17. Let $n \geq 2$. Suppose that $0 \leq i \leq n, 0 \leq j \leq n-1$, and $a \in \mathbb{N}$. Then $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$ is equal to

$$
\begin{array}{ll}
\left\{\left(T_{a-1} g\right) h_{i \rightarrow i-2}^{(1)}: g \in \operatorname{Pol}_{a-1}[t]_{\text {even }}\right\} & \text { if } j=i-2, \\
\mathbb{C} \text {-span }\left\{\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}: g_{k} \in \operatorname{Pol}_{a-k}[t]_{\text {even }}\right\} & \text { if } j=i-1, \\
\mathbb{C} \text {-span }\left\{\left(T_{a-k} g_{k}\right) h_{i \rightarrow i}^{(k)}: g_{k} \in \operatorname{Pol}_{a-k}[t]_{\text {even }}\right\} & \text { if } j=i, \\
\left\{\left(T_{a-1} g\right) h_{i \rightarrow i+1}^{(1)}: g \in \operatorname{Pol}_{a-1}[t]_{\text {even }}\right\} & \text { if } j=i+1, \\
\{0\} & \text { otherwise. }
\end{array}
$$

Here we regard $\mathrm{Pol}_{-1}[t]_{\text {even }}=\{0\}$. We also regard

$$
\begin{align*}
h_{i \rightarrow i-1}^{(k)}=0 & \text { when }(i, k)=(1,2),(n, 1), \text { or }(n, 2),  \tag{5.29}\\
h_{i \rightarrow i}^{(k)}=0 & \text { when }(i, k)=(0,1),(0,2), \text { or }(n-1,2) . \tag{5.30}
\end{align*}
$$

We note that when $j=i, i-1$, we have $k \leq \min \{2, a\}$.
5.7. Proof of the implication $(\mathrm{i}) \Rightarrow$ (iii) in Theorem 2.8. In this section, we give a proof of the implication (i) $\Rightarrow$ (iii) in Theorem 2.8 .

We recall that characters of $A$ are parametrized by $\mathbb{C}$ via the normalization 2.6). For $0 \leq i \leq n, \alpha \in \mathbb{Z} / 2 \mathbb{Z}$, and $\lambda \in \mathbb{C}$, we denote by $\sigma_{\lambda, \alpha}^{(i)}$ the outer tensor product representation $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}$ of the Levi subgroup $L=M A \simeq O(n) \times O(1) \times \mathbb{R}$ on the $i$-th exterior tensor space $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$. Similarly, $\tau_{\nu, \beta}^{(j)}(0 \leq j \leq n-1, \nu \in \mathbb{C}$, $\beta \in \mathbb{Z} / 2 \mathbb{Z})$ stands for the outer tensor product representation $\bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \boxtimes(-1)^{\beta} \boxtimes \mathbb{C}_{\nu}$ of the Levi subgroup $L^{\prime}=M^{\prime} A \simeq O(n-1) \times O(1) \times \mathbb{R}$.

Lemma 5.18. Suppose that $n \geq 2$. Let $0 \leq i \leq n, 0 \leq j \leq n-1, \lambda, \nu \in \mathbb{C}$, $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$ and $a \in \mathbb{N}$. Then the following two conditions on $(i, j, \lambda, \nu, \alpha, \beta, a)$ are equivalent:
(i) $\operatorname{Hom}_{L^{\prime}}\left(\left.\sigma_{\lambda, \alpha}^{(i)}\right|_{L^{\prime}}, \tau_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right) \neq\{0\}$.
(ii) $j \in\{i-2, i-1, i, i+1\}, \quad \nu-\lambda=a, \quad$ and $\quad \beta-\alpha \equiv a \bmod 2$. Moreover, $a \geq 1$ when $j=i-2$ or $i+1$.
Proof. First of all, we consider the actions of the second and third factors of $L^{\prime} \simeq$ $O(n-1) \times O(1) \times \mathbb{R}$. Since $e^{t H_{0}} \in A$ and $-1 \in O(1)$ act on $\mathfrak{n}_{+} \simeq \mathbb{C}^{n}$ as the scalars $e^{t}$ and -1 , respectively,

$$
\operatorname{Hom}_{O(1) \times A}\left(\sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right) \neq\{0\}
$$

if and only if

$$
\nu=\lambda+a \quad \text { and } \quad \beta \equiv \alpha+a \bmod 2
$$

Then the proof of the lemma reduces to Proposition 5.17 for the action of the first factor $O(n-1)$ of $L^{\prime}$.

We recall from Section 2.1 that $I(i, \lambda)_{\alpha}$ and $J(j, \nu)_{\beta}$ are (unnormalized) principal series representations of $G$ and $G^{\prime}$, respectively. By the F-method summarized in Fact 3.3, we have a natural bijection

$$
\begin{equation*}
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \simeq \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right) \tag{5.31}
\end{equation*}
$$

where we recall from (3.5)
$\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right)=\left\{\psi \in \operatorname{Hom}_{L^{\prime}}\left(\left.\sigma_{\lambda, \alpha}^{(i)}\right|_{L^{\prime}}, \tau_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right): \widehat{d \pi_{(i, \lambda)^{*}}}(C) \psi=0\right.$ for all $\left.C \in \mathfrak{n}_{+}^{\prime}\right\}$.
Proposition 5.19. Suppose $0 \leq i \leq n, 0 \leq j \leq n-1, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then,
(1) $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \neq\{0\}$ only if

$$
\begin{equation*}
j \in\{i-2, i-1, i, i+1\}, \nu-\lambda \in \mathbb{N}, \text { and } \beta-\alpha \equiv \nu-\lambda \bmod 2 \tag{5.32}
\end{equation*}
$$

(2) Suppose 5.32 is satisfied. Then,

$$
\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right)=\left\{\psi \in \operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}^{\nu-\lambda}\left(\mathfrak{n}_{+}\right)\right): \widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0\right\}
$$

Proof. (1) The first assertion is a direct consequence of (5.31) and Lemma 5.18 ,
(2) Suppose 5.32 is fulfilled. Then, it follows from the proof of Lemma 5.18 that $\operatorname{Hom}_{L^{\prime}}\left(\left.\sigma_{\lambda, \alpha}^{(i)}\right|_{L^{\prime}}, \tau_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right) \simeq \operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}^{\nu-\lambda}\left(\mathfrak{n}_{+}\right)\right)$.
Hence the second statement follows.
Owing to Proposition 5.17 and Proposition 5.19 (2), the F-system for $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right)$ boils down to a system of ordinary differential equations of $g_{j}(t)(j=0,1,2)$. We shall find explicitly the polynomials $g_{j}(t)$, and determine $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right)$ for $j=i-1$ in Chapter 6, and for $j=i+1$ in Chapter 7 .
6. F-SYSTEM FOR SYMMETRY BREAKING OPERATORS $(j=i-1, i$ CASE)

As we discussed in the previous chapter, the F-method (see Fact 3.3) establishes a natural bijection (5.31) between the space $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right)$ of differential symmetry breaking operators and the space $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right)$ of $\operatorname{Hom}_{\mathbb{C}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right)\right)$ valued polynomial solutions to the F-system.

In this chapter, we study the F-system in detail for $j=i-1$. The case $j=i+1$ will be investigated in the next chapter. Via the duality theorem (see Theorem 2.7), the cases $j=i, i-2$ are understood as the dual to the cases $j=i-1, i+1$, respectively. The results of this chapter $(j=i-1$ case) are summarized as follows. We recall from (5.25) that $h_{i \rightarrow i-1}^{(k)}: \bigwedge^{i}\left(\mathbb{C}^{n}\right) \longrightarrow \bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)$ are $O(n-1)$ homomorphisms for $k=0,1$, and 2. Let $\widetilde{C}_{\ell}^{\mu}(t)$ be the renormalized Gegenbauer polynomial (see (14.3)).

Theorem 6.1. Let $n \geq 3$. Suppose $1 \leq i \leq n$, $\lambda, \nu \in \mathbb{C}$ and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Let $\sigma_{\lambda, \alpha}^{(i)}$, $\tau_{\nu, \beta}^{(i-1)}$ be the outer tensor product representations of $L=M A \simeq O(n) \times O(1) \times \mathbb{R}$, $L^{\prime}=M^{\prime} A \simeq O(n-1) \times O(1) \times \mathbb{R}$ on $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}, \bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right) \boxtimes(-1)^{\beta} \boxtimes \mathbb{C}_{\nu}$, respectively. Then
$\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i-1)}\right)= \begin{cases}\mathbb{C} \sum_{k=0}^{2}\left(T_{\nu-\lambda-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)} & \text { if } \nu-\lambda \in \mathbb{N} \text { and } \beta-\alpha \equiv \nu-\lambda \bmod 2, \\ \{0\} & \text { otherwise. }\end{cases}$
From now, we assume $a:=\nu-\lambda \in \mathbb{N}$ and $\beta-\alpha \equiv a \bmod 2$. We consider the following polynomials:

$$
\begin{align*}
& e^{-\frac{\pi \sqrt{ }-1}{2}} B t \widetilde{C}_{a-1}^{\lambda-\frac{n-3}{2}}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right)+C \widetilde{C}_{a-2}^{\lambda-\frac{n-3}{2}}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right),  \tag{6.2}\\
& e^{-\frac{\pi \sqrt{ }-1}{2}} A \widetilde{C}_{a-1}^{\lambda-\frac{n-3}{2}}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right),  \tag{6.3}\\
& \widetilde{C}_{a-2}^{\lambda-\frac{n-3}{2}}\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right), \tag{6.4}
\end{align*}
$$

where

$$
A=\gamma\left(\lambda-\frac{n-1}{2}, a\right), \quad B=A\left(1+\frac{\lambda-n+i}{a}\right), \quad C=\frac{\lambda-n+i}{a}+\frac{i-1}{n-1}
$$

with $\gamma(\mu, a)=1$ ( $a$ : odd); $=\mu+\frac{a}{2}$ ( $a$ : even) (see 1.3). Then the polynomials $g_{k}(t)(k=0,1,2)$ are given as follows.

$$
\begin{array}{ll}
i=1, a \geq 1: & \left(g_{0}(t), g_{1}(t), g_{2}(t)\right)=((6.2),(\sqrt[6.3]{ }), 0) ; \\
2 \leq i \leq n-1, a \geq 1: & \left.\left(g_{0}(t), g_{1}(t), g_{2}(t)\right)=(\sqrt{(6.2}),(\sqrt[6.3]{ }),(6.4)\right) ;  \tag{2}\\
i=n, a \geq 1: & \left(g_{0}(t), g_{1}(t), g_{2}(t)\right)=\left(\widetilde{C}_{a}^{\lambda-\frac{n-3}{2}}\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right), 0,0\right) ; \\
1 \leq i \leq n, a=0: & \left(g_{0}(t), g_{1}(t), g_{2}(t)\right)=(1,0,0) .
\end{array}
$$

Remark 6.2. The exceptional cases (3) and (4) in Theorem 6.1 are closely related to the vanishing conditions of the family of the symmetry breaking operators $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ given in Proposition 1.4. As we introduced the renormalized operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}$ in (1.9), we separated (3) and (4) from the others. The relationship will be clarified in Section 10.1 where we explain how the triple $\left(g_{0}, g_{1}, g_{2}\right)$ of polynomials gives rise to the differential symmetry breaking operator $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}\left(=\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}\right)$ from $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ to $\mathcal{E}^{i-1}\left(\mathbb{R}^{n-1}\right)$ as stated in Theorem 2.9.

The proof of Theorem 6.1 is divided into two parts:

- to reduce a system of partial differential equations (F-system) to a system of ordinary differential equations on $g_{k}(t)(k=0,1,2)$ (see Theorem 6.5).
- to find explicit polynomial solutions $\left\{g_{k}(t)\right\}$ to the latter system (see Theorem 6.7).

In the next section we first complete the proof of Theorem 2.8 for $j=i-1, i$ by admitting Theorem 6.1.
6.1. Proof of Theorem 2.8 for $j=i-1, i$. In this section, we prove that Theorem 6.1 determines the dimension of the space of differential symmetry breaking operators from principal series representations $I(i, \lambda)_{\alpha}$ of $G=O(n+1,1)$ to $J(j, \nu)_{\beta}$ of $G^{\prime}=$ $O(n, 1)$ when $j=i-1, i$. The following two theorems correspond to Theorem 2.8 in the cases $j=i-1$ and $i$, respectively.
Theorem 6.3 ( $j=i-1$ case). Let $n \geq 3$. Suppose $1 \leq i \leq n, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on $(i, \lambda, \nu, \alpha, \beta)$ are equivalent:
(i) $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i-1, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim} \operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i-1, \nu)_{\beta}\right)=1$.
(iii) $\nu-\lambda \in \mathbb{N}, \alpha-\beta \equiv \nu-\lambda \bmod 2$.

Theorem 6.4 ( $j=i$ case). Let $n \geq 3$. Suppose $0 \leq i \leq n-1, \lambda, \nu \in \mathbb{C}$ and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on $(i, \lambda, \nu, \alpha, \beta)$ are equivalent:
(i) $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim} \operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i, \nu)_{\beta}\right)=1$.
(iii) $\nu-\lambda \in \mathbb{N}, \alpha-\beta \equiv \nu-\lambda \bmod 2$.

Proof of Theorem 6.3. By the general theory of the F-method (see (5.31), we have the vector space isomorphism (5.31). Thus the equivalence will follow if we show that the solutions in Theorem 6.1 are nonzero when the condition (iii) is satisfied.

For this, we observe that we renormalized the Gegenbauer polynomial in a way that $\widetilde{C}_{\ell}^{\alpha}(t)$ is nonzero for all $\alpha \in \mathbb{C}$ and $\ell \in \mathbb{N}$ (see Section 14.1). We also know that $h_{i \rightarrow i-1}^{(k)} \neq 0$ except for the cases $(i, k)=(1,2),(n, 1)$, or $(n, 2)$ (see (5.29)). Moreover, for each $i(1 \leq i \leq n)$, these nonzero maps $h_{i \rightarrow i-1}^{(k)}(k=0,1,2)$ are linearly independent by Proposition 5.14. Hence the solutions constructed in Theorem 6.1 are nonzero by the decomposition (4.3). Now the desired statement is proved.

For the proof of Theorem 6.4, we use the duality theorem for symmetry breaking operators (Theorem 2.7) instead of solving the F-system.

Proof of Theorem 6.4. It follows from Theorem 2.7 that we have a natural bijection

$$
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i, \nu)_{\beta}\right) \simeq \operatorname{Diff}_{G^{\prime}}\left(I(\tilde{i}, \lambda)_{\alpha}, J(\tilde{i}-1, \nu)_{\beta}\right)
$$

where $\tilde{i}:=n-i$. Then it is easy to see that $(\tilde{i}, \lambda, \nu, \alpha, \beta)$ satisfies the condition (iii) in Theorem 6.3 if and only if $(i, \lambda, \nu, \alpha, \beta)$ satisfies (iii) in Theorem 6.4. Hence Theorem 6.4 is deduced from Theorem 6.3.
6.2. Reduction theorem. We begin by stating the main theorem of the rest of this chapter. Recall from Section 4.4 that, for $\mu \in \mathbb{C}$ and $\ell \in \mathbb{N}$, $R_{\ell}^{\mu}$ denotes the following differential operator

$$
R_{\ell}^{\mu}=-\frac{1}{2}\left(\left(1+t^{2}\right) \frac{d^{2}}{d t^{2}}+(1+2 \mu) t \frac{d}{d t}-\ell(\ell+2 \mu)\right)
$$

equivalently,

$$
\begin{equation*}
R_{\ell}^{\mu}=-\frac{1}{2 t^{2}}\left(\left(1+t^{2}\right) \vartheta_{t}^{2}-\left(1-2 \mu t^{2}\right) \vartheta_{t}-\ell(\ell+2 \mu) t^{2}\right) \tag{6.5}
\end{equation*}
$$

with $\vartheta_{t}:=t \frac{d}{d t}$. For polynomials $g_{j}(t)(j=0,1,2)$ of one variable $t$, we then define other polynomials $L_{r}\left(g_{0}, g_{1}, g_{2}\right)(t)$ of the same variable $t(r=1,2, \ldots, 7)$ as follows:

$$
\begin{align*}
& L_{1}\left(g_{0}, g_{1}, g_{2}\right):=R_{a-2}^{\lambda-\frac{n-3}{2}} g_{2},  \tag{6.6}\\
& L_{2}\left(g_{0}, g_{1}, g_{2}\right):=R_{a-1}^{\lambda-\frac{n-3}{2}} g_{1},  \tag{6.7}\\
& L_{3}\left(g_{0}, g_{1}, g_{2}\right):=\left(a-1-\vartheta_{t}\right) g_{1}-\frac{d g_{2}}{d t},  \tag{6.8}\\
& L_{4}\left(g_{0}, g_{1}, g_{2}\right):=\left(\vartheta_{t}+2 \lambda+a-n+1\right) g_{2}-\frac{d g_{1}}{d t},  \tag{6.9}\\
& L_{5}\left(g_{0}, g_{1}, g_{2}\right):=\frac{d g_{0}}{d t}+\frac{n-i}{n-1} \frac{d g_{2}}{d t}-(a+\lambda-n+i) g_{1},  \tag{6.10}\\
& L_{6}\left(g_{0}, g_{1}, g_{2}\right):=\left(\lambda-n+i+a-\frac{n-i}{n-1}\left(a-\vartheta_{t}\right)\right) g_{2}-\left(a-\vartheta_{t}\right) g_{0},  \tag{6.11}\\
& L_{7}\left(g_{0}, g_{1}, g_{2}\right):=R_{a}^{\lambda-\frac{n-1}{2}} g_{0}+\frac{n-i}{n-1} \frac{d g_{1}}{d t} \tag{6.12}
\end{align*}
$$

For later convenience we also set $L_{8}\left(g_{0}, g_{1}, g_{2}\right):=L_{6}\left(g_{0}, g_{1}, g_{2}\right)-t L_{5}\left(g_{0}, g_{1}, g_{2}\right)$, $L_{9}\left(g_{0}, g_{1}, g_{2}\right):=\frac{n-i}{n-1} L_{3}\left(g_{0}, g_{1}, g_{2}\right)+L_{5}\left(g_{0}, g_{1}, g_{2}\right)$, namely,

$$
\begin{align*}
& L_{8}\left(g_{0}, g_{1}, g_{2}\right)=\left(\lambda-n+i+\frac{a(i-1)}{n-1}\right) g_{2}(t)+(a+\lambda-n+i) t g_{1}(t)-a g_{0}(t),  \tag{6.13}\\
& L_{9}\left(g_{0}, g_{1}, g_{2}\right)=\frac{d g_{0}}{d t}+\left(\frac{i-1}{n-1}\left(\vartheta_{t}-n-a+2\right)-\left(\vartheta_{t}+\lambda-n+2\right)\right) g_{1} .
\end{align*}
$$

Note that $L_{1}\left(g_{0}, g_{1}, g_{2}\right), \ldots, L_{4}\left(g_{0}, g_{1}, g_{2}\right)$ are independent of $g_{0}$. Likewise, $L_{2}\left(g_{0}, g_{1}, g_{2}\right)$, $L_{7}\left(g_{0}, g_{1}, g_{2}\right)$, and $L_{9}\left(g_{0}, g_{1}, g_{2}\right)$ are independent of $g_{2}$.

By Proposition5.17, any element $\psi \in \operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right) \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$ is of the form

$$
\psi= \begin{cases}\sum_{k=0}^{1}\left(T_{a-k} g_{k}\right) h_{1 \rightarrow 0}^{(k)} & (i=1) \\ \sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)} & (2 \leq i \leq n-1) \\ \left(T_{a} g_{0}\right) h_{n \rightarrow n-1}^{(0)} & (i=n)\end{cases}
$$

for some polynomials $g_{k}(t) \in \operatorname{Pol}_{a-k}[t]_{\text {even }}(k=0,1,2)$, where $T_{a-k} g_{k} \in \operatorname{Pol}^{a-k}\left[\zeta_{1}, \ldots, \zeta_{n}\right]$ are given as in (4.4). For $i=1$ or $n$, we may also write as $\psi=\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$ with $g_{2}=0$ for $i=1$ and $g_{1}=g_{2}=0$ for $i=n$. In what follows, we understand
$g_{1}=g_{2}=0 \quad$ for $a=0 ; \quad g_{2}=0 \quad$ for $a=1 ; \quad g_{2}=0 \quad$ for $i=1 ; \quad g_{1}=g_{2}=0 \quad$ for $i=n$.
Theorem 6.1 can be separated into Theorem 6.5 (finding equations) and Theorem 6.7 (finding solutions) below.

Theorem 6.5. Let $n \geq 3$ and $1 \leq i \leq n$. Then, for $\psi=\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$, the following hold.
(1) Suppose $i=1$. The following two conditions on $g_{0}, g_{1}$ are equivalent:
(i) $\psi$ satisfies $\widehat{d \pi_{(1, \lambda) *}}(C) \psi=0$ for all $C \in \mathfrak{n}_{+}^{\prime}$.
(ii) $L_{r}\left(g_{0}, g_{1}, 0\right)=0$ for $r=2,7,9$.
(2) Suppose $2 \leq i \leq n-1$. The following two conditions on $g_{0}, g_{1}, g_{2}$ are equivalent:
(i) $\psi$ satisfies $\widehat{d \pi_{(i, \lambda)^{*}}}(C) \psi=0$ for all $C \in \mathfrak{n}_{+}^{\prime}$.
(ii) $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for all $r=1, \ldots, 7$.
(3) Suppose $i=n$. The following two conditions on $g_{0}$ are equivalent:
(i) $\psi$ satisfies $\widehat{d \pi_{(n, \lambda)^{*}}}(C) \psi=0$ for all $C \in \mathfrak{n}_{+}^{\prime}$.
(ii) $L_{7}\left(g_{0}, 0,0\right)=0$.

Remark 6.6. For $i=n$, the equation $L_{7}\left(g_{0}, 0,0\right)=0$ amounts to the imaginary Gegenbauer differential equation $R_{a}^{\lambda-\frac{n-1}{2}} g_{0}=0$.

Theorem 6.7. Let $n \geq 3$ and $1 \leq i \leq n$. Suppose $g_{k}(t) \in \operatorname{Pol}_{a-k}[t]_{\text {even }}(k=0,1,2)$ with the convention (6.14). Then, up to scalar multiple, the solution $\left(g_{0}, g_{1}, g_{2}\right)$ of the $F$-system $L_{r}\left(g_{0}, g_{1}, 0\right)=0$ for $r=2,7,9$ when $i=1 ; ~ L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for $r=1, \ldots, 7$ when $2 \leq i \leq n-1 ; L_{r}\left(g_{0}, 0,0\right)=0$ for $r=7$ when $i=n$, is given as follows:

$$
\begin{array}{ll}
\text { (1) } \quad i=1, a \geq 1: & \left.\left(g_{0}, g_{1}, g_{2}\right)=(\sqrt{6.2}),(6.3), 0\right) ; \\
\text { (2) } \quad 2 \leq i \leq n-1, a \geq 1:\left(g_{0}, g_{1}, g_{2}\right)=(\sqrt{6.2}),(6.3),(6.4) ; \\
\text { (3) } i=n, a \geq 1: & \left(g_{0}, g_{1}, g_{2}\right)=\left(\widetilde{C}_{a}^{\lambda-\frac{n-1}{2}}\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right), 0,0\right) ; \\
\text { (4) } & 1 \leq i \leq n, a=0: \\
\left(g_{0}, g_{1}, g_{2}\right)=(1,0,0) .
\end{array}
$$

Remark 6.8. The formula (3) for $a=0$ coincides with the formula (4) for $i=n$ because $\widetilde{C}_{0}^{\mu}(t)=1$.

The proof of Theorem 6.7 will be given in Section 14.5 by using some basic properties of the Gegenbauer polynomials that are summarized in Appendix. Alternatively, the theorem could also be shown by solving directly the F-system $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ $(r=1 \ldots, 7)$ with the following remark.

Remark 6.9. Let $a \geq 3$ and assume that $\left(g_{0}, g_{1}, g_{2}\right)$ satisfies $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for $r=1,2,3$. Then the following two conditions on the triple $\left(g_{0}, g_{1}, g_{2}\right)$ are equivalent:
(i) $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for $r=4,5,6,7$.
(ii) $L_{8}\left(g_{0}, g_{1}, g_{2}\right)=0$.

The rest of this chapter is devoted to proving Theorem 6.5. Since the argument requires a number of lemmas and propositions, we separate it into a few steps as follows. Let $N_{1}^{+}$be the element of the nilpotent Lie algebra $\mathfrak{n}_{+}^{\prime}$ defined in (2.2).

Step 1. Reduce the condition $\widehat{d \pi_{(i, \lambda)^{*}}}(C) \psi=0$ for all $C \in \mathfrak{n}_{+}^{\prime}$ to $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$.
Step 2. Consider the equation $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$ in terms of matrix coefficients $M_{I J}$. Step 3. Reduce the number of cases for the matrix coefficients $M_{I J}$ to consider.
Step 4. Express the matrix coefficients $M_{I J}$ in terms of $L_{r}\left(g_{0}, g_{1}, g_{2}\right)$ for $r=1, \ldots, 7$.
Step 5. Deduce $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for $r=1, \ldots, 7$ (resp. for $r=7$ ) from $M_{I J}=0$ for $2 \leq i \leq n-1$ (resp. for $i=n)$

Observe that Step 1 was done in Lemma 3.4 in a more general setting (see also Proposition 5.19 (2)). In the next sections we shall discuss Steps 2-5.
6.3. Step 2: Matrix coefficients $M_{I J}$ for $\widehat{d \pi_{(i, \lambda)} *}\left(N_{1}^{+}\right) \psi$. In this section, along the strategy discussed in Section 4.5. we consider the differential equation (F-system) $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$ in terms of matrix coefficients $M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}$. The scalar part $M_{I J}^{\text {scalar }}$ of $M_{I J}$ is also computed. Since the arguments work for any $n$ and $i$, we assume that $n \geq 1$ and $1 \leq i \leq n$ in this section.

We begin with a quick review of Section 4.5. First, for $\ell \in\{1, \ldots, n\}$ and $m \in$ $\{0,1, \ldots, n\}$, we write

$$
\mathcal{I}_{\ell, m}=\{R \subset\{1, \ldots, \ell\}:|R|=m\}
$$

as in 5.1. Here $\mathcal{I}_{\ell, 0}$ is understood as $\mathcal{I}_{\ell, 0}=\{\emptyset\}$. Note that $\left\{e_{I}: I \in \mathcal{I}_{n, i}\right\}$ and $\left\{w_{J}: \bar{J} \in \mathcal{I}_{n-1, i-1}\right\}$ are the standard bases of $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $\bigwedge^{i-1}\left(\mathbb{C}^{n-1}\right)$, respectively. For $\left\{e_{I}: I \in \mathcal{I}_{n, i}\right\}$ and $\left\{w_{J}: J \in \mathcal{I}_{n-1, i-1}\right\}$, we then set

$$
M_{I J} \equiv M_{I J}\left(g_{0}, g_{1}, g_{2}\right):=\left\langle\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi(\zeta) e_{I}, w_{J}^{\vee}\right\rangle
$$

Lemma 6.10. The following two conditions on $\left(g_{0}, g_{1}, g_{2}\right)$ are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I J}=0$ for all $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$.

Proof. Clear.
According to the decomposition (3.8) into the "scalar part" and "vector part"

$$
\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)=\widehat{\widehat{d \pi_{\lambda^{*}}}}\left(N_{1}^{+}\right) \otimes \operatorname{id}_{V^{\vee}}+A_{\sigma}\left(N_{1}^{+}\right)
$$

with $V=\bigwedge^{i}\left(\mathbb{C}^{n}\right)$, we decompose $M_{I J}$ as

$$
M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}
$$

(see Proposition 4.9).

For $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$, we write $h_{I J}^{(k)}$ for the matrix coefficient $\left(h_{i \rightarrow i-1}^{(k)}\right)_{I J}=$ $\left\langle h_{i \rightarrow i-1}^{(k)}\left(e_{I}\right), e_{J}^{\vee}\right\rangle$ of $h_{i \rightarrow i-1}^{(k)}$. It follows from Table 5.1 that we have

$$
\begin{align*}
(-1)^{i-1} h_{I J}^{(0)} & =\left\{\begin{array}{lll}
1 & \text { if } & J \subset I \ni n, \\
0 & \text { otherwise }
\end{array}\right.  \tag{6.15}\\
h_{I J}^{(1)} & =\left\{\begin{array}{lll}
\operatorname{sgn}(I ; \ell) \zeta_{\ell} & \text { if } & J \subset I \not \supset n, \\
0 & \text { otherwise. }
\end{array}\right.  \tag{6.16}\\
(-1)^{i-1} h_{I J}^{(2)} & =\left\{\begin{array}{lll}
\sum_{\ell \in I \backslash\{n\}} \zeta_{\ell}^{2}-\frac{i-1}{n-1} Q_{n-1}\left(\zeta^{\prime}\right) & \text { if } & J \subset I \ni n, \\
\operatorname{sgn}(I ; p, q) \zeta_{p} \zeta_{q} & \text { if } & |J \backslash I|=1 \text { and } I \ni n, \\
0 & \text { otherwise. }
\end{array}\right. \tag{6.17}
\end{align*}
$$

Here $Q_{n-1}\left(\zeta^{\prime}\right)=\sum_{m=1}^{n-1} \zeta_{m}^{2}$, and we write $I=J \cup\{\ell\}(1 \leq \ell \leq n-1)$ if $J \subset I \not \supset n$, and $I=K \cup\{p, n\}, J=K \cup\{q\}$ if $|J \backslash I|=1$ and $I \ni n$. By (6.15)-6.17), we observe:

$$
\begin{array}{ll}
h_{I J}^{(k)}=0 & \text { for } n \notin I\left(\text { i.e. } I \in \mathcal{I}_{n-1, i}\right) \text { for } k=0,2, \\
h_{I J}^{(1)}=0 & \text { for } n \in I\left(\text { i.e. } I \in \mathcal{I}_{n, i} \backslash \mathcal{I}_{n-1, i}\right) . \tag{6.19}
\end{array}
$$

By using $h_{I J}^{(k)}$, we then have the following.
Lemma 6.11. With $G_{k}:=T_{a-k}\left(R_{a-k}^{\lambda-\frac{n-1}{2}} g_{k}\right)$ for $k=0,1,2$, the scalar part $M_{I J}^{\text {scalar }}$ is given as follows.

$$
M_{I J}^{\text {scalar }}= \begin{cases}\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} G_{0} h_{I J}^{(0)}+\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} G_{2} h_{I J}^{(2)}+(\lambda+a-1) T_{a-2} g_{2} \frac{\partial h_{I J}^{(2)}}{\partial \zeta_{1}} & (n \in I) \\ \frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} G_{1} h_{I J}^{(1)}+(\lambda+a-1) T_{a-1} g_{1} \frac{\partial h_{I J}^{(1)}}{\partial \zeta_{1}} & (n \notin I)\end{cases}
$$

Proof. As $\psi=\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$, it follows from Proposition 4.4 (1) that

$$
M_{I J}^{\text {scalar }}=\sum_{k=0}^{2}\left(\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} G_{k} h_{I J}^{(k)}+(\lambda+a-1)\left(T_{a-k} g_{k}\right) \frac{\partial h_{I J}^{(k)}}{\partial \zeta_{1}}\right) .
$$

Since $\frac{\partial h_{I J}^{(0)}}{\partial \zeta_{1}}=0$ by (6.15), the proposed identity holds from (6.18) and (6.19).
In Section 6.6, by using (6.15)-(6.17) and Lemma 6.11, we shall give explicit formulæ for $M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}$.

We conclude this section by showing the following lemma.

Lemma 6.12. The following hold.
(1) If $|J \backslash I| \geq 1$ and $n \notin I$, then $M_{I J}^{\text {scalar }}=0$.
(2) If $|J \backslash I| \geq 2$ and $n \in I$, then $M_{I J}^{\text {scalar }}=0$.

Consequently, if $|J \backslash I| \geq 2$, then $M_{I J}^{\text {scalar }}=0$.
Proof. To show the first claim, as $n \notin I$, it suffices to show that $h_{I J}^{(1)}=0$. Since $J \not \subset I$, it follows that $h_{I J}^{(1)}=0$. The second claim may be shown similarly. Indeed, if $|J \backslash I| \geq 2$, then $h_{I J}^{(k)}=0$ for $k=0,1,2$. Therefore the second claim also holds.

The vector part $M_{I J}^{\text {scalar }}$ will be treated in the next section.
6.4. Step 3: Case-reduction for $M_{I J}^{\text {vect. }}$. In view of Lemma 6.10, we wish to solve $M_{I J}=0$ for all $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$. The aim of this section is to reduce the number of cases for $M_{I J}$ to consider. We would like to emphasize that, consequently, no matter how large $n$ is, it is sufficient to consider at most eleven cases. This is achieved in Proposition 6.19. As in Section 6.3, throughout this section, we assume that $n \geq 1$ and $1 \leq i \leq n$.

As Lemma 6.12 treats $M_{I J}^{\text {scalar }}$ for $M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}$, it suffices to consider $M_{I J}^{\mathrm{vect}}$.

It follows from Proposition 4.9 that, for $\psi=\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$, we have

$$
M_{I J}^{\mathrm{vect}}=\sum_{I^{\prime} \in \mathcal{I}_{n, i}} A_{I I^{\prime}} \psi_{I^{\prime} J}=\sum_{k=0}^{2} \sum_{I^{\prime} \in \mathcal{I}_{n, i}} A_{I I^{\prime}}\left(T_{a-k} g_{k} h_{I^{\prime} J}^{(k)}\right),
$$

where $A_{I I^{\prime}}$ is the vector field given in Lemma 5.3, namely,

$$
A_{I I^{\prime}}= \begin{cases}\operatorname{sgn}(I ; \ell) \frac{\partial}{\partial \zeta_{\ell}} & \text { if }\left(I \backslash I^{\prime}\right) \coprod\left(I^{\prime} \backslash I\right)=\{1, \ell\} \quad(\ell \neq 1),  \tag{6.20}\\ 0 & \text { otherwise } .\end{cases}
$$

Then, in order to evaluate $M_{I J}^{\text {vect }}$, one needs to compute $\sum_{I^{\prime} \in \mathcal{I}_{n, i}} A_{I I^{\prime}} \psi_{I^{\prime} J}$. However, in fact, almost all the terms $A_{I I^{\prime}} \psi_{I^{\prime} J}$ are zero. We formulate it precisely by introducing the definition of $\operatorname{Supp}(I, J ; k)$ as follows.
Definition 6.13. For $I \in \mathcal{I}_{n, i}, J \in \mathcal{I}_{n-1, i-1}$, and $k \in\{0,1,2\}$, define a subset $\operatorname{Supp}(I, J ; k)$ of $\mathcal{I}_{n, i}$ by

$$
\operatorname{Supp}(I, J ; k):=\left\{I^{\prime} \in \mathcal{I}_{n, i}: A_{I I^{\prime}} \neq 0, \text { and } h_{I^{\prime} J}^{(k)} \neq 0\right\}
$$

It follow from (6.15), (6.16), and (6.17) that we have

$$
\operatorname{Supp}(I, J ; k) \subset \begin{cases}\mathcal{I}_{n, i} \backslash \mathcal{I}_{n-1, i} & \text { for } k=0,2, \\ \mathcal{I}_{n-1, i} & \text { for } k=1\end{cases}
$$

By using $\operatorname{Supp}(I, J ; k), M_{I J}^{\text {vect }}$ may be given as follows:

$$
\begin{equation*}
M_{I J}^{\mathrm{vect}}=\sum_{k=0}^{2}\left(\sum_{I^{\prime} \in \operatorname{Supp}(I, J ; k)} A_{I I^{\prime}}\left(T_{a-k} g_{k} h_{I^{\prime} J}^{(k)}\right)\right) \tag{6.21}
\end{equation*}
$$

We now show that if $|J \backslash I|$ is large, then $\operatorname{Supp}(I, J ; k)=\emptyset$ and thus $M_{I J}^{\text {vect }}=0$. Together with the results in Lemma 6.12, this allows us to focus on the cases when $|J \backslash I|$ is small. In fact, it turns out that it suffices to consider only the cases when $|J \backslash I| \in\{0,1\}$, see Lemma 6.15 below.

We first show that if $|J \backslash I| \geq 2$, then $M_{I J}^{\text {vect }}=0$. We prove it in two steps, namely, Lemmas 6.14 and 6.15. The following "triangle inequality" for arbitrary three sets $I, I^{\prime}$, and $J$ is used in the proof for Lemma 6.14.

$$
\begin{equation*}
|J \backslash I| \leq\left|J \backslash I^{\prime}\right|+\left|I^{\prime} \backslash I\right| \tag{6.22}
\end{equation*}
$$

Lemma 6.14. We have the following:
(1) If $|J \backslash I| \geq 2$, then $\operatorname{Supp}(I, J ; k)=\emptyset$ for $k=0,1$.
(2) If $|J \backslash I| \geq 3$, then $\operatorname{Supp}(I, J ; 2)=\emptyset$.

Consequently, if $|J \backslash I| \geq 3$, then $M_{I J}^{\text {vect }}=0$.
Proof. Observe that, for $k=0,1,2$, if $\operatorname{Supp}(I, J ; k) \neq \emptyset$, then there exists $I^{\prime}$ so that $A_{I I^{\prime}} \neq 0$; in particular, $\left|I^{\prime} \backslash I\right|=1$ by (6.20). On the other hand, if $I^{\prime} \in \operatorname{Supp}(I, J ; k)$, then $h_{I^{\prime} J}^{(k)} \neq 0$, and therefore $\left|J \backslash I^{\prime}\right|=0$ for $k=0,1$ and $\left|J \backslash I^{\prime}\right| \leq 1$ for $k=2$ by (6.15)-(6.17). We then get $|J \backslash I| \leq 2$ for $k=0,1$ and $|J \backslash I| \leq 1$ for $k=2$ by (6.22).

Lemma 6.15. If $|J \backslash I|=2$, then $M_{I J}^{\text {vect }}=0$.
Proof. Under the condition $|J \backslash I|=2$, we first observe $\operatorname{Supp}(I, J ; k)=\emptyset$ for $k=0,1$ by Lemma 6.14 (1). Further, for any $I^{\prime} \in \operatorname{Supp}(I, J ; 2), I^{\prime} \ni n$ and $\left|J \backslash I^{\prime}\right| \leq 1$ by (6.17). On the other hand, $\left|J \backslash I^{\prime}\right| \geq|J \backslash I|-\left|I \backslash I^{\prime}\right|=2-1=1$ by (6.20). Hence $\left|J \backslash I^{\prime}\right|=1$.

Assume $n \notin I$. Then $\left(I, I^{\prime}\right)$ must be of the form $I=K \cup\{1\}$ and $I^{\prime}=K \cup\{n\}$ by (6.20), which is impossible because $2=|J \backslash I| \leq|J \backslash K|=\left|J \backslash I^{\prime}\right|=1$. Hence $\operatorname{Supp}(I, J ; 2)=\emptyset$ if $n \notin I$ and $|J \backslash I|=2$.

Assume now $n \in I$. Then there are two cases, namely, $1 \in I$ and $1 \notin I$, and in each case $\operatorname{Supp}(I, J ; 2)$ consists of two elements. Indeed, for $K:=I \cap J \subset \mathcal{I}_{n-1, i-3}$, we have the following.
(1) $I=K \cup\{1, r, n\}, J=K \cup\{p, q\}$ for some $r$ :

$$
\operatorname{Supp}(I, J ; 2)=\{K \cup\{p, r, n\}, K \cup\{q, r, n\}\}
$$

(2) $I=K \cup\{p, q, n\}, J=K \cup\{1, r\}$ for some $r$ :

$$
\operatorname{Supp}(I, J ; 2)=\{K \cup\{1, p, n\}, K \cup\{1, q, n\}\} .
$$

In either case, we have $M_{I J}^{\text {vect }}=0$ if and only if $\zeta_{r}\left(\zeta_{p} \frac{\partial}{\partial \zeta_{q}}-\zeta_{q} \frac{\partial}{\partial \zeta_{p}}\right)\left(T_{a-2} g_{2}\right)=0$, which clearly holds, as $T_{a-2} g_{2}$ is $O(n-1, \mathbb{C})$-invariant. Now the assertion holds.

Remark 6.16. The case that $|J \backslash I|=2$ happens only when $n \geq 5$ and $3 \leq i \leq n-2$.
Now we obtain the following lemma.
Lemma 6.17. If $|J \backslash I| \geq 2$ then $M_{I J}^{\text {vect }}=0$.
Proof. This follows from Lemmas 6.14 and 6.15 .

By Lemmas 6.12 and 6.17, it suffices to focus on $M_{I J}$ with $|J \backslash I| \leq 1$. Observe that among the indices $1,2, \ldots, n$ for $\{1,2, \ldots, n\}$, " 1 " and " $n$ " play special roles for $I$ and $J$, as " 1 " comes from our choice of $N_{1}^{+}$for $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)$and as " $n$ " makes the difference between $M=O(n) \times O(1)$ and $M^{\prime}=O(n-1) \times O(1)$. On the other hand, all the pairs $(I, J) \in \mathcal{I}_{n, i} \times \mathcal{I}_{n-1, i-1}$ with $|J \backslash I| \leq 1$ are classified into $2^{4}(=16)$ cases according to whether each of the following conditions on $(I, J)$ holds or not: $1 \in J, 1 \in I, n \in I$, and $J \subset I$. For simplicity we represent them by quadruples $[ \pm, \pm, \pm, \pm]$ as follows.

Definition 6.18. We mean by quadruples $[ \pm, \pm, \pm, \pm]$ the cases according to whether each condition $1 \in J, 1 \in I, n \in I$, and $J \subset I$ holds.

For instance, by $[-,+,-,+]$, we mean that $(I, J)$ satisfies $1 \notin J, 1 \in I, n \notin I$ and $J \subset I$.

Among $2^{4}(=16)$ cases for $(I, J)$ with $|J \backslash I| \leq 1$, we show that at most eleven cases need to be taken into account, and thus Lemma 6.10 can be refined as follows.

Proposition 6.19. Let $\psi=\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$. The the following two conditions on $\left(g_{0}, g_{1}, g_{2}\right)$ are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)}} *\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I J}=0$ for any $(I, J) \in \mathcal{I}_{n, i} \times \mathcal{I}_{n-1, i-1}$, subject to the eleven cases in Table 6.1:

| TABLE 6.1. |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $I$ | $I, J)$ for $1 \leq i \leq n$ |  |
| $(1)$ | $J \cup\{n\}$ | $J$ | $[ \pm, \pm, \pm, \pm]$ |
| $(2)$ | $K \cup\{1, n\}$ | $K \cup\{p\}$ | ++++ |
| $(3)$ | $K \cup+p, n\}$ | $K \cup\{1\}$ | +-+- |
| $(4)$ | $J \cup\{n\}$ | $J$ | --++ |
| $(5)$ | $K \cup\{p, n\}$ | $K \cup\{q\}$ | --+- |
| $(6)$ | $K \cup\{p, q\}$ | $K \cup\{1\}$ | +--- |
| $(7)$ | $J \cup\{p\}$ | $J$ | ---+ |
| $(8)$ | $J \cup\{p\}$ | $J$ | ++-+ |
| $(9)$ | $K \cup\{1, p\}$ | $K \cup\{q\}$ | -+-- |
| $(10)$ | $J \cup\{1\}$ | $J$ | -+-+ |
| $(11)$ | $K \cup\{1, p, n\}$ | $K \cup\{1, q\}$ | +++- |

For later convenience, we have described in Table 6.1 the general form of $(I, J)$ for types (1)-(11), where each union is disjoint and $1, p, q, n$ are all distinct numbers. By this description, we observe that some of these types do not occur when $i$ or $n-i$ is very small. To be precise, we have:

Remark 6.20. For $i=1, n-1$, or $n$, only the following cases occur:
(a) $i=n:(1)$;
(b) $n=2$ and $i=1$ : (4), (10);
(c) $n \geq 3$ :
(c1) $i=1:(4),(7),(10) ;$
(c2) $i=n-1:(1),(2),(3),(4),(8),(10)$.
Hence Proposition 6.19 includes the following degenerate cases.
Proposition $6.21(i=1)$. The following two conditions on $\left(g_{0}, g_{1}\right)$ are equivalent:
(i) $\widehat{d \pi_{(1, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I J}=0$ for any pair $(I, J) \in \mathcal{I}_{n, 1} \times \mathcal{I}_{n-1,0}$ that belongs to (4), (7), (10) in Table 6.1, namely, for $(I, J)=(\{n\}, \emptyset),(\{p\}, \emptyset)(1 \leq p \leq n-1)$, $(\{1\}, \emptyset)$.

Proposition $6.22(i=n)$. The following two conditions on $g_{0}$ are equivalent:
(i) $\widehat{d \pi_{(n, \lambda)}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I J}=0$ for any $(I, J) \in \mathcal{I}_{n, n} \times \mathcal{I}_{n-1, n-1}$ that belongs to (1) in Table 6.1, namely, $(I, J)=(\{1, \ldots, n\},\{1, \ldots, n-1\})$.

The proof of Proposition 6.19 consists of several lemmas; nonetheless, it is basically done in two steps. First we observe that the three cases $[+,-,+,+],[+,-,-,+]$,
and $[-,+,+,+]$ do not exist set-theoretically. We then show that, for the other two cases $[+,+,-,-]$ and $[-,-,-,-]$, we have $M_{I J}=0$.

Lemma 6.23. Set-theoretically, the three cases $[+,-,+,+],[+,-,-,+]$, and $[-,+,+,+]$ do not exist.

Proof. If $1 \in J \subset I$, then $1 \in I$. Therefore $[+,-, \pm,+]$ do not exist. If $J \subset I$ and $n \in I$, then $J=I \backslash\{n\}$; in particular, in the case, if $1 \in I$, then $1 \in J$. Hence, $[-,+,+,+]$ does not exist.

Next we aim to show that $M_{I J}=0$ for $(I, J)$ of type $[+,+,-,-]$ and $[-,-,-,-]$. More generally, we observe that the set $\operatorname{Supp}(I, J ; k)$ (see Definition 6.13) is determined by the types of $[ \pm, \pm, \pm, \pm]$, and actually, this is the reason that we introduced the notation $[ \pm, \pm, \pm, \pm]$ here. The simplest case is $k=0$, where we have

$$
\operatorname{Supp}(I, J ; 0)=\left\{\begin{array}{cc}
J \cup\{n\} & \text { for } \\
\emptyset & {[-,+,-,+] \text { or }[+,-,+,-]} \\
\text { otherwise } .
\end{array}\right.
$$

By using this idea we consider Lemmas 6.24 and 6.25 below.
Lemma 6.24. The following hold.
(1) If $(I, J)$ is of type $[+,+, \pm, \pm]$, then $\operatorname{Supp}(I, J ; 1)=\emptyset$.
(2) If $(I, J)$ is of type $[+,+,-,-]$, then $\operatorname{Supp}(I, J ; k)=\emptyset$ for $k=0,1,2$.

Proof. For the first statement suppose that $1 \in I \cap J$. If $I^{\prime} \in \mathcal{I}_{n, i}$ satisfies $A_{I I^{\prime}} \neq 0$, then $1 \notin I^{\prime}$ as $1 \in I$. Hence $J \not \subset I^{\prime}$ since $1 \in J$. Therefore $h_{I^{\prime} J}^{(1)}=0$.

To show the second statement, it suffices to show that $J \subset I$ if $1 \in J, 1 \in I \not \supset n$, and $\operatorname{Supp}(I, J ; k) \neq \emptyset$ for $k=0$ or 2 . For $k=0,2$, let $I^{\prime} \in \operatorname{Supp}(I, J ; k)$. By (6.20), $I^{\prime}=I \backslash\{1\} \cup\{n\}$ because $1 \in I \not \supset n$ and $n \in I^{\prime}$. Then $\left|J \backslash\left(I^{\prime} \backslash\{n\}\right)\right|=1+|J \backslash I|$ because

$$
J \backslash\left(I^{\prime} \backslash\{n\}\right)=J \backslash(I \backslash\{1\})=\{1\} \cup(J \backslash I)
$$

Since $h_{I^{\prime} J}^{(k)} \neq 0$ implies that $\left|J \backslash\left(I^{\prime} \backslash\{n\}\right)\right| \leq 1$, this shows that $J \subset I$.
Lemma 6.25. The following hold.
(1) If $(I, J)$ is of type $[-,-,-, \pm]$, then $\operatorname{Supp}(I, J ; 0)=\operatorname{Supp}(I, J ; 2)=\emptyset$.
(2) If $(I, J)$ is of type $[-,-,-,-]$, then $\operatorname{Supp}(I, J ; k)=\emptyset$ for $k=0,1,2$.

Proof. For the first statement observe that if $A_{I I^{\prime}} \neq 0$, then $I^{\prime} \subset I \cup\{1\}$ because $1 \notin I$. Since $n \notin I$, we have $n \notin I^{\prime}$, which shows that $\operatorname{Supp}(I, J ; k)=\emptyset$ for $k=0,2$ by 6.18). To show the second statement, it suffices to show that $J \subset I$ if $1 \notin J$, $1 \notin I \nexists n$, and $\operatorname{Supp}(I, J ; 1) \neq \emptyset$. Let $I^{\prime} \in \operatorname{Supp}(I, J ; 1)$. Since $A_{I I^{\prime}} \neq 0$, we have $I^{\prime} \subset I \cup\{1\}$ by 6.20 because $1 \notin I$. Since $h_{I^{\prime} I}^{(1)} \neq 0$, we have $J \subset I^{\prime}$ by 6.16). Thus $J \subset I \cup\{1\}$. Therefore $J \subset I$ as $1 \notin J$.

Lemma 6.26. For the cases $[+,+,-,-]$ and $[-,-,-,-]$, we have $M_{I J}=0$.
Proof. By Lemma 6.12, we have $M_{I J}^{\text {scalar }}=0$. Moreover, it follows from Lemmas 6.24 and 6.25 that $M_{I J}^{\text {vect }}=0$. As $M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}$, this proves the lemma.

Proof for Proposition 6.19. The assertion follows from Lemmas 6.23 and 6.26 .
6.5. Step 4 - Part I: Formulæ for saturated differential equations. The goal of Step 4 is to express the matrix coefficients $M_{I J}$ for $(I, J)$ in Table 6.1 in terms of $L_{r}\left(g_{0}, g_{1}, g_{2}\right)$ for $r=1, \ldots, 7$. In this short section we collect several useful formulæ. The actual expressions for $M_{I J}$ are obtained in the next section.

Recall from (4.4) that we have defined a multi-valued meromorphic function $T_{a} g(\zeta)$ of $n$ variables $\zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ by

$$
\left(T_{a} g\right)(\zeta)=Q_{n-1}\left(\zeta^{\prime}\right)^{\frac{a}{2}} g\left(\frac{\zeta_{n}}{\sqrt{Q_{n-1}\left(\zeta^{\prime}\right)}}\right)
$$

for $a \in \mathbb{N}$ and $g(t) \in \mathbb{C}[t]$, where $Q_{n-1}\left(\zeta^{\prime}\right)=\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}$. As in [21, Sect. 3.2], we say that a differential operator $D$ on $\mathbb{C}^{n}$ is $T$-saturated if there exists an operator $E$ on $\mathbb{C}[t]$ such that the following diagram commutes:


Such an operator $E$ is unique as far as it exists. We denote the operator $E$ by $T_{a}^{\sharp} D$. We allow $D$ to have meromorphic coefficients. We note that

$$
T_{a}^{\sharp}\left(D_{1} \cdot D_{2}\right)=T_{a}^{\sharp}\left(D_{1}\right) \cdot T_{a}^{\sharp}\left(D_{2}\right)
$$

whenever it makes sense. For more general definition of $T$-saturated differential operators see [21, Sect. 3.2].

Lemma 6.27. Let $R_{\ell}^{\mu}$ be the differential operator defined in (4.7) and $\vartheta_{t}=t \frac{d}{d t}$ be the Euler operator. For $a \in \mathbb{N}$ and $g(t) \in \operatorname{Pol}_{a}[t]_{\text {even }}$ (see 4.5), the following hold:
(1) $\left(T_{a} g\right)(\zeta)=Q_{n-1}\left(\zeta^{\prime}\right)\left(T_{a-2} g\right)(\zeta)$,
(2) $T_{a}(t g(t))(\zeta)=\zeta_{n}\left(T_{a-1} g\right)(\zeta)$,
(3) $\quad \frac{\partial}{\partial \zeta_{m}}\left(T_{a} g\right)(\zeta)=\frac{\zeta_{m}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a}\left(\left(a-\vartheta_{t}\right) g\right)(\zeta) \quad(1 \leq m \leq n-1)$,
(4) $\frac{\partial}{\partial \zeta_{n}}\left(T_{a} g\right)(\zeta)=T_{a-1}\left(\frac{d g}{d t}\right)(\zeta)$,
(5) $T_{\ell}^{\sharp}\left(\frac{Q_{n-1}\left(\zeta^{\prime}\right)}{\zeta_{m}} \frac{\partial}{\partial \zeta_{m}}\right)=\ell-\vartheta_{t} \quad(1 \leq m \leq n-1)$,
(6) $T_{\ell}^{\sharp}\left(\frac{Q_{n-1}\left(\zeta^{\prime}\right)}{\zeta_{m}} \widehat{d \pi_{\lambda^{*}}}\left(N_{m}^{+}\right)\right)=R_{\ell}^{\lambda-\frac{n-1}{2}} \quad(1 \leq m \leq n-1)$.

Proof. Formula (6) is a restatement of Lemma 4.7. Formula (5) is shown in [21, Lem. 6.10]. Also (1), ..., (4) can be verified in the same spirit.

Lemma 6.28. For $\mu \in \mathbb{C}$ and $\ell \in \mathbb{N}$, we have

$$
\begin{equation*}
R_{\ell}^{\mu+1}=R_{\ell}^{\mu}+\left(\ell-\vartheta_{t}\right) \tag{6.23}
\end{equation*}
$$

Proof. This immediately follows from the definition of $R_{\ell}^{\mu}$.
6.6. Step 4 - Part II: Explicit formulæ for $M_{I J}$. In this section, by using the formulæ in Lemma 6.27, we express $M_{I J}$ for $(I, J)$ in Table 6.1 in terms of $L_{r} \equiv$ $L_{r}\left(g_{0}, g_{1}, g_{2}\right)$ for $r=1, \ldots, 7$. For $J \in \mathcal{I}_{n, i-1}$, we write $Q_{J}\left(\zeta^{\prime}\right)=\sum_{m \in J} \zeta_{m}^{2}$.

Lemma 6.29. Let $n \geq 3$ and $1 \leq i \leq n$. For each case of (1), ...,(11) in Table6.1, $M_{I J}$ is given as follows:
(1) $M_{I J}=(-1)^{i-1} \zeta_{1}\left(Q_{J}\left(\zeta^{\prime}\right) T_{a-4}\left(L_{1}\right)+T_{a-2}\left(L_{7}-\frac{i-1}{n-1} L_{1}+\frac{n-i}{n-1} L_{4}\right)\right)$,
(2) $M_{I J}=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p}\left(\zeta_{1}^{2} T_{a-4}\left(L_{1}\right)+T_{a-2}\left(L_{6}\right)\right)$,
(3) $M_{I J}=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p}\left(\zeta_{1}^{2} T_{a-4}\left(L_{1}\right)+T_{a-2}\left(L_{4}-L_{6}\right)\right)$,
(4) $M_{I J}=(-1)^{i-1} \zeta_{1}\left(Q_{J}\left(\zeta^{\prime}\right) T_{a-4}\left(L_{1}\right)+T_{a-2}\left(L_{7}-\frac{i-1}{n-1} L_{1}-\frac{i-1}{n-1} L_{4}\right)\right)$,
(5) $M_{I J}=(-1)^{i-1} \operatorname{sgn}(K ; p, q) \zeta_{1} \zeta_{p} \zeta_{q} T_{a-4}\left(L_{1}\right)$,
(6) $M_{I J}=0$,
(7) $M_{I J}=\operatorname{sgn}(J ; p) \zeta_{1} \zeta_{p} T_{a-3}\left(L_{2}\right)$,
(8) $M_{I J}=\operatorname{sgn}(J ; p) \zeta_{1} \zeta_{p} T_{a-3}\left(L_{2}-L_{3}\right)$,
(9) $M_{I J}=\operatorname{sgn}(K ; p, q) \zeta_{p} \zeta_{q} T_{a-3}\left(L_{3}\right)$,
(10) $M_{I J}=\zeta_{1}^{2} T_{a-3}\left(L_{2}\right)+Q_{J}\left(\zeta^{\prime}\right) T_{a-3}\left(L_{3}\right)-T_{a-1}\left(L_{3}+L_{5}\right)$,
(11) $M_{I J}=(-1)^{i-1} \operatorname{sgn}(K ; p, q) \zeta_{1} \zeta_{p} \zeta_{q} T_{a-4}\left(L_{1}\right)$.

Remark 6.30. Suppose $i=1$. Then, only (4), (7), and (10) occur (see Remark 6.20) on one hand, $g_{2}=0$ by (6.14) on the other hand. Therefore $M_{I J}$ in Lemma 6.29 amounts to
(4) $M_{I J}=\zeta_{1}\left(T_{a-2} L_{7}\right)$,
(5) $M_{I J}=\zeta_{1} \zeta_{p}\left(T_{a-3} L_{2}\right)$,
(8) $M_{I J}=\zeta_{1}^{2}\left(T_{a-3} L_{2}\right)-T_{a-1}\left(L_{3}+L_{5}\right)$.

Remark 6.31. Suppose $i=n$. Then only (1) occurs (see Remark 6.20) on one hand, $g_{1}=g_{2}=0$ by (6.14) on the other hand. Therefore, $M_{I J}$ in Lemma 6.29 is given by $M_{I J}=(-1)^{n-1} \zeta_{1} T_{a-2}\left(L_{7}\right)$.

Proof. We only demonstrate two cases explicitly, namely, Cases (3) and (6); the other nine cases can be shown similarly. We choose Case (6) as an easy example and Case (3) as the most complicated example.

Case (6): $I=K \cup\{p, q\}, J=K \cup\{1\}$.
We wish to show that $M_{I J}=0$. Since $n \notin I$, by Lemma 6.11, $M_{I J}^{\text {scalar }}$ is given by

$$
M_{I J}^{\text {scalar }}=\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-1}\left(R_{a-1}^{\lambda-\frac{n-1}{2}} g_{1}\right) h_{I J}^{(1)}+(\lambda+a-1) T_{a-1} g_{1} \frac{\partial h_{I J}^{(1)}}{\partial \zeta_{1}} .
$$

As $I \not \supset J$, we have $h_{I J}^{(1)}(\zeta)=0$ by (6.16). Therefore, $M_{I J}^{\text {scalar }}=0$. To evaluate $M_{I J}^{\text {vect }}$, observe that we have

$$
\begin{aligned}
& \operatorname{Supp}(I, J ; 0)=\emptyset \\
& \operatorname{Supp}(I, J ; 1)=\{K \cup\{1, p\}, K \cup\{1, q\}\} \\
& \operatorname{Supp}(I, J ; 2)=\emptyset
\end{aligned}
$$

It then follows from (6.21) and Lemma 6.27 (1) and (3) that

$$
\begin{aligned}
M_{I J}^{\mathrm{vect}} & =\sum_{k=0,2} \sum_{I^{\prime} \in \operatorname{Supp}(I, J ; k)} A_{I I^{\prime}}\left(T_{a} g_{0} h_{I^{\prime} J}^{(k)}\right)+\sum_{I^{\prime} \in \operatorname{Supp}(I, J ; 1)} A_{I I^{\prime}}\left(T_{a-1} g_{1} h_{I^{\prime} J}^{(1)}\right) \\
& =A_{K \cup\{p, q\}, K \cup\{1, p\}}\left(h_{K \cup\{1, p\}, K \cup\{1\}}^{(1)}(\zeta) T_{a-1} g_{1}\right)+A_{K \cup\{p, q\}, K \cup\{1, q\}}\left(h_{K \cup\{1, q\}, K \cup\{1\}}^{(1)}(\zeta) T_{a-1} g_{1}\right) \\
& =-(\operatorname{sgn}(K \cup\{p\} ; q) \operatorname{sgn}(K ; p)+\operatorname{sgn}(K \cup\{q\} ; p) \operatorname{sgn}(K ; q)) \zeta_{p} \zeta_{q} T_{a-3}\left(\left(a-1-\vartheta_{t}\right) g_{1}\right),
\end{aligned}
$$

which vanishes by Lemma 5.2 (4). Hence we obtain $M_{I J}=M_{I J}^{\text {scalar }}+M_{I J}^{\text {vect }}=0$.
Case (3): $I=K \cup\{p, n\}, J=K \cup\{1\}$.

We wish to show that

$$
\begin{align*}
M_{I J}= & (-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p}\left(\zeta_{1}^{2} T_{a-4}\left(R_{a-2}^{\lambda-\frac{n-3}{2}} g_{2}\right)\right.  \tag{6.24}\\
& \left.+T_{a-2}\left(\left(a-\vartheta_{t}\right) g_{0}-\frac{d g_{1}}{d t}+\left(\lambda+a-i+1-\frac{i-1}{n-1}\left(a-\vartheta_{t}\right)\right) g_{2}\right)\right)
\end{align*}
$$

As in Case (6), we evaluate $M_{I J}^{\text {scalar }}$ and $M_{I J}^{\text {vect }}$, separately. To begin with, we claim that

$$
\begin{equation*}
M_{I J}^{\text {scalar }}=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p}\left(\zeta_{1}^{2} T_{a-4}\left(R_{a-2}^{\lambda-\frac{n-1}{2}} g_{2}\right)+T_{a-2}\left((\lambda+a-1) g_{2}\right)\right) \tag{6.25}
\end{equation*}
$$

First observe that, as $I \neq J$, we have $h_{I J}^{(0)}(\zeta)=0$. Then, by Lemma 6.11, $M_{I J}^{\text {scalar }}$ is given by

$$
\begin{aligned}
M_{I J}^{\text {scalar }} & =\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-2}\left(R_{a-2}^{\lambda-\frac{n-1}{2}} g_{2}\right) h_{I J}^{(2)}+(\lambda+a-1) T_{a-2} g_{2} \frac{\partial h_{I J}^{(2)}}{\partial \zeta_{1}} \\
& =:(S 1)+(S 2),
\end{aligned}
$$

as $n \in I$. By (1) of Lemma 6.27, we have

$$
\frac{\zeta_{1}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-2}\left(R_{a-2}^{\lambda-\frac{n-1}{2}} g_{2}\right)=\zeta_{1} T_{a-4}\left(R_{a-2}^{\lambda-\frac{n-1}{2}} g_{2}\right) .
$$

Moreover, $h_{I J}^{(2)}(\zeta)$ is given by
$h_{I J}^{(2)}(\zeta)=h_{K \cup\{p, n\}, K \cup\{1\}}^{(2)}(\zeta)=(-1)^{i-1} \operatorname{sgn}(K \cup\{p, n\} ; p) \zeta_{1} \zeta_{p}=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{1} \zeta_{p}$.
Therefore,
$(S 1)=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p} \zeta_{1}^{2} T_{a-4}\left(R_{a-2}^{\lambda-\frac{n-1}{2}} g_{2}\right)$ and $(S 2)=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p} T_{a-2}\left((\lambda+a-1) g_{2}\right)$.
Now (6.25) follows from ( $S 1$ ) and ( $S 2$ ).
To evaluate $M_{I J}^{\text {vect }}$, observe that we have

$$
\begin{align*}
& \operatorname{Supp}(I, J ; 0)=\{K \cup\{1, n\}\} \\
& \operatorname{Supp}(I, J ; 1)=\{K \cup\{1, p\}\} \\
& \operatorname{Supp}(I, J ; 2)=\{K \cup\{1, n\}\} \cup \bigcup_{r \in K}\{(K \backslash\{r\}) \cup\{1, p, n\}\} \tag{6.26}
\end{align*}
$$

Accordingly, we decompose $M_{I J}^{\mathrm{vect}}$ as $M_{I J}^{\mathrm{vect}}=(M 0)+(M 1)+(M 2)$, where we set

$$
\begin{aligned}
(M k) & :=\sum_{I^{\prime} \in \operatorname{Supp}(I, J ; k)} A_{I I^{\prime}}\left(T_{a-k} g_{k} h_{I^{\prime} J}^{(k)}\right), \\
\left(M^{\prime} k\right) & :=(-1)^{i-1} \operatorname{sgn}(K ; p) \zeta_{p}^{-1}(M k)
\end{aligned}
$$

for $k=0,1,2$. We claim that

$$
\begin{align*}
& \left(M^{\prime} 0\right)=T_{a-2}\left(\left(a-\vartheta_{t}\right) g_{0}\right)  \tag{6.27}\\
& \left(M^{\prime} 1\right)=-T_{a-2}\left(\frac{d g_{1}}{d t}\right)  \tag{6.28}\\
& \left(M^{\prime} 2\right)=T_{a-4}\left(\left(a-2-\vartheta_{t}\right) g_{2}\right)-T_{a-2}\left((i-2)+\frac{i-1}{n-1}\left(a-\vartheta_{t}\right) g_{2}\right) \tag{6.29}
\end{align*}
$$

Indeed, for (M0), we have

$$
\begin{aligned}
(M 0) & =\sum_{I^{\prime} \in \operatorname{Supp}(I, J ; 0)} A_{I I^{\prime}}\left(T_{a} g_{0} h_{I^{\prime} J}^{(0)}\right) \\
& =A_{K \cup\{p, n\}, K \cup\{1, n\}}\left(h_{K \cup\{1, n\}, K \cup\{1\}}^{(0)}(\zeta) T_{a} g_{0}\right) \\
& =(-1)^{i-1} \operatorname{sgn}(K ; p) \frac{\partial}{\partial \zeta_{p}}\left(T_{a} g_{0}\right) .
\end{aligned}
$$

Now (6.27) follows from (1) and (3) of Lemma 6.27. (6.28) can be shown similarly.
Then, we have from (6.26)

$$
\begin{aligned}
(M 2)= & \sum_{I^{\prime} \in \operatorname{Supp}(I, J ; 2)} A_{I I^{\prime}}\left(T_{a-2} g_{2} h_{I^{\prime} J}^{(2)}\right) \\
= & A_{K \cup\{p, n\}, K \cup\{1, n\}}\left(h_{K \cup\{1, n\}, K \cup\{1\}}^{(2)} T_{a-2} g_{2}\right) \\
& +\sum_{r \in K} A_{K \cup\{p, n\},(K \backslash\{r\}) \cup\{1, p, n\}}\left(h_{(K \backslash\{r\}) \cup\{1, p, n\}, K \cup\{1\}}^{(2)}(\zeta) T_{a-2} g_{2}\right) .
\end{aligned}
$$

By the formula of $h_{I^{\prime} J}^{(2)}$ in Table 5.1 and a computation of signature

$$
\begin{equation*}
\operatorname{sgn}(K \cup\{p\} ; r) \operatorname{sgn}(K \cup\{p\} ; p, r)=-\operatorname{sgn}(K \cup\{p\} ; p)=-\operatorname{sgn}(K ; p) \tag{6.30}
\end{equation*}
$$

from Lemma 5.2 (1) and (3), we have

$$
\begin{equation*}
\left(M^{\prime} 2\right)=\zeta_{p}^{-1} \frac{\partial}{\partial \zeta_{p}}\left(\widetilde{Q}_{K \cup\{1\}}\left(\zeta^{\prime}\right) T_{a-2} g_{2}\right)-\sum_{r \in K} \frac{\partial}{\partial \zeta_{r}}\left(\zeta_{r} T_{a-2} g_{2}\right) \tag{6.31}
\end{equation*}
$$

where $\widetilde{Q}_{K \cup\{1\}}\left(\zeta^{\prime}\right)=Q_{K \cup\{1\}}\left(\zeta^{\prime}\right)-\frac{i-1}{n-1} Q_{n-1}\left(\zeta^{\prime}\right)$. By applying the formulæ in Lemma 6.27 accordingly, 6.31) is evaluated to

$$
\begin{aligned}
(6.31)= & \zeta_{p}^{-1} \frac{\partial}{\partial \zeta_{p}}\left(\widetilde{Q}_{K \cup\{1\}}\left(\zeta^{\prime}\right) T_{a-2} g_{2}\right)-\sum_{r \in K} \frac{\partial}{\partial \zeta_{r}}\left(\zeta_{r} T_{a-2} g_{2}\right) \\
= & \zeta_{p}^{-1} \frac{\partial}{\partial \zeta_{p}}\left(Q_{K \cup\{1\}}\left(\zeta^{\prime}\right) T_{a-2} g_{2}-\frac{i-1}{n-1} T_{a} g_{2}\right)-\sum_{r \in K}\left(T_{a-2} g_{2}+\zeta_{r}^{2} T_{a-4}\left(\left(a-2-\vartheta_{t}\right) g_{2}\right)\right) \\
= & Q_{K \cup\{1\}}\left(\zeta^{\prime}\right) T_{a-4}\left(\left(a-2-\vartheta_{t}\right) g_{2}-\frac{i-1}{n-1} T_{a-2}\left(\left(a-\vartheta_{t}\right) g_{2}\right)\right. \\
& -\left((i-2) T_{a-2} g_{2}+\left(Q_{K}\left(\zeta^{\prime}\right) T_{a-4}\left(\left(a-2-\vartheta_{t}\right) g_{2}\right)\right)\right. \\
= & \zeta_{1}^{2} T_{a-4}\left(\left(a-2-\vartheta_{t}\right) g_{2}\right)-T_{a-2}\left((i-2)+\frac{i-1}{n-1}\left(a-\vartheta_{t}\right) g_{2}\right)
\end{aligned}
$$

Thus, (6.29) holds.
Now, by using Lemma 6.28, one obtains (6.24) from (6.25), (6.27), (6.28), and (6.29) as $M_{I J}=M_{I J}^{\text {scalar }}+(M 0)+(M 1)+(M 2)$. This completes the proof for Case (3).
6.7. Step 5: Deduction from $M_{I J}=0$ to $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$. In this final step we deduce $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ from $M_{I J}=0$. The following observation is useful.

Lemma 6.32. Let $p_{1}, p_{2}$ be $O(n-1, \mathbb{C})$-invariant polynomials in $\operatorname{Pol}\left(\mathbb{C}^{n}\right)$ and $R \subsetneq$ $\{1, \ldots, n-1\}$. If $\left(\sum_{r \in R} \zeta_{r}^{2}\right) p_{1}+p_{2}=0$, then $p_{1}=p_{2}=0$.
Proof. If $p_{1} \neq 0$, then it follows from the hypothesis that $\sum_{r \in R} \zeta_{r}^{2}=\frac{-p_{2}}{p_{1}}$ is $O(n-$ $1, \mathbb{C})$-invariant. However, since $R \subsetneq\{1, \ldots, n-1\}$, we have $\sum_{r \in R} \zeta_{r}^{2} \notin \operatorname{Pol}\left(\mathbb{C}^{n}\right)^{O(n-1, \mathbb{C})}$. Hence, $p_{1}=0$ and, consequently, $p_{2}=0$.

Proposition 6.33. Let $n \geq 3$ and $1 \leq i \leq n$. Let $g_{k} \in \operatorname{Pol}_{a-k}[t]_{\text {even }}(k=0,1,2)$.
(1) Suppose $i=1$. The following two conditions on $\left(g_{0}, g_{1}\right)$ are equivalent:
(i) $M_{I J}=0$ for all $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$.
(ii) $L_{r}\left(g_{0}, g_{1}, 0\right)=0(r=2,7,9)$.
(2) Suppose $2 \leq i \leq n-1$. The following two conditions on $\left(g_{0}, g_{1}, g_{2}\right)$ are equivalent:
(i) $M_{I J}=0$ for all $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$.
(ii) $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for all $r=1, \ldots, 7$.
(3) Suppose $i=n$. The following two conditions on $\left(g_{0}, g_{1}, g_{2}\right)$ are equivalent:
(i) $M_{I J}=0$ for all $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$.
(ii) $L_{7}\left(g_{0}, g_{1}, g_{2}\right)=0$.

Proof. (1) Suppose $i=1$. Then the equivalence follows from Proposition 6.21 and Remark 6.30,
(2) Suppose $2 \leq i \leq n-2$. By Proposition 6.19, we can replace condition (i) with the condition that $M_{I J}=0$ for all $(I, J)$ in (1),.., (11) in Table 6.1. By Lemma 6.29, the implication from (ii) to (i) is then clear. The other implication also easily follows from Lemmas 6.29 and 6.32 , as $T_{b}(g(t))$ is $O(n-1, \mathbb{C})$-invariant for any $b \in \mathbb{N}$ (see (4.6). For $i=n-1$, we can replace condition (i) with the condition that $M_{I J}=0$ for the six cases $(1), \ldots,(4),(8),(10)$ in Table 6.1, as we saw in (c2) of Remark 6.20. If $M_{I J}=0$ for the six cases, we still get $L_{r}\left(g_{0}, g_{1}, g_{2}\right)=0$ for $r=1,2, \ldots, 7$ by Lemmas 6.29 and 6.32. Thus the implication $(\mathrm{i}) \Rightarrow$ (ii) is verified also for $i=n-1$. The converse implication is clear.
(3) Suppose $i=n$. The equivalence follows from Proposition 6.22 and Remark 6.31 with the same argument as above.

Now we give a proof for Theorem 6.5, as a summary of this section.
Proof for Theorem 6.5. The equivalence of the statements follow from Lemma 3.4, Lemma 6.10, and Propositions 6.19 and 6.33.
7. F-SYSTEM FOR SYMMETRY BREAKING OPERATORS $(j=i-2, i+1$ CASE)

In this chapter we solve the F -system for $j=i+1$, and give a complete classification of differential symmetry breaking operators which raise the degree of differential forms by one or decrease the degree by two,

$$
\begin{aligned}
& I(i, \lambda)_{\alpha} \longrightarrow J(i+1, \nu)_{\beta}, \\
& I(i, \lambda)_{\alpha} \longrightarrow J(i-2, \nu)_{\beta},
\end{aligned}
$$

for $\lambda, \nu \in \mathbb{C}$ and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$.
In contrast to the case with $j=i-1, i$ that was treated in Chapter 6, we see that there are not many differential symmetry breaking operators for $j=i-2$ or $i+1$. Here are the main results of this chapter, which are a part of Theorem 1.1 ( $j=i-2, i+1$ case):

Theorem 7.1. Suppose $0 \leq i \leq n-2, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on ( $i, \lambda, \nu, \alpha, \beta$ ) are equivalent:
(i) $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i+1, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim}_{\mathbb{C}} \operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i+1, \nu)_{\beta}\right)=1$.
(iii) $\lambda \in\{0,-1,-2, \cdots\}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$ when $i=0$;
$\lambda=i, \nu=i+1, \beta \equiv \alpha+1 \bmod 2$ when $i \geq 1$.
Theorem 7.2. Suppose $2 \leq i \leq n, \lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then the following three conditions on ( $i, \lambda, \nu, \alpha, \beta$ ) are equivalent:
(i) $\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i-2, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim}_{\mathbb{C}} \operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i-2, \nu)_{\beta}\right)=1$.
(iii) $\lambda \in\{0,-1,-2, \cdots\}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$ when $i=n$; $(\lambda, \nu)=(n-i, n-i+1), \beta \equiv \alpha+1 \bmod 2$ when $2 \leq i \leq n-1$.
For the proof of Theorems 7.1 and 7.2 , we first observe that the latter is derived from the former. In fact, the duality theorem for symmetry breaking operators (see Theorem 2.7) implies that there is a natural bijection:

$$
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i-2, \nu)_{\beta}\right) \simeq \operatorname{Diff}_{G^{\prime}}\left(I(\tilde{i}, \lambda)_{\alpha}, J(\tilde{i}+1, \nu)_{\beta}\right)
$$

where $\tilde{i}:=n-i$. Then it is easy to see that $(\tilde{i}, \lambda, \nu, \alpha, \beta)$ satisfies the condition (iii) in Theorem 7.1 if and only if ( $i, \lambda, \nu, \alpha, \beta$ ) satisfies the condition (iii) in Theorem 7.2, whence we conclude that Theorem 7.2 follows from Theorem 7.1 applied to the right-hand side. The rest of this chapter is devoted to the proof of Theorem 7.1.
7.1. Proof of Theorem 7.1. We have seen in (5.31) that the F-method gives a natural isomorphism

$$
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(i+1, \nu)_{\beta}\right) \simeq \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right)
$$

where $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right)$ is the space of $\operatorname{Hom}_{\mathbb{C}}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{i+1}\left(\mathbb{C}^{n-1}\right)\right)$-valued polynomial solutions on $\mathfrak{n}_{+} \simeq \mathbb{C}^{n}$ to the F-system associated to the outer tensor product representations $\sigma_{\lambda, \alpha}^{(i)}=\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}$ and $\tau_{\nu, \beta}^{(i+1)}=\bigwedge^{i+1}\left(\mathbb{C}^{n-1}\right) \boxtimes(-1)^{\beta} \boxtimes \mathbb{C}_{\nu}$, of $L$ and $L^{\prime}$, respectively. Then Theorem 7.1 is deduced from the following explicit results.
Theorem 7.3. Suppose $0 \leq i \leq n-2$. We recall from (5.27) that $h_{i \rightarrow i+1}^{(1)}: \bigwedge^{i}\left(\mathbb{C}^{n}\right) \longrightarrow$ $\bigwedge^{i+1}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{1}\left(\mathbb{C}^{n-1}\right)$ is a nonzero $O(n-1)$-homomorphism. Let $\lambda, \nu \in \mathbb{C}$, and $\alpha, \beta \in \mathbb{Z} / 2 \mathbb{Z}$. Then

$$
\begin{aligned}
& \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right) \\
= & \begin{cases}\mathbb{C}\left(T_{-\lambda} \widetilde{C}_{-\lambda}^{\lambda-\frac{n-1}{2}}\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right)\right) h_{i \rightarrow i+1}^{(1)} & \text { if } \nu=1,-\lambda \in \mathbb{N}, \beta-\alpha \equiv 1-\lambda \bmod 2, i=0, \\
\mathbb{C} \cdot h_{i \rightarrow i+1}^{(1)} & \text { if }(\lambda, \nu)=(i, i+1), \beta \equiv \alpha+1 \bmod 2,1 \leq i \leq n-2, \\
\{0\} & \text { otherwise. }\end{cases}
\end{aligned}
$$

In order to determine $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right)$, we begin with a description of $\operatorname{Hom}_{L^{\prime}}\left(\sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)} \otimes\right.$ $\left.\operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$.
Lemma 7.4. Suppose that $0 \leq i \leq n-2$. Then,

$$
\begin{aligned}
& \operatorname{Hom}_{L^{\prime}}\left(\sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)} \otimes \operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{n}\right]\right) \\
\simeq & \begin{cases}\left\{\left(T_{\nu-\lambda-1} g\right) h_{i \rightarrow i+1}^{(1)}: g \in \operatorname{Pol}_{\nu-\lambda-1}[t]_{\text {even }}\right\} & \text { if } \nu-\lambda \in \mathbb{N}_{+} \text {and } \beta-\alpha \equiv \nu-\lambda \bmod 2, \\
\{0\} & \text { otherwise } .\end{cases}
\end{aligned}
$$

Proof. The statement follows from Proposition 5.17 and Lemma 5.18.
From now, assume $\nu-\lambda \in \mathbb{N}_{+}$and $\beta-\alpha \equiv \nu-\lambda \bmod 2$. We set

$$
a:=\nu-\lambda
$$

Then it follows from Proposition 4.1 and Lemma 7.4 that we have a bijection:

$$
\left\{g \in \operatorname{Pol}_{a-1}[t]_{\mathrm{even}}: \widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)\left(T_{a-1} g\right) h_{i \rightarrow i+1}^{(1)}=0\right\} \stackrel{\sim}{\rightarrow} \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right),
$$

by $g \mapsto \psi:=\left(T_{a-1} g\right) h_{i \rightarrow i+1}^{(1)}$.
Given $g \in \operatorname{Pol}_{a-1}[t]_{\text {even }}$, we define $\psi$ as above, and polynomials $M_{I \widetilde{I}}$ of $n$ variables $\zeta_{1}, \ldots, \zeta_{n}$ for $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n-1, i+1}$ by

$$
M_{I \widetilde{I}} \equiv M_{I \widetilde{I}}(g):=\left\langle\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi\left(e_{I}\right), e_{\widetilde{I}}^{\vee}\right\rangle
$$

As in Section 4.5, clearly $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$ if and only if $M_{I \widetilde{I}}=0$ for all $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n-1, i+1}$.

Now the proof of Theorem 7.3 is reduced to the following lemma:
Lemma 7.5. Suppose $a:=\nu-\lambda \in \mathbb{N}_{+}, \beta \equiv \alpha+1 \bmod 2$, and $g(t) \in \operatorname{Pol}_{a-1}[t]_{\text {even }}$ is a nonzero polynomial such that $M_{I \tilde{I}}(g)=0$ for all $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n-1, i+1}$.
(1) If $i=0$, then $\lambda=1-a, \nu=1$, and $g$ is proportional to $\widetilde{C}_{a-1}^{\lambda-\frac{n-1}{2}}\left(e^{\frac{\pi v-1}{2}} t\right)$.
(2) If $i \geq 1$, then $\lambda=i, \nu=i+1, a=1$ and $g(t)$ is a constant.

In order to prove Lemma 7.5 , we examine the matrix components $M_{I \widetilde{I}}$ by decomposing

$$
M_{I \tilde{I}}=M_{I \tilde{I}}^{\text {scalar }}+M_{I \tilde{I}}^{\text {vect }}
$$

as in Proposition 4.9 , corresponding to the decomposition of $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)$into the scalar and vector parts. We use the following lemma.
Lemma 7.6. For $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n-1, i+1}$, we set

$$
\psi_{I \tilde{I}}:=\left\langle\psi\left(e_{I}\right), e_{\widetilde{I}}^{\vee}\right\rangle=\left(T_{a-1} g\right)\left\langle h_{i \rightarrow i+1}^{(1)}\left(e_{I}\right), e_{\widetilde{I}}^{\vee}\right\rangle
$$

(1) We have

$$
\psi_{I \widetilde{I}}=\left\{\begin{array}{lll}
\operatorname{sgn}(I ; p)\left(T_{a-1} g\right) \zeta_{p} & \text { if } \widetilde{I}=I \cup\{p\} \\
0 & \text { if } \widetilde{I} \not \supset I
\end{array}\right.
$$

(2) $M_{I \widetilde{I}}^{\text {scalar }}=0$ if $\widetilde{I} \not \supset I$. If $\widetilde{I}=I \cup\{p\}$, then

$$
M_{I \bar{I}}^{\text {scalar }}=\operatorname{sgn}(I ; p)\left(\frac{\zeta_{1} \zeta_{p}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-1}\left(R_{a-1}^{\lambda-\frac{n-1}{2}} g\right)+(\lambda+a-1) \delta_{p 1} T_{a-1} g\right)
$$

where $\delta_{p 1}$ is the Kronecker delta.
(3) The vector part $M_{I \tilde{I}}^{\text {vect }}$ is given by

$$
M_{I \widetilde{I}}^{\mathrm{vect}}=\left\{\begin{array}{lll}
\sum_{q \in I} \operatorname{sgn}(I ; q) \frac{\partial}{\partial \varsigma_{q}} \psi_{I \backslash\{q\} \cup\{1\}, \tilde{I}} & \text { if } & 1 \notin I, \\
\sum_{q \notin I} \operatorname{sgn}(I ; q) \frac{\partial}{\partial \varsigma_{q}} \psi_{I \backslash\{1\} \cup\{q\}, \widetilde{I}} & \text { if } & 1 \in I .
\end{array}\right.
$$

Proof. The first statement is immediate from Table 5.1 on the matrix coefficients of $h_{i \rightarrow j}^{(k)}$. The second statement follows from Proposition 4.4 (1), and the third one from Lemma 5.3 and Proposition 4.9.

We are ready to prove Lemma 7.5 .
Proof of Lemma 7.5. (1) Suppose $i=0$. Then $M_{I \tilde{I}}^{\text {vect }}=0$ by Proposition 3.5. We note that $I=\emptyset$. Let $\widetilde{I}=\{p\}(1 \leq p \leq n-1)$. By Lemma 7.6 (3),

$$
M_{I \widetilde{I}}=M_{\widetilde{I}}^{\text {scalar }}=\frac{\zeta_{1} \zeta_{p}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-1}\left(R_{a-1}^{\lambda-\frac{n-1}{2}} g\right)+\delta_{p 1}(\lambda+a-1)\left(T_{a-1} g\right)
$$

Hence $M_{I \widetilde{I}}=0$ for all $\widetilde{I}=\{p\}$ if and only if

$$
R_{a-1}^{\lambda-\frac{n-1}{2}} g=0 \quad \text { and } \quad \lambda+a-1=0
$$

Thus the first assertion is obtained by Lemma 14.3 about the polynomial solutions to imaginary Gegenbauer differential equation $R_{a-1}^{\lambda-\frac{n-1}{2}} g=0$.
(2) Let $i \geq 1$. Obviously $M_{I \widetilde{I}}=0$ for all $I$ and $\widetilde{I}$ if $g$ is a constant function. In order to prove the converse statement, we choose the following four cases.

Case 1. $I \subset \widetilde{I}$ and $1 \notin \widetilde{I}$.
Case 2. $I \subset \widetilde{I}$ and $1 \in I$.
Case 3. $I \subset \widetilde{I}$ and $1 \notin I, 1 \in \widetilde{I}$.
Case 4. $|I \backslash \widetilde{I}|=1,1 \notin I$, and $1 \in \widetilde{I}$.
First we treat Case 1. We may write $\widetilde{I}=I \cup\{p\}$. By Lemma 7.6, we have

$$
\begin{aligned}
M_{I \bar{I}}^{\text {scalar }} & =\operatorname{sgn}(I ; p) \frac{\zeta_{1} \zeta_{p}}{Q_{n-1}\left(\zeta^{\prime}\right)} T_{a-1}\left(R_{a}^{\lambda-\frac{n-1}{2}} g\right) \\
M_{I \bar{I}}^{\text {vect }} & =0
\end{aligned}
$$

Hence the condition $M_{I \widetilde{I}}=0$ implies

$$
\begin{equation*}
R_{a-1}^{\lambda-\frac{n-1}{2}} g=0 \tag{7.1}
\end{equation*}
$$

Second, we treat Case 2. We may write $\widetilde{I}=I \cup\{p\}$ with $p \neq 1$ and $1 \in I$. By using (7.1), we have $M_{I \tilde{I}}^{\text {scalar }}=0$, whereas Lemma 7.6 (3) shows

$$
M_{I \bar{I}}^{\mathrm{vect}}=\operatorname{sgn}(I ; p) \zeta_{1} \frac{\partial}{\partial \zeta_{p}}\left(T_{a-1} g\right)
$$

Hence the condition $M_{I \widetilde{I}}=0$ implies

$$
\begin{equation*}
\frac{\partial}{\partial \zeta_{p}}\left(T_{a-1} g\right)=0 \tag{7.2}
\end{equation*}
$$

By Lemma $6.27(3), 7.2)$ yields an ordinary differential equation on $g(t)$ :

$$
\begin{equation*}
\left(a-1-\vartheta_{t}\right) g(t)=0 \tag{7.3}
\end{equation*}
$$

where $\vartheta_{t}=t \frac{d}{d t}$. Third, we treat Case 4 before Case 3 . We may write $I=K \cup\{n\}$ and $\widetilde{I}=K \cup\{1, p\}$ with $K \in \mathcal{I}_{n-1, i-1}$ and $p \in\{2, \cdots, n-1\} \backslash K$. Then, again by Lemma 7.6. $M_{I \bar{I}}^{\text {scalar }}=0$ and

$$
\begin{aligned}
M_{\tilde{I}}^{\mathrm{vect}} & =\operatorname{sgn}(I ; n) \frac{\partial}{\partial \zeta_{n}} \psi_{I \backslash\{n\} \cup\{1\}, \tilde{I}} \\
& =-\operatorname{sgn}(K ; p, n) \zeta_{p} \frac{\partial}{\partial \zeta_{n}}\left(T_{a-1} g\right) .
\end{aligned}
$$

Hence the condition $M_{I \tilde{I}}=0$ implies $\frac{\partial}{\partial \zeta_{n}}\left(T_{a-1} g\right)=0$, and therefore we get

$$
T_{a-2}\left(\frac{d g}{d t}\right)=0
$$

by Lemma 6.27 (4). Hence $g(t)$ is a constant. In turn, $a=1$ by (7.3).
Finally, we consider Case 3 , namely, $\widetilde{I}=I \cup\{1\}$. Then

$$
\begin{aligned}
M_{I \bar{I}}^{\text {scalar }} & =(\lambda+a-1) T_{a-1} g \\
M_{I \bar{I}}^{\text {vect }} & =-\sum_{q \in I} \frac{\partial}{\partial \zeta_{q}}\left(T_{a-1} g\right) \zeta_{q}=-i\left(T_{a-1} g\right),
\end{aligned}
$$

where we have used (7.2) for $p \in\{2, \cdots, n-1\}$. Hence we get

$$
M_{I \widetilde{I}}=(\lambda+a-1-i) T_{a-1} g
$$

and conclude $\lambda=i$. Hence the proof of Lemma 7.5 is completed.
Thus we have proved Theorem 7.3, whence Theorem 7.1.

## 8. BASIC OPERATORS IN DIFFERENTIAL GEOMETRY AND CONFORMAL COVARIANCE

In this chapter we collect some elementary properties of basic operators such as the Hodge star operators, the codifferential $d^{*}$, and the interior multiplication $\iota_{N_{Y}(X)}$ by the normal vector field for hypersurfaces $Y$ in pseudo-Riemannian manifolds $X$. These operators are obviously invariant under isometries, but also satisfy certain conformal covariance which we formulate in terms of the representations $\varpi_{u, \delta}^{(i)}(u \in$ $\mathbb{C}, \delta \in \mathbb{Z} / 2 \mathbb{Z})$, see (1.1), of the conformal group on the space $\mathcal{E}^{i}(X)$ of $i$-forms.

The conformal covariance of the Hodge star plays an important role in the classification of differential symmetry breaking operators as we have seen in Theorem 1.1 and shall see in Section 10.3, whereas that of the other operators such as $d, d^{*}$ or $\iota_{N_{Y}(X)}$ is only a small part of the global conformal covariance of our symmetry breaking operators $\mathcal{D}_{u, a}^{i \rightarrow j}$.
8.1. Twisted pull-back of differential forms by conformal transformations. Suppose ( $X, g_{X}$ ) and ( $X^{\prime}, g_{X^{\prime}}$ ) are pseudo-Riemannian manifolds of the same dimension $n$. A local diffeomorphism $\Phi: X \rightarrow X^{\prime}$ is said to be conformal if there exists a positive-valued function $\Omega \equiv \Omega_{\Phi}$ (conformal factor) on $X$ such that

$$
\Phi^{*}\left(g_{X^{\prime}, \Phi(x)}\right)=\Omega(x)^{2} g_{X, x} \quad \text { for all } x \in X
$$

We define a locally constant function $\operatorname{or}(\Phi)$ on $X$ by

$$
\operatorname{or}(\Phi)(x) \equiv \operatorname{or}_{X}(\Phi)(x)= \begin{cases}1 & \text { if } \Phi_{* x}: T_{x} X \longrightarrow T_{\Phi(x)} X \text { is orientation-preserving },  \tag{8.1}\\ -1 & \text { if } \Phi_{* x}: T_{x} X \longrightarrow T_{\Phi(x)} X \text { is orientation-reversing }\end{cases}
$$

The twisted pull-back $\Phi_{u, \delta}^{*} \equiv\left(\Phi_{u, \delta}^{(i)}\right)^{*}$ with parameters $u \in \mathbb{C}$ and $\delta \in \mathbb{Z} / 2 \mathbb{Z}$ on $i$-forms is defined by

$$
\begin{equation*}
\Phi_{u, \delta}^{*}: \mathcal{E}^{i}\left(X^{\prime}\right) \longrightarrow \mathcal{E}^{i}(X), \quad \alpha \mapsto \operatorname{or}(\Phi)^{\delta} \Omega^{u} \Phi^{*} \alpha \tag{8.2}
\end{equation*}
$$

If $X=X^{\prime}$ and $G$ is the conformal group of $X$ acting by $x \mapsto L_{h} x(h \in G)$, then the representation $\varpi_{u, \delta}^{(i)}$ of $G$ on $\mathcal{E}^{i}(X)$ introduced in (1.1) is written as

$$
\begin{equation*}
\varpi_{u, \delta}^{(i)}(h)=\left(\left(L_{h^{-1}}\right)_{u, \delta}^{(i)}\right)^{*} . \tag{8.3}
\end{equation*}
$$

### 8.2. Hodge star operators under conformal transformations.

We recall the standard notion of the Hodge star operator, and fix some notations. Given an oriented real vector space $V$ of dimension $n=p+q$ equipped with a
nondegenerate symmetric bilinear form $\langle$,$\rangle of signature (p, q)$, we have canonical isomorphisms $V \simeq V^{\vee}$ and $\bigwedge^{n} V \simeq \mathbb{R}$. Then the natural perfect pairing

$$
\bigwedge^{i} V \times \bigwedge^{n-i} V \longrightarrow \bigwedge^{n} V \simeq \mathbb{R} \quad(0 \leq i \leq n)
$$

gives rise to the $i$-th Hodge star operator

$$
\begin{equation*}
*: \bigwedge^{i} V \rightarrow\left(\bigwedge^{n-i} V\right)^{\vee} \simeq \bigwedge^{n-i} V^{\vee} \tag{8.4}
\end{equation*}
$$

Equivalently, for any $\omega, \eta \in \bigwedge^{i} V$,

$$
\omega \wedge * \eta=\langle\omega, \eta\rangle_{i} \mathrm{vol},
$$

where $\langle,\rangle_{i}$ denotes the nondegenerate symmetric bilinear form on $\bigwedge^{i} V$ induced by

$$
\left\langle u_{1} \wedge \cdots \wedge u_{i}, v_{1} \wedge \cdots \wedge v_{i}\right\rangle_{i}=\operatorname{det}\left(\left\langle u_{k}, v_{\ell}\right\rangle\right)
$$

and vol $\in \bigwedge^{n} V$ is the oriented unit.
Suppose $\left\{e_{1}, \cdots, e_{n}\right\}$ is a basis of $V$ such that $\left\langle e_{k}, e_{k}\right\rangle= \pm 1(1 \leq k \leq n)$ and $\left\langle e_{k}, e_{\ell}\right\rangle=0(k \neq \ell)$. If $e_{1} \wedge \cdots \wedge e_{n}$ defines the orientation of $V$, then

$$
\begin{equation*}
* e_{I}=(-1)^{\operatorname{neg}(I)} \varepsilon_{n}(I) e_{I^{c}} \quad \text { for } I \in \mathcal{I}_{n, i} \tag{8.5}
\end{equation*}
$$

where we set $I^{c}:=\{1,2, \cdots, n\} \backslash I$ and

$$
\begin{align*}
\operatorname{neg}(I) & :=\left|\left\{i \in I:\left\langle e_{k}, e_{k}\right\rangle=-1\right\}\right|,  \tag{8.6}\\
\varepsilon(I) \equiv \varepsilon_{n}(I) & :=(-1)^{\left|\left\{(a, b) \in I \times I^{c}: a>b\right\}\right|}=\prod_{a \in I} \operatorname{sgn}\left(I^{c} ; a\right) . \tag{8.7}
\end{align*}
$$

The last equality of (8.7) follows readily from the definition of $\operatorname{sgn}(I ; a)$ (see Definition 5.1). A special case of (8.5) shows $* 1=$ vol. The signature $\varepsilon_{n}: \mathcal{I}_{n, i} \longrightarrow\{ \pm 1\}$ satisfies the following formulæ.

$$
\begin{align*}
\varepsilon_{n}(I) \varepsilon_{n}\left(I^{c}\right) & =(-1)^{i(n-i)}  \tag{8.8}\\
\varepsilon_{n}(I) \varepsilon_{n}(I \backslash\{\ell\}) & =(-1)^{i+\ell} \quad \text { if } \ell \in I,  \tag{8.9}\\
\varepsilon_{n}(J) \varepsilon_{n-1}(J) & =1 \quad \text { if } J \in \mathcal{I}_{n-1, i}\left(\subset \mathcal{I}_{n, i}\right) . \tag{8.10}
\end{align*}
$$

From (8.5) and 8.8), we have

$$
\begin{equation*}
* *=(-1)^{(n-i) i}(-1)^{q} \text { id on } \bigwedge^{i} V \text {. } \tag{8.11}
\end{equation*}
$$

For an oriented pseudo-Riemannian manifold $(X, g)$ of dimension $n$, the Hodge star operator is a linear map

$$
*_{X} \equiv *: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{n-i}(X)
$$

induced from the bijection $*_{X, x}: \bigwedge^{i} T_{x}^{\vee} X \longrightarrow \bigwedge^{n-i} T_{x}^{\vee} X$ for the cotangent space $T_{x}^{\vee} X$ at every $x \in X$. If $\omega, \eta \in \mathcal{E}^{i}(X)$ and if at least one of the supports of $\omega$ or $\eta$ is compact, we set

$$
\begin{equation*}
(\omega, \eta):=\int_{X} \omega \wedge * \eta . \tag{8.12}
\end{equation*}
$$

We continue a review on basic notion and results. The codifferential $d^{*}: \mathcal{E}^{i}(X) \longrightarrow$ $\mathcal{E}^{i-1}(X)$ is given by

$$
\begin{equation*}
d^{*}=(-1)^{i} *^{-1} d *=(-1)^{n i+n+1}(-1)^{q} * d *=(-1)^{n+i+1} * d *^{-1} \tag{8.13}
\end{equation*}
$$

if the signature of the pseudo-Riemannian metric is $(n-q, q)$. The second and third identities follow from (8.11). Then the codifferential $d^{*}$ is the formal adjoint of the exterior derivative $d$ in the sense that

$$
\left(\omega, d^{*} \eta\right)=(d \omega, \eta) \quad \text { for all } \omega \in \mathcal{E}_{c}^{i}(X) \text { and } \eta \in \mathcal{E}^{i+1}(X)
$$

because $\int_{X} d(\omega \wedge * \eta)=0$.
Lemma 8.1. The following identities hold:

$$
* d d^{*} *^{-1}=d^{*} d, \quad * d^{*} d *^{-1}=d d^{*}
$$

Proof. Use (8.11) and 8.13).
The Hodge Laplacian $\Delta$, also known as the Laplace-de Rham operator, is a differential operator acting on differential forms is given by

$$
\begin{equation*}
\Delta=-\left(d d^{*}+d^{*} d\right) \tag{8.14}
\end{equation*}
$$

Obviously, the Hodge star operator commutes with isometries. More generally, the Hodge star operator has a conformal covariance, which is formulated in terms of the twisted pull-back (8.2) as follows.

Lemma 8.2. Suppose that $\left(X, g_{X}\right)$ and $\left(X^{\prime}, g_{X^{\prime}}\right)$ are oriented pseudo-Riemannian manifolds of the same dimension $n$ and that $\Phi: X \longrightarrow X^{\prime}$ is a conformal map with conformal factor $\Omega \in C^{\infty}(X)$. Then, for any $u \in \mathbb{C}, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$ and $0 \leq i \leq n$, we have

$$
*_{X} \circ\left(\Phi_{u, \varepsilon}^{(i)}\right)^{*}=\left(\Phi_{u-n+2 i, \varepsilon+1}^{(n-i)}\right)^{*} \circ *_{X^{\prime}} \quad \text { on } \mathcal{E}^{i}\left(X^{\prime}\right)
$$

Proof. By $\Phi^{*} g_{X^{\prime}, \Phi(x)}=\Omega(x)^{2} g_{X, x}$, we have the following equality:

$$
\begin{equation*}
*_{X, x} \circ \Phi^{*}=\operatorname{or}(\Phi) \Omega(x)^{-n+2 i} \Phi^{*} \circ *_{X^{\prime}, \Phi(x)} \quad \text { on } \mathcal{E}^{i}\left(X^{\prime}\right) . \tag{8.15}
\end{equation*}
$$

Suppose $\omega \in \mathcal{E}^{i}\left(X^{\prime}\right)$. By the definition (8.2) of $\left(\Phi_{u, \varepsilon}^{(i)}\right)^{*}$, we have

$$
*_{X} \circ\left(\Phi_{u, \varepsilon}^{(i)}\right)^{*} \omega=*_{X}\left(\operatorname{or}(\Phi)^{\varepsilon} \Omega^{u} \Phi^{*} \omega\right) .
$$

By (8.15), the right-hand side is equal to

$$
\operatorname{or}(\Phi)^{\varepsilon} \Omega^{u} \operatorname{or}(\Phi) \Omega^{-u+2 i} \Phi^{*}\left(*_{X^{\prime}} \omega\right)=\left(\Phi_{u-n+2 i, \varepsilon+1}^{(u-i)}\right)^{*}\left(*_{X^{\prime}} \omega\right) .
$$

Hence the lemma is proved.
By Lemma 8.2 and $\sqrt{8.3}$ ), the Hodge star operator can be considered as an intertwining operator of the representations $\left(\varpi_{u, \varepsilon}^{(i)}, \mathcal{E}^{i}(X)\right)$ of the conformal group of $X$ :

Proposition 8.3. Suppose that $G$ acts conformally on an oriented pseudo-Riemannian manifold $X$ of dimension $n$. Let $u \in \mathbb{C}$ and $\varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$. Then the Hodge star operator

$$
*: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{n-i}(X)
$$

intertwines the two representations $\varpi_{u, \varepsilon}^{(i)}$ and $\varpi_{u-n+2 i, \varepsilon+1}^{(n-i)}$ of $G$, i.e.

$$
* \circ \varpi_{u, \varepsilon}^{(i)}(h)=\varpi_{u-n+2 i, \varepsilon+1}^{(n-i)}(h) \circ * \quad \text { for all } h \in G \text {. }
$$

Example 8.4. For $n \geq 2$ the conformal group of the standard Riemannian sphere $X=S^{n}$ is given by $\operatorname{Conf}(X) \simeq O(n+1,1) /\left\{ \pm I_{n+2}\right\}$. The Hodge star operator induces an isomorphism

$$
\mathcal{E}^{i}\left(S^{n}\right)_{\lambda-i, 0} \xrightarrow{\sim} \mathcal{E}^{n-i}\left(S^{n}\right)_{\lambda-n+i, 1}
$$

as $\operatorname{Conf}(X)$-modules by Proposition 8.3. which gives a geometric realization of the $G$-isomorphism between principal series representations

$$
\begin{equation*}
I(i, \lambda)_{i} \xrightarrow{\sim} I(n-i, \lambda)_{i} \otimes \chi_{--} \tag{8.16}
\end{equation*}
$$

(see Lemma 2.2) via (2.12).
The exterior derivative $d$ commutes with any diffeomorphism. By the conformal covariance for the Hodge star operator (Proposition 8.3), we have one for the codifferential $d^{*}$ :

Lemma 8.5. Suppose that $X$ and $X^{\prime}$ are oriented pseudo-Riemennian manifolds of the same dimension n, and that $\Phi: X \longrightarrow X^{\prime}$ is a conformal map with conformal factor $\Omega \in C^{\infty}(X)$.

$$
\begin{align*}
& \text { (1) } d_{X} \circ\left(\Phi_{0, \varepsilon}^{(i)}\right)^{*}=\left(\Phi_{0, \varepsilon}^{(i+1)}\right)^{*} \circ d_{X^{\prime}} \quad \text { on } \mathcal{E}^{i}\left(X^{\prime}\right) . \\
& \text { (2) } d_{X}^{*} \circ\left(\Phi_{n-2 i, \varepsilon}^{(i)}\right)^{*}=\left(\Phi_{n-2 i+2, \varepsilon}^{(i-1)}\right)^{*} \circ d_{X^{\prime}}^{*} \text { on } \mathcal{E}^{i}\left(X^{\prime}\right) . \tag{2}
\end{align*}
$$

Proof. The first statement is obvious because the exterior derivative $d$ commutes with any diffeomorphism. To see the second statement, we recall from (8.13) that $d^{*}=c * d *$ with $c:=(-1)^{n i+n+1}(-1)^{q}$ if the signature of the pseudo-Riemannian
metric is $(n-q, q)$. By Proposition 8.3 and the first statement of this lemma, we have

$$
\begin{aligned}
d_{X}^{*} \circ\left(\Phi_{n-2 i, \varepsilon}^{(i)}\right)^{*} & =c *_{X} \circ d_{X} \circ *_{X} \circ\left(\Phi_{n-2 i, \varepsilon}^{(i)}\right)^{*} \\
& =c *_{X} \circ d_{X} \circ\left(\Phi_{0, \varepsilon+1}^{(n-i)}\right)^{*} \circ *_{X^{\prime}} \\
& =c *_{X} \circ\left(\Phi_{0, \varepsilon+1}^{(n-i+1)}\right)^{*} \circ d_{X^{\prime}} \circ *_{X^{\prime}} \\
& =c\left(\Phi_{n-2 i+2, \varepsilon}^{(i-1)}\right)^{*} \circ *_{X^{\prime}} \circ d_{X^{\prime}} \circ *_{X^{\prime}} \\
& =\left(\Phi_{n-2 i+2, \varepsilon}^{(i-1)}\right)^{*} \circ d_{X^{\prime}}^{*} .
\end{aligned}
$$

Thus the lemma is proved.
The following proposition is immediate from Lemma 8.5.
Proposition 8.6. Suppose $X$ is an oriented pseudo-Riemannian manifold of dimension $n$, and $G$ acts conformally on $X$.
(1) The exterior derivative $d: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{i+1}(X)$ intertwines the two representations $\varpi_{0, \varepsilon}^{(i)}$ and $\varpi_{0, \varepsilon}^{(i+1)}$ of $G$ for $\varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$.
(2) The codifferential $d^{*}: \mathcal{E}^{i+1}(X) \longrightarrow \mathcal{E}^{i}(X)$ intertwines the two representations $\varpi_{n-2 i-2, \varepsilon}^{(i+1)}$ and $\varpi_{n-2 i, \varepsilon}^{(i)}$ of $G$ for $\varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$.

Remark 8.7. We shall prove in Section 12 that there does not exist any nonzero conformally equivariant differential operator $\mathcal{E}^{i}(X)_{u, \delta} \longrightarrow \mathcal{E}^{i+1}(X)_{v, \varepsilon}$ or $\mathcal{E}^{i+1}(X)_{u, \delta} \longrightarrow$ $\mathcal{E}^{i}(X)_{v, \varepsilon}$ other than the differential $d$ or the codifferential $d^{*}$ (up to scalar), respectively, when $X$ is the standard Riemannian sphere $S^{n}$.

Applying the conformal covariance of the Hodge star operator, we obtain a duality theorem for symmetry breaking operators in conformal geometry:

Theorem 8.8 (duality theorem). Suppose $(X, g)$ is an n-dimensional oriented pseudoRiemannian manifold, $Y$ is an m-dimensional submanifold such that $\left.g\right|_{Y}$ is nondegenerate, and $G^{\prime}$ is a group acting conformally on $X$ and leaving $Y$ invariant. Then for any $u, v \in \mathbb{C}, \delta, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$, and $0 \leq i \leq n, 0 \leq j \leq m$ there is a natural bijection

$$
\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{j}(Y)_{v, \varepsilon}\right) \xrightarrow{\sim} \operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{n-i}(X)_{u-n+2 i, \delta+1}, \mathcal{E}^{m-j}(Y)_{v-m+2 j, \varepsilon+1}\right) .
$$

Proof. Let $*_{X}$ and $*_{Y}$ be the Hodge star operators on $(X, g)$ and $\left(Y,\left.g\right|_{Y}\right)$, respectively. Then the assertion of the theorem is deduced from Proposition 8.3, summarized in
the following diagram of $G^{\prime}$-homomorphisms:

8.3. Normal derivatives under conformal transformations. Suppose that $(X, g)$ is an oriented pseudo-Riemannian manifold of dimension $n$, and $Y$ an oriented submanifold of $X$ such that $g_{\mid Y}$ is nondegenerate. Let $G=\operatorname{Conf}(X) \equiv \operatorname{Conf}(X, g)$ be the group of conformal diffeomorphisms of $(X, g)$, and

$$
G^{\prime}=\operatorname{Conf}(X ; Y):=\{h \in G: h Y=Y\} .
$$

As in (8.1), we have group homomorphisms

$$
\text { or }_{X}: G \longrightarrow\{ \pm 1\}, \quad \text { or } Y: G^{\prime} \longrightarrow\{ \pm 1\}
$$

depending on whether or not the transformation preserves the orientation of $X, Y$, respectively.

We begin with the conformal invariance of the restriction map Rest ${ }_{Y}$.
Lemma 8.9. Let $X$ and $Y$ be oriented pseudo-Riemannian manifolds as above. Then the restriction map

$$
\operatorname{Rest}_{Y}: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{i}(Y)
$$

is a symmetry breaking operator from the representation $\left.\varpi_{u, \delta}^{(i)}\right|_{G^{\prime}}$ of $G$ restricted to $G^{\prime}$ to the representation $\varpi_{u, \varepsilon}^{(i)}$ of $G^{\prime}$ for all $u \in \mathbb{C}$ if $\delta \equiv \varepsilon \equiv 0 \bmod 2$.
Proof. We consider the condition on $(u, v ; \delta, \varepsilon) \in \mathbb{C}^{2} \times(\mathbb{Z} / 2 \mathbb{Z})^{2}$ such that Rest $_{Y}$ intertwines $\left.\varpi_{u, \delta}^{(i)}\right|_{G^{\prime}}$ and $\varpi_{v, \varepsilon}^{(i)}$. For $h \in G^{\prime}$ and $\eta \in \mathcal{E}^{i}(X)$,

$$
\begin{aligned}
& \varpi_{v, \varepsilon}^{(i)}(h) \circ \operatorname{Rest}_{Y} \eta=\operatorname{or}_{Y}(h)^{\varepsilon} \Omega\left(h^{-1}, \operatorname{Rest}_{Y} \cdot\right)^{v}\left(L_{h^{-1}}\right)^{*} \operatorname{Rest}_{Y} \eta, \\
& \operatorname{Rest}_{Y} \circ \varpi_{u, \delta}^{(i)}(h) \eta=\operatorname{or}_{X}(h)^{\delta} \Omega\left(h^{-1}, \operatorname{Rest}_{Y} \cdot\right)^{u}\left(L_{h^{-1}}\right)^{*} \operatorname{Rest}_{Y} \eta,
\end{aligned}
$$

by the definition (1.1). Hence the right-hand sides of the two equalities coincide for any $h \in G^{\prime}$ if $u=v$ and $\delta \equiv \varepsilon \equiv 0 \bmod 2$.

Suppose now that $Y$ is of codimension one in $X$. Then we can define the normal vector field $N_{Y}(X)$ on $Y$ such that

$$
\iota_{N_{Y}(X)} \operatorname{vol}_{X}=(-1)^{n-1} \operatorname{vol}_{Y} \quad \text { on } Y,
$$

where $\operatorname{vol}_{X}$ and $\operatorname{vol}_{Y}$ are the oriented volume forms of $X$ and $Y$, respectively.

Example 8.10. Let $(X, Y)=\left(\mathbb{R}^{n}, \mathbb{R}^{n-1} \times\{0\}\right)$. With the standard orientation for $Y \subset X$, the normal vector field $N_{Y}(X)$ is given by

$$
N_{Y}(X)=\frac{\partial}{\partial x_{n}} \quad \text { on } Y,
$$

because $\iota \frac{\partial}{\partial x_{n}}\left(d x_{1} \wedge \cdots \wedge d x_{n}\right)=(-1)^{n-1} d x_{1} \wedge \cdots \wedge d x_{n-1}$.
Similarly to the pair $X \supset Y$, suppose $Y^{\prime}$ is an oriented hypersurface of a pseudoRiemannian manifold $\left(X^{\prime}, g^{\prime}\right)$. Let $\Phi: X \rightarrow X^{\prime}$ be a conformal map such that $\Phi(Y) \subset$ $Y^{\prime}$. We write $\Omega \equiv \Omega_{\Phi} \in C^{\infty}(X)$ for the conformal factor, namely, $\Phi^{*}\left(g_{X^{\prime}}\right)=\Omega^{2} g_{X}$. By a little abuse of notation, we define $\operatorname{or}_{X / Y}(\Phi) \in\{ \pm 1\}$ by the identity

$$
\begin{equation*}
o r_{X}(\Phi)=o r_{Y}(\Phi) o r_{X / Y}(\Phi) \tag{8.17}
\end{equation*}
$$

where we recall $\operatorname{or}_{X}(\Phi) \in\{ \pm 1\}$ from (8.1), and $\operatorname{or}_{Y}(\Phi) \in\{ \pm 1\}$ is defined similarly for $\left.\Phi\right|_{Y}: Y \longrightarrow Y^{\prime}$. Then, we have the following:

Lemma 8.11. (1) For all $\omega \in \mathcal{E}^{i}\left(X^{\prime}\right)$, we have

$$
\iota_{N_{Y}(X)}\left(\Phi^{*} \omega\right)=\operatorname{or}_{X / Y}(\Phi) \Omega \Phi^{*}\left(\iota_{N_{Y^{\prime}}\left(X^{\prime}\right)} \omega\right) \quad \text { on } Y .
$$

(2) For any $u \in \mathbb{C}$, we have

$$
\left(\operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)}\right) \circ\left(\Phi_{u, 1}^{(i)}\right)^{*}=\left(\Phi_{u+1,1}^{(i-1)}\right)^{*} \circ\left(\operatorname{Rest}_{Y^{\prime}} \circ \iota_{N_{Y^{\prime}}\left(X^{\prime}\right)}\right) \quad \text { on } \mathcal{E}^{i}\left(X^{\prime}\right)
$$

Proof. (1) Take $p \in Y$ and local coordinates $\left(x_{1}^{\prime}, \cdots, x_{n}^{\prime}\right)$ on $X^{\prime}$ near $p^{\prime}:=\Phi(p)$ such that $Y^{\prime}$ is given locally by $x_{n}^{\prime}=0$ and that $\left\{\frac{\partial}{\partial x_{1}^{\prime}}, \cdots, \frac{\partial}{\partial x_{n}^{\prime}}\right\}$ forms an oriented orthonormal basis of $T_{p^{\prime}}\left(X^{\prime}\right)$. We set $x_{j}:=x_{j}^{\prime} \circ \Phi$. Then $\left(x_{1}, \cdots, x_{n}\right)$ are local coordinates near $p$ and the submanifold $Y$ is given locally by $x_{n}=0$. Then,

$$
\left\{\Omega(p) \frac{\partial}{\partial x_{1}}, \cdots, \Omega(p) \frac{\partial}{\partial x_{n-2}}, \text { or }_{Y}(\Phi) \Omega(p) \frac{\partial}{\partial x_{n-1}}, \text { or }_{X / Y}(\Phi) \Omega(p) \frac{\partial}{\partial x_{n}}\right\}
$$

is an oriented orthonormal basis of $T_{p} X$. We note that $\left.\frac{\partial}{\partial x_{n}^{\prime}}\right|_{p^{\prime}}$ and $\left.\operatorname{or}_{X / Y}(\Phi) \Omega(p) \frac{\partial}{\partial x_{n}}\right|_{p}$ are the normal vectors to $Y^{\prime}$ in $X^{\prime}$ at $p^{\prime}$, and to $Y$ in $X$ at $p$, respectively.

Let $\omega=f d x_{I}$ be an $i$-form near $p^{\prime}$, where $I \in \mathcal{I}_{n, i}$. Then,

$$
\begin{aligned}
\left.\iota_{N_{Y}(X)}\left(\Phi^{*} \omega\right)\right|_{p} & =\operatorname{or}_{X / Y}(\Phi) f\left(p^{\prime}\right) \iota_{\left.\Omega(p) \frac{\partial}{\partial x_{n}} \right\rvert\, p} d x_{I} \\
& =\left.\operatorname{or}_{X / Y}(\Phi) f\left(p^{\prime}\right) \Omega(p) \iota \frac{\partial}{\partial x_{n}}\right|_{p} d x_{I}, \\
\left.\Omega \Phi^{*}\left(\iota_{N_{Y^{\prime}}\left(X^{\prime}\right)} \omega\right)\right|_{p} & =\Omega(p) \Phi^{*}\left(\left.\iota \frac{\partial}{\partial x_{n}^{\prime}}\right|_{p]} f\left(p^{\prime}\right) d x_{I}^{\prime}\right) \\
& =f\left(p^{\prime}\right) \Omega(p) \Phi^{*}\left(\iota \frac{\partial}{\partial x_{n}^{\prime}} d x_{I}^{\prime}\right) .
\end{aligned}
$$

Hence we have proved

$$
\iota_{N_{Y}(X)}\left(\Phi^{*} \omega\right)=\operatorname{or}_{X / Y}(\Phi) \Omega \Phi^{*}\left(\iota_{N_{Y^{\prime}}\left(X^{\prime}\right)} \omega\right)
$$

for all $p^{\prime} \in Y^{\prime}$ and $\omega \in \mathcal{E}^{i}\left(X^{\prime}\right)$.
(2) We consider the condition on $(u, v ; \delta, \varepsilon) \in \mathbb{C}^{2} \times(\mathbb{Z} / 2 \mathbb{Z})^{2}$ such that

$$
\left(\operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)}\right) \circ\left(\Phi_{u, \delta}^{(i)}\right)^{*}=\left(\Phi_{v, \varepsilon}^{(i-1)}\right)^{*} \circ\left(\operatorname{Rest}_{Y^{\prime}} \circ \iota_{N_{Y^{\prime}}\left(X^{\prime}\right)}\right) \quad \text { on } \mathcal{E}^{i}\left(X^{\prime}\right)
$$

Let $\eta \in \mathcal{E}^{i}\left(X^{\prime}\right)$. Then

$$
\begin{aligned}
\left(\operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)}\right) \circ\left(\Phi_{u, \delta}^{(i)}\right)^{*} \eta & =\operatorname{or}_{X}(\Phi)^{\delta}\left(\operatorname{Rest}_{Y} \circ \Omega\right)^{u} \operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)}\left(\Phi^{*} \eta\right) \\
& =\operatorname{or}_{X}(\Phi)^{\delta}\left(\operatorname{Rest}_{Y} \circ \Omega\right)^{u+1} \operatorname{or}_{X / Y}(\Phi) \operatorname{Rest}_{Y} \circ \Phi^{*}\left(\iota_{N_{Y^{\prime}}\left(X^{\prime}\right)} \eta\right)
\end{aligned}
$$

by the first statement. On the other hand,

$$
\left(\Phi_{v, \varepsilon}^{(i-1)}\right)^{*} \circ\left(\operatorname{Rest}_{Y^{\prime}} \circ \iota_{N_{Y^{\prime}}\left(X^{\prime}\right)}\right) \eta=\operatorname{or}_{Y}(\Phi)^{\varepsilon}\left(\operatorname{Rest}_{Y} \circ \Omega\right)^{v} \operatorname{Rest}_{Y} \circ \Phi^{*}\left(\iota_{N_{Y^{\prime}}\left(X^{\prime}\right)} \eta\right)
$$

because the conformal factor of the map $\left.\Phi\right|_{Y}: Y \longrightarrow Y^{\prime}$ is given by Rest $_{Y} \circ \Omega$. The right-hand sides are equal if

$$
u+1=v, \quad \operatorname{or}_{X}(h)^{\delta} \operatorname{or}_{X / Y}(h)=\operatorname{or}_{Y}(h)^{\varepsilon} .
$$

Hence the second statement follows from the definition (8.17) of or ${ }_{X / Y}$.
As an immediate consequence of Lemma 8.11 (2), we obtain:
Proposition 8.12. Let $G=\operatorname{Conf}(X)$ and $G^{\prime}=\operatorname{Conf}(X ; Y):=\{h \in G: h Y=Y\}$. Then the interior multiplication by a normal vector field

$$
\operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)}: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{i-1}(Y)
$$

yields a symmetry breaking operator from the representation $\varpi_{u, \delta}^{(i)}$ of $G$ to the representation $\varpi_{u+1, \varepsilon}^{(i-1)}$ of the subgroup $G^{\prime}$, for all $u \in \mathbb{C}$ if $\delta \equiv \varepsilon \equiv 1 \bmod 2$.

Remark 8.13. Alternatively, we can reduce the proof of Proposition 8.12 to Lemma 8.9 by Theorem 8.8 and by the following identity:

$$
*_{Y} \circ \operatorname{Rest}_{Y} \circ \iota_{N_{Y}(X)} \circ\left(*_{X}\right)^{-1}=\kappa \operatorname{Rest}_{Y}
$$

with $\kappa= \pm 1$ depending on the signature of $g\left(N_{Y}(X), N_{Y}(X)\right)$. See Lemma 8.19 below for the case $(X, Y)=\left(\mathbb{R}^{n}, \mathbb{R}^{n-1}\right)$.
8.4. Basic operators on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$. In this section, we assume that $Y=\mathbb{R}^{n-1}$ is the hyperplane given by $x_{n}=0$ in the Euclidean space $X=\mathbb{R}^{n}$ equipped with the standard flat Riemannian structure, and collect some basic formulæ for operators $d, d^{*}, *, \iota_{N(Y)}$ and $\operatorname{Rest}_{Y}$ on differential forms $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)(0 \leq i \leq n)$.

By definition, the interior multiplication $\iota \frac{\partial}{\partial x_{n}}$ is given by

$$
\iota_{\frac{\partial}{\partial x_{n}}}\left(f d x_{I}\right)= \begin{cases}0 & \text { if } n \notin I,  \tag{8.18}\\ (-1)^{i-1} f d x_{I \backslash\{n\}} & \text { if } n \in I,\end{cases}
$$

for $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $I \in \mathcal{I}_{n, i}$.
By using the notation $\operatorname{sgn}(I ; \ell)$ (see Definition5.1), the differential $d$ and its formal adjoint $d^{*}$ (codifferential) are given by

$$
\begin{align*}
d_{\mathbb{R}^{n}}\left(f d x_{I}\right) & =\sum_{\ell \notin I} \operatorname{sgn}(I ; \ell) \frac{\partial f}{\partial x_{\ell}} d x_{I \cup\{\ell\}},  \tag{8.19}\\
d_{\mathbb{R}^{n}}^{*}\left(f d x_{I}\right) & =-\sum_{\ell \in I} \operatorname{sgn}(I ; \ell) \frac{\partial f}{\partial x_{\ell}} d x_{I \backslash\{\ell\}} . \tag{8.20}
\end{align*}
$$

Combining (8.19) and (8.20) with Lemma 5.2 (3), we have

$$
\begin{align*}
d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}\left(f d x_{I}\right) & =-\sum_{p \in I} \frac{\partial^{2} f}{\partial x_{p}^{2}} d x_{I}-\sum_{\substack{p \in I \\
q \notin I}} \operatorname{sgn}(I ; p, q) \frac{\partial^{2} f}{\partial x_{p} \partial x_{q}} d x_{I \backslash\{p\} \cup\{q\}},  \tag{8.21}\\
d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\left(f d x_{I}\right) & =-\sum_{q \notin I} \frac{\partial^{2} f}{\partial x_{q}^{2}} d x_{I}+\sum_{\substack{p \in I \\
q \notin I}} \operatorname{sgn}(I ; p, q) \frac{\partial^{2} f}{\partial x_{p} \partial x_{q}} d x_{I \backslash\{p\} \cup\{q\}} . \tag{8.22}
\end{align*}
$$

The Laplacian $\Delta_{\mathbb{R}^{n}}=-\left(d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\right)$ on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)((8.14))$ takes the form

$$
\Delta_{\mathbb{R}^{n}}\left(f d x_{I}\right)=\left(\sum_{j=1}^{n} \frac{\partial^{2} f}{\partial x_{j}^{2}}\right) d x_{I}
$$

We note that the "scalar-valued" operators $\frac{\partial}{\partial x_{n}}$ and $\Delta_{\mathbb{R}^{n}} \in \operatorname{End}\left(\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)\right)$ commute with any of "vector-valued" operators $*_{\mathbb{R}^{n}}, d_{\mathbb{R}^{n}}, d_{\mathbb{R}^{n}}^{*}$, and $\iota \frac{\partial}{\partial x_{n}}$. Here are commutation relations among vector-valued operators $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n}\right)$ :

Lemma 8.14. We have the following identities on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)(0 \leq i \leq n)$.

$$
\begin{aligned}
& \text { (1) } d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}+\iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}=\frac{\partial}{\partial x_{n}} . \\
& \text { (2) } d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+\iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}=0 . \\
& \text { (3) } \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}=d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}^{*}+d_{\mathbb{R}^{n}}^{*} \frac{\partial}{\partial x_{n}} . \\
& \text { (4) } \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}=d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}-d_{\mathbb{R}^{n}}^{*} \frac{\partial}{\partial x_{n}} .
\end{aligned}
$$

Proof. The first and second statements follow from 8.18), 8.19), and 8.20). The third and fourth statements are immediate from (1) and (2).

Next we deal with differential operators from $i$-forms on $\mathbb{R}^{n}$ to $j$-forms on the hyperplane $\mathbb{R}^{n-1}$. We collect commutation relations among $d_{\mathbb{R}^{n}}, d_{\mathbb{R}^{n}}^{*}$ and $\iota \frac{\partial}{\partial x_{n}}$ together with the restriction map Rest $_{x_{n}=0}$.

Lemma 8.15. We have the following identities of operators from $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ to $\mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)$.
(1) $d_{\mathbb{R}^{n-1}} \circ$ Rest $_{x_{n}=0}=$ Rest $_{x_{n}=0} \circ d_{\mathbb{R}^{n}}$.
(2) $d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0}=\operatorname{Rest}_{x_{n}=0} \circ\left(d_{\mathbb{R}^{n}}^{*}+\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right)$.
(3) $d_{\mathbb{R}^{n-1}} d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0}=\operatorname{Rest}_{x_{n}=0} \circ\left(d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}\right)$.
(4) $\quad d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0}=\operatorname{Rest}_{x_{n}=0} \circ\left(\frac{\partial^{2}}{\partial x_{n}^{2}}+d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}-\frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}\right)$.

Proof. (1) Clear. (2) Verified by (8.18) and (8.20). (3) Immediate from (1) and (2).
(4) Applying $d_{\mathbb{R}^{n-1}}^{*}$ to the identity (1), and using Lemma 8.14 (1), we get the fourth statement.
8.5. Transformation rules involving the Hodge star operator and Rest ${ }_{x_{n}=0}$. This section collects some useful formulæ involving the Hodge star operator, in particular, those for $\mathbb{R}^{n}$ and its hyperplane $\mathbb{R}^{n-1}$, see Lemma 8.20 .

We begin with basic formulæ for the conjugation by the Hodge star operator in $\mathbb{R}^{n}$.

Definition 8.16. Given an operator $T: \mathcal{E}^{n-i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{n-j}\left(\mathbb{R}^{n}\right)$, we define a linear operator $T^{\sharp}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n}\right)$ by

$$
T^{\sharp}:=(-1)^{n-i} *_{\mathbb{R}^{n}} \circ T \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} .
$$

Lemma 8.17. The correspondence $T \mapsto T^{\sharp}$ is given as in Table 8.1.

Table 8.1. Correspondence for $T \mapsto T^{\sharp}$

| $T$ | $d_{\mathbb{R}^{n}}$ | $d_{\mathbb{R}^{n}}^{*}$ | $\iota \frac{\partial}{\partial x_{n}}$ | $\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}$ | $-d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}$ | $d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T^{\sharp}$ | $-d_{\mathbb{R}^{n}}^{*}$ | $d_{\mathbb{R}^{n}}$ | $-d x_{n} \wedge$ | $d_{\mathbb{R}^{n}}-\frac{\partial}{\partial x_{n}} d x_{n} \wedge$ | $-\left(d x_{n} \wedge\right) \circ d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}$ | $-d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right)$ |

Proof. The first two formulæ follow from the definition of the Hodge star operator, the codifferential and 8.11), and the last three follow from the first three. We thus only demonstrate the third one, namely,

$$
\begin{equation*}
(-1)^{n-i} *_{\mathbb{R}^{n}} \iota \frac{\partial}{\partial x_{n}}\left(*_{\mathbb{R}^{n}}\right)^{-1}\left(f d x_{I}\right)=-d x_{n} \wedge f d x_{I} \tag{8.23}
\end{equation*}
$$

for $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $I \in \mathcal{I}_{n, i}$. Obviously, both sides vanish if $n \in I$. Suppose $n \notin I$. Then,

$$
(-1)^{n-i} *_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}\left(*_{\mathbb{R}^{n}}\right)^{-1}\left(f d x_{I}\right)=-\varepsilon\left(I^{c}\right) \varepsilon\left(I^{c} \backslash\{n\}\right) f d x_{I \cup\{n\}}
$$

by (8.5) and (8.18), which amounts to $(-1)^{i+1} f d x_{I \cup\{n\}}$ by (8.9). Hence (8.23) is proved.

We introduce a linear operator $\Pi_{n-1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\Pi_{n-1}:=\iota \frac{\partial}{\partial x_{n}} \circ\left(d x_{n} \wedge\right) \tag{8.24}
\end{equation*}
$$

In the coordinates, for $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $I \in \mathcal{I}_{n, i}$, we have

$$
\Pi_{n-1}\left(f d x_{I}\right)=\left\{\begin{array}{lll}
f d x_{I} & \text { if } & n \notin I  \tag{8.25}\\
0 & \text { if } & n \in I
\end{array}\right.
$$

Then we have
Lemma 8.18. The following identities hold on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{align*}
\operatorname{Rest}_{x_{n}=0} \circ \Pi_{n-1} & =\text { Rest }_{x_{n}=0}  \tag{8.26}\\
\left(d x_{n} \wedge\right) \circ \iota \frac{\partial}{\partial x_{n}}+\iota \frac{\partial}{\partial x_{n}} \circ\left(d x_{n} \wedge\right) & =\text { id }  \tag{8.27}\\
*_{\mathbb{R}^{n}} \circ \Pi_{n-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} & =\text { id }-\Pi_{n-1} . \tag{8.28}
\end{align*}
$$

Proof. The first identity follows immediately from (8.25). A simple computation using (8.18) and (8.19) shows the second identity. To see the third identity 8.28), we apply Lemma 8.17. Then

$$
\begin{aligned}
-\left(*_{\mathbb{R}^{n}}\right) \circ \Pi_{n-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} & =\left((-1)^{n-(i-1)} *_{\mathbb{R}^{n}} \circ \iota \frac{\partial}{\partial x_{n}} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}\right) \circ\left((-1)^{n-i} *_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right) \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}\right) \\
& =\left(-d x_{n} \wedge\right) \circ \iota \frac{\partial}{\partial x_{n}}
\end{aligned}
$$

Hence we get 8.28 by (8.24) and 8.27).

By the definition of the interior multiplication, we have the following direct sum decomposition

$$
\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)=\text { Image }\left(d x_{n} \wedge\right) \oplus \operatorname{Ker}\left(\iota \frac{\partial}{\partial x_{n}}\right) .
$$

Then the formulæ 8.25) and 8.27) show that the operators id $-\Pi_{n-1}=\left(d x_{n} \wedge\right) \circ \iota \frac{\partial}{\partial x_{n}}$ and $\Pi_{n-1}=\iota \frac{\partial}{\partial x_{n}} \circ\left(d x_{n} \wedge\right)$ are the first and second projections, respectively.

Next, we consider the conjugation by the two Hodge star operators $*_{\mathbb{R}^{n}}$ and $*_{\mathbb{R}^{n-1}}$ on $\mathbb{R}^{n}$ and $\mathbb{R}^{n-1}$, simultaneously. For this, we observe the following basic formula.

Lemma 8.19. We have

$$
*_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{k+1} \operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} \quad \text { on } \mathcal{E}^{k}\left(\mathbb{R}^{n}\right)
$$

Proof. Fix $I \in \mathcal{I}_{n, k}$ and take $f(x) \equiv f\left(x^{\prime}, x_{n}\right) \in C^{\infty}\left(\mathbb{R}^{n}\right)$. We set $\omega:=f(x) d x_{I}$. By (8.5), we have

$$
\left(*_{\mathbb{R}^{n}}\right)^{-1} \omega=\varepsilon_{n}\left(I^{c}\right) f(x) d x_{I^{c}},
$$

and thus

$$
\operatorname{Rest}_{x_{n}=0} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \omega= \begin{cases}\varepsilon_{n}\left(I^{c}\right) f\left(x^{\prime}, 0\right) d x_{I^{c}} & \text { if } n \in I \\ 0 & \text { otherwise }\end{cases}
$$

In turn, we obtain from (8.10)

$$
*_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \omega= \begin{cases}f\left(x^{\prime}, 0\right) d x_{I \backslash\{n\}} & \text { if } n \in I, \\ 0 & \text { otherwise } .\end{cases}
$$

Now the proposed equality follows from the identity 8.18).
We collect some useful formulæ involving $*_{\mathbb{R}^{n}}$ and $*_{\mathbb{R}^{n-1}}$. All of the operators $T$ in the next lemma decrease the degree of forms by one.

Lemma 8.20. Let $\left(T, T^{b}\right)$ be a pair of linear operators $T: \mathcal{E}^{n-i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{n-i-1}\left(\mathbb{R}^{n}\right)$ and $T^{b}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ such that
(1) $\left(T, T^{b}\right)=\left(T,-\iota \frac{\partial}{\partial x_{n}} T^{\sharp}\right)$ with $T^{\sharp}$ the linear operator defined in Definition 8.16, or
(2) $T$ and $T^{b}$ are given in Table 8.2.

Then they satisfy the following identity:

$$
\begin{equation*}
(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ T \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=\operatorname{Rest}_{x_{n}=0} \circ T^{b} \tag{8.29}
\end{equation*}
$$

TABLE 8.2. Pairs of operators ( $T, T^{b}$ ) satisfying (8.29)

| $T$ | $d_{\mathbb{R}^{n}}^{*}$ | $\iota \frac{\partial}{\partial x_{n}}$ | $-d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}$ | $\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| $T^{b}$ | $-\iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}$ | id | $d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}$ | $d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}$ |

Remark 8.21. We note that $T^{b}$ is not uniquely determined by $T$. For instance, $\left(T, T^{b}\right)=\left(\iota \frac{\partial}{\partial x_{n}}, \Pi_{n-1}\right)$ also satisfies 8.29), as $-\iota \frac{\partial}{\partial x_{n}}\left(\iota \frac{\partial}{\partial x_{n}}\right)^{\sharp}=\Pi_{n-1}$. The choices of $T^{b}$ in Table 8.2 are intended for simple description of differential symmetry breaking operators $\mathcal{D}_{u, \delta}^{\imath \rightarrow \jmath}$, see (1.4)-(1.12).
Proof of Lemma 8.20. (1) We compose the formula

$$
*_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{i} \operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} \quad \text { on } \mathcal{E}^{i+1}\left(\mathbb{R}^{n}\right)
$$

(see Lemma 8.19 (1)) with the defining relation of $T^{\sharp}$ :

$$
*_{\mathbb{R}^{n}} \circ T \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{n-i} T^{\sharp} .
$$

Then we see that $(8.29)$ is equivalent to the relation

$$
\begin{equation*}
\text { Rest }_{x_{n}=0} \circ T^{b}=- \text { Rest }_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} T^{\sharp} . \tag{8.30}
\end{equation*}
$$

Hence the first statement is proved.
(2) For $T=d_{\mathbb{R}^{n}}^{*}$, we have $T^{\sharp}=d_{\mathbb{R}^{n}}$ by the second formula of Lemma 8.17, and therefore $T^{b}=-\iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}$ satisfies 8.29.

For $T=\iota \frac{\partial}{\partial x_{n}}$, we have $T^{\sharp}=-d x_{n} \wedge$ by the third formula of Lemma 8.17, and therefore $-\iota \frac{\partial}{\partial x_{n}} T^{\sharp}=\Pi_{n-1}$ by (8.24). Hence (8.29) holds by 8.26).

For $T=-d_{\mathbb{R}^{n}}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}$, we have $T^{\sharp}=-\left(d x_{n} \wedge\right) \circ d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}$ by the fifth formula of Lemma 8.17, and therefore $-\iota \frac{\partial}{\partial x_{n}} T^{\sharp}=\Pi_{n-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}$. Hence 8.29 holds again by (8.26).

For $T=\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}$, we have $T^{\sharp}=d_{\mathbb{R}^{n}}-\frac{\partial}{\partial x_{n}} d x_{n} \wedge$ by the fourth formula of Lemma 8.17, and therefore

$$
-\iota \frac{\partial}{\partial x_{n}} T^{\sharp}=-\iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\Pi_{n-1} \frac{\partial}{\partial x_{n}}=d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}+\left(\Pi_{n-1}-\mathrm{id}\right) \frac{\partial}{\partial x_{n}}
$$

by Lemma 8.14 (1). Hence 8.29 holds by 8.26 ).
For the operator $T=d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}$, we also need another expression:

Lemma 8.22. For $T=d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}$, the following equality holds as elements in $\operatorname{Hom}_{\mathbb{C}}\left(\mathcal{E}^{i}\left(\mathbb{R}^{n}\right), \mathcal{E}^{i}\left(\mathbb{R}^{n-1}\right)\right)$

$$
\begin{equation*}
(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ T \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \tag{8.31}
\end{equation*}
$$

Proof. By the sixth formula of Lemma 8.17, $T^{\sharp}=-d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right)$. By (8.29) and 8.30), it suffices to show

$$
\begin{equation*}
\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right)=d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \tag{8.32}
\end{equation*}
$$

By Lemma 8.14 (2), the left-hand side of 8.32 ) amounts to

$$
-\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right)
$$

By Lemma 8.15 (2) and by $\left(\frac{\partial}{\partial x_{n}}\right)^{2}=0$, this is equal to

$$
-d_{\mathbb{R}^{n-1}}^{*} \operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}} \circ\left(d x_{n} \wedge\right)
$$

Using Lemma 8.14 (1), and by the obvious identity $\operatorname{Rest}_{x_{n}=0} \circ\left(d x_{n} \wedge\right)=0$, this is equal to

$$
d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} \circ\left(d x_{n} \wedge\right) .
$$

Now the desired equation (8.32) follows from (8.24) and 8.26).
8.6. Symbol maps for differential operators acting on forms. In this section, we relate matrix-valued invariant polynomials

$$
\begin{aligned}
H_{i \rightarrow j}^{(k)} & \in \operatorname{Hom}_{O(N)}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \operatorname{Pol}^{k}\left[\zeta_{1}, \ldots, \zeta_{N}\right]\right), \\
\widetilde{H}_{i \rightarrow j}^{(k)} & \in \operatorname{Hom}_{O(N)}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge_{j}^{j}\left(\mathbb{C}^{N}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{N}\right)\right)
\end{aligned}
$$

(see Section 5.3) with basic operators in differential geometry via the symbol map Symb: $\operatorname{Diff}{ }^{\text {const }}\left(\mathcal{E}^{i}\left(\mathbb{R}^{N}\right), \mathcal{E}^{j}\left(\mathbb{R}^{N}\right)\right) \longrightarrow \operatorname{Hom}_{\mathbb{C}}\left(\bigwedge^{i}\left(\mathbb{C}^{N}\right), \bigwedge^{j}\left(\mathbb{C}^{N}\right) \otimes \operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{N}\right]\right)$. The dimension $N$ will be taken to be $n-1$ in the next section and to be $n$ in Chapter 12.

## Lemma 8.23.

(1) $\operatorname{Symb}\left(d_{\mathbb{R}^{N}}\right)$
$=H_{i \rightarrow i+1}^{(1)}$.
(2) $\operatorname{Symb}\left(d_{\mathbb{R}^{N}}^{*}\right)$
$=-H_{i \rightarrow i-1}^{(1)}$.
(3) $\operatorname{Symb}\left(d_{\mathbb{R}^{N}} d_{\mathbb{R}^{N}}^{*}\right)$
$=-H_{i \rightarrow i}^{(2)}=-\widetilde{H}_{i \rightarrow i}^{(2)}-\frac{i}{N} Q_{N} H_{i \rightarrow i}^{(0)}$.
(4) $\operatorname{Symb}\left(d_{\mathbb{R}^{N}}^{*} d_{\mathbb{R}^{N}}\right) \quad=-Q_{N} H_{i \rightarrow i}^{(0)}+H_{i \rightarrow i}^{(2)}=\widetilde{H}_{i \rightarrow i}^{(2)}+\left(\frac{i}{N}-1\right) Q_{N} H_{i \rightarrow i}^{(0)}$.
(5) $\operatorname{Symb}\left(d_{\mathbb{R}^{N}} d_{\mathbb{R}^{N}}^{*}+d_{\mathbb{R}^{N}}^{*} d_{\mathbb{R}^{N}}\right)=-Q_{N} H_{i \rightarrow i}^{(0)}$.
(6) $\operatorname{Symb}\left(\left(\frac{i}{N}-1\right) d_{\mathbb{R}^{N}} d_{\mathbb{R}^{N}}^{*}+\frac{i}{N} d_{\mathbb{R}^{N}}^{*} d_{\mathbb{R}^{N}}\right)=\widetilde{H}_{i \rightarrow i}^{(2)}$.

Proof. We compare (8.19) with (5.9), which yields the first identity. Likewise, comparing (8.20) with 5.8), we get the second identity.

The third and fourth statements follow from (8.21) and (8.22). The last two identities are now clear.

As a consequence of Lemma 8.23, we give a short proof of Lemma 5.5 which has been postponed.

Proof of Lemma 5.5. Since the symbol map is $O(N)$-equivariant, and since both $d_{\mathbb{R}^{n}}$ and $d_{\mathbb{R}^{n}}^{*}$ commute with $O(N)$-actions, we conclude that all the terms in the righthand sides in Lemma 8.23 are $O(N)$-equivariant maps.

Therefore the bilinear maps $B^{(k)}(k=0,1,2)$ are $O(N)$-equivariant because $\bigwedge^{j}\left(\mathbb{C}^{N}\right)$ is self-dual as an $O(N)$-module.

In Proposition 5.14 we have determined the triple $(i, j, k)$ of nonnegative integers for which the space $\operatorname{Hom}_{O(n-1)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n-1}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n-1}\right)\right)$ is nonzero, and found an explicit basis $h_{i \rightarrow j}^{(k)}$ in (5.24) - 5.27). The next proposition describes differential operators $T_{i \rightarrow j}^{(k)}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{Symb}\left(T_{i \rightarrow j}^{(k)}\right)=h_{i \rightarrow j}^{(k)}$ in all the cases.

Proposition 8.24. We have
Case $j=i-2$.

$$
\text { (1) } h_{i \rightarrow i-2}^{(1)}=\operatorname{Symb}\left(-d_{\mathbb{R}^{n}}^{*} \circ \iota \frac{\partial}{\partial x_{n}}\right) \text {. }
$$

Case $j=i-1$.

$$
\begin{aligned}
& \text { (2) } h_{i \rightarrow i-1}^{(0)}=\operatorname{Symb}\left(\iota \frac{\partial}{\partial x_{n}}\right) \\
& \text { (3) } h_{i \rightarrow i-1}^{(1)}=\operatorname{Symb}\left(-\Pi_{n-1} \circ d_{\mathbb{R}^{n}}^{*}-\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right) \\
& \text { (4) } h_{i \rightarrow i-1}^{(2)}=\operatorname{Symb}\left(\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-\frac{i-1}{n-1} \Delta_{\mathbb{R}^{n-1}}\right) \circ \iota \frac{\partial}{\partial x_{n}}\right)
\end{aligned}
$$

Case $j=i$.

$$
\begin{aligned}
& \text { (5) } h_{i \rightarrow i}^{(0)}=\operatorname{Symb}\left(\Pi_{n-1}\right) \\
& \text { (6) } h_{i \rightarrow i}^{(1)}=\operatorname{Symb}\left(d_{\mathbb{R}^{n}} \circ \iota \frac{\partial}{\partial x_{n}}\right) . \\
& \text { (7) } h_{i \rightarrow i}^{(2)}=\operatorname{Symb}\left(\Pi_{n-1} \circ\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-d_{\mathbb{R}^{n}} \frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}-\frac{i}{n-1} \Delta_{\mathbb{R}^{n-1}}\right)\right)
\end{aligned}
$$

Case $j=i+1$.

$$
\text { (8) } h_{i \rightarrow i+1}^{(1)}=\operatorname{Symb}\left(\Pi_{n-1} \circ d_{\mathbb{R}^{n}}\right)
$$

Proof. We shall prove the formula for $h_{i \rightarrow j}^{(k)}$ according as $k=0,1,2$.

Case $k=0$, namely, (2) and (5). We compare (8.18) with the formula for $h_{i \rightarrow i-1}^{(0)}$ in Table 5.1, and get the second identity. Likewise, comparing 8.25 with the formula for $h_{i \rightarrow i}^{(0)}$ in Table 5.1, we get the fifth identity.

Case $k=1$, namely, (1), (3), (6), and (8).
(1) By (8.18) and 8.20, we have

$$
d_{\mathbb{R}^{n}}^{*} \circ \iota \frac{\partial}{\partial x_{n}}\left(f d x_{I}\right)=(-1)^{i} \sum_{\ell \in I \backslash\{n\}} \operatorname{sgn}(I \backslash\{n\} ; \ell) \frac{\partial f}{\partial x_{\ell}} d x_{I \backslash\{\ell, n\}} \quad \text { for } n \in I
$$

Since $(-1)^{i-1} \operatorname{sgn}(I \backslash\{n\} ; \ell)=-\operatorname{sgn}(I ; \ell, n)$, we get $\operatorname{Symb}\left(d_{\mathbb{R}^{n}} \circ \iota_{\partial x}^{\partial x_{n}}\right)=-h_{i \rightarrow i-2}^{(1)}$ by the formula of $h_{i \rightarrow i-2}^{(1)}$ in Table 5.1.
(3) We apply $\Pi_{n-1}$ to 8.20 , and get

$$
\Pi_{n-1} d_{\mathbb{R}^{n}}^{*}\left(f d x_{I}\right)= \begin{cases}-\sum_{\ell \in I} \operatorname{sgn}(I ; \ell) \frac{\partial f}{\partial x_{\ell}} d x_{I \backslash\{\ell\}} & (n \notin I),  \tag{8.33}\\ -\operatorname{sgn}(I ; n) \frac{\partial f}{\partial x_{n}} d x_{I \backslash\{n\}} & (n \in I) .\end{cases}
$$

In turn, by using (8.20), (8.18) and (8.33), we have

$$
\left(-\Pi_{n-1} \circ d_{\mathbb{R}^{n}}^{*}-\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right)\left(f d x_{I}\right)=\left\{\begin{array}{cc}
\sum_{\ell \in I} \operatorname{sgn}(I ; \ell) \frac{\partial f}{\partial x_{\ell}} d x_{I \backslash\{\ell\}} & (n \notin I), \\
0 & (n \in I)
\end{array}\right.
$$

Comparing this with the formula for $h_{i \rightarrow i-1}^{(1)}$ in Table 5.1 again, we get the third identity. The proofs for (6) and (8) are similar, and we omit them.

Case $k=2$, namely, (4) and (7). Let us prove (4). It follows from Lemma 8.23 (3) and Proposition 8.24 (2) that
$\operatorname{Symb}\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \circ \iota \frac{\partial}{\partial x_{n}}-\frac{i-1}{n-1} \Delta_{\mathbb{R}^{n-1} \iota} \frac{\partial}{\partial x_{n}}\right)=H_{i-1 \rightarrow i-1}^{(2)} \circ h_{i \rightarrow i-1}^{(0)}-\frac{i-1}{n-1} Q_{n-1}\left(\zeta^{\prime}\right) h_{i \rightarrow i-1}^{(0)}$.
By the definitions (5.11) and 5.25), this amounts to

$$
\widetilde{H}_{i-1 \rightarrow i-1}^{(2)} \circ \operatorname{pr}_{i \rightarrow i-1}=h_{i \rightarrow i-1}^{(2)}
$$

The case (7) is similar.

## 9. Identities of scalar-valued differential operators $\mathcal{D}_{\ell}^{\mu}$

In this chapter, we derive identities for the (scalar-valued) differential operators $\mathcal{D}_{\ell}^{\mu}$ (see (1.2) for the definition) systematically from those for the Gegenbauer polynomials given in Appendix. We note that some of the formulæ here were previously known up to the restriction map Rest $x_{x_{n}=0}$, see [11, 15, 19, 22].

Using these identities together with the results of Chapter 8, we study matrixvalued symmetry breaking operators $\mathcal{D}_{u, a}^{i \rightarrow j}$ in details. In particular, the condition for the vanishing of the operators $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ and $\mathcal{D}_{u, a}^{i \rightarrow i}$ (Proposition 1.4) is proved in Section 9.3. and the identity (1.4) 1.5 about the two expressions of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ is proved in Section 9.4. Various functional identities among $\mathcal{D}_{u, a}^{i \rightarrow j}$ are proved in Chapter 13 .
9.1. Homogeneous polynomial inflation $I_{a}$. Suppose $a \in \mathbb{N}$. For $g(t) \in \operatorname{Pol}_{a}[t]_{\text {even }}$ (see (4.5)), we define a polynomial of two variables $x$ and $y$ ( $a$-inflated polynomial of $g$ ) by

$$
\begin{equation*}
I_{a} g(x, y)=x^{\frac{a}{2}} g\left(\frac{y}{\sqrt{x}}\right) . \tag{9.1}
\end{equation*}
$$

Notice that $\left(I_{a} g\right)\left(x^{2}, y\right)$ is a homogeneous polynomial of $x$ and $y$ of degree $a$.
By definition, we have

$$
\begin{align*}
I_{a+1}(t g(t))(x, y) & =y\left(I_{a} g\right)(x, y)  \tag{9.2}\\
\left(I_{a+2} g\right)(x, y) & =x\left(I_{a} g\right)(x, y) \tag{9.3}
\end{align*}
$$

We recall $Q_{n-1}\left(\zeta^{\prime}\right)=\zeta_{1}^{2}+\cdots+\zeta_{n-1}^{2}$ for $\zeta^{\prime}=\left(\zeta_{1}, \ldots, \zeta_{n-1}\right)$, and from (4.4) that $\left(T_{a} g\right)(\zeta)=Q_{n-1}\left(\zeta^{\prime}\right)^{\frac{a}{2}} g\left(\frac{\zeta_{n}}{\sqrt{Q_{n-1}\left(\zeta^{\prime}\right)}}\right)$ is a homogeneous polynomial of $n$-variables $\zeta=$ $\left(\zeta_{1}, \ldots, \zeta_{n-1}, \zeta_{n}\right)$ of degree $a$. By definition, we have the following identity:

$$
\begin{equation*}
\left(T_{a} g\right)(\zeta)=I_{a} g\left(Q_{n-1}\left(\zeta^{\prime}\right), \zeta_{n}\right) \tag{9.4}
\end{equation*}
$$

If we substitute the differential operators $\Delta_{\mathbb{R}^{n-1}}$ and $\frac{\partial}{\partial x_{n}}$ into $I_{a} g(x, y)$, we get a homogeneous differential operator $I_{a} g\left(\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)$ of order $a$. It then follows from (9.4) that its symbol (see (3.3)) is given by

$$
\begin{equation*}
\operatorname{Symb}\left(I_{a} g\left(\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)\right)=T_{a} g \tag{9.5}
\end{equation*}
$$

We recall from (1.2) that $\mathcal{D}_{a}^{\mu}=\left(I_{a} \widetilde{C}_{a}^{\mu}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)$ is a homogeneous differential operator on $\mathbb{R}^{n}$ of order $a$, where $\widetilde{C}_{a}^{\mu}(t)$ is the renormalized Gegenbauer polynomial (see 14.3). Then its symbol is given as follows:

Lemma 9.1. $\operatorname{Symb}\left(\mathcal{D}_{a}^{\mu}\right)=e^{-\frac{\pi \sqrt{-1} a}{2}} T_{a}\left(\widetilde{C}_{a}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} \cdot\right)\right)$.
Proof. Suppose $g(t) \in \operatorname{Pol}_{a}[t]_{\text {even }}$ is of the form $g(t)=e^{-\frac{\pi \sqrt{-1} a}{2}} \varphi\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right)$ with $\varphi(s) \in$ $\mathrm{Pol}_{a}[s]_{\text {even }}$. By definition we have

$$
I_{a} g(x, y)=I_{a} \varphi(-x, y)
$$

and thus $I_{a} g\left(\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)=I_{a} \varphi\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)$. In turn, $\operatorname{Symb}\left(I_{a} \varphi\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)\right)=$ $T_{a} g$ by (9.5). Hence Lemma follows.
9.2. Identities among Juhl's conformally covariant differential operators. The composition $\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{\mu}: C^{\infty}\left(\mathbb{R}^{n}\right) \longrightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right)$ is a conformally covariant differential operator, which we refer to as Juhl's operator. In this section we collect identities for the scalar-valued differential operators $\mathcal{D}_{a}^{\mu}$ that hold before taking the restriction operator Rest $_{x_{n}=0}$ :

- three-term relations for general parameter $\mu$ (Proposition 9.2)
- factorization identities for integral parameter $\mu$ (Proposition 9.3, Lemma 9.4).

Proposition 9.2. Let $a \in \mathbb{N}, \mu \in \mathbb{C}$, and $\gamma(\mu, a)$ be defined as in (1.3). Then we have

$$
\begin{align*}
& \mathcal{D}_{a-2}^{\mu+1} \Delta_{\mathbb{R}^{n-1}}+\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \frac{\partial}{\partial x_{n}}=\frac{a}{2} \mathcal{D}_{a}^{\mu} .  \tag{9.6}\\
& \mathcal{D}_{a-2}^{\mu+1} \frac{\partial}{\partial x_{n}}-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1}+\gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\mu}=0 .  \tag{9.7}\\
& \mathcal{D}_{a-2}^{\mu+1} \Delta_{\mathbb{R}^{n}}+\left(\mu-\frac{1}{2}\right) \mathcal{D}_{a}^{\mu}=\left(\mu+\left[\frac{a}{2}\right]-\frac{1}{2}\right) \mathcal{D}_{a}^{\mu-1} .  \tag{9.8}\\
& \gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \Delta_{\mathbb{R}^{n}}+\left(\mu-\frac{1}{2}\right) \mathcal{D}_{a}^{\mu} \frac{\partial}{\partial x_{n}}=\frac{1}{2}(a+1) \gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a+1}^{\mu-1} .  \tag{9.9}\\
& (\mu+a) \mathcal{D}_{a}^{\mu}-\mathcal{D}_{a-2}^{\mu+1} \Delta_{\mathbb{R}^{n-1}}=\left(\mu+\left[\frac{a+1}{2}\right]\right) \mathcal{D}_{a}^{\mu+1} . \tag{9.10}
\end{align*}
$$

Proof. By using (9.2) and (9.3), we see that these three-term relations for $\mathcal{D}_{a}^{\mu}=$ $\left(I_{a} \widetilde{C}_{a}^{\mu}\right)\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)$ are derived from those for Gegenbauer polynomials $\widetilde{C}_{a}^{\mu}(z)$ that will be proved in Chapter 14 (Appendix). The correspondence is given in the following table:

The (scalar-valued) differential operator $\mathcal{D}_{\ell}^{\mu}$ for specific parameter $\mu$ and $\ell$ may be written as the product of another operator $\mathcal{D}_{\ell^{\prime}}^{\mu^{\prime}}$ and the Laplacian $\Delta_{\mathbb{R}^{n}}\left(\right.$ or $\left.\Delta_{\mathbb{R}^{n-1}}\right)$.

| Identities for $\mathcal{D}_{a}^{\mu}$ | $(9.6)$ | $(9.7)$ | $(9.8)$ | $(9.9)$ | $(9.10)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Identities for $\widetilde{C}_{a}^{\mu}$ | $\boxed{14.19})$ | $(14.21)$ | $(14.17)$ | $(14.16)$ | $(14.15)$ |

For example,

$$
\mathcal{D}_{3}^{\mu}=\Delta_{\mathbb{R}^{n-1}} \mathcal{D}_{1}^{\mu} \text { if } \mu=-2 ; \quad \mathcal{D}_{3}^{\mu}=\Delta_{\mathbb{R}^{n}} \mathcal{D}_{1}^{1-\mu} \text { if } \mu=-\frac{1}{2}
$$

We collect such factorization identities as follows.
For $a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$, we recall from (1.13) that $K_{\ell, a}:=\prod_{k=1}^{\ell}\left(\left[\frac{a}{2}\right]+k\right)$ is a positive integer. For $\ell=0$, we set $K_{\ell, a}=1$.

Proposition 9.3. Let $a, \ell \in \mathbb{N}$. Then

$$
\begin{align*}
K_{\ell, a} \mathcal{D}_{a+2 \ell}^{\frac{1}{2}-\ell} & =\mathcal{D}_{a}^{\frac{1}{2}+\ell} \Delta_{\mathbb{R}^{n}}^{\ell}  \tag{1}\\
K_{\ell, a} \mathcal{D}_{a+2 \ell}^{-a-\ell} & =\mathcal{D}_{a}^{-a-\ell} \Delta_{\mathbb{R}^{n-1}}^{\ell} \tag{2}
\end{align*}
$$

Proof. According to definition (9.1) for every $\ell \in \mathbb{N}$ we have

$$
\begin{equation*}
I_{a+2 \ell}\left(\left(z^{2}-1\right)^{\ell} g\right)(x, y)=\left(y^{2}-x\right)^{\ell}\left(I_{a} g\right)(x, y) \tag{9.11}
\end{equation*}
$$

Thus, applying $I_{a+2 \ell}$ to the identity 14.23 in Proposition 14.11 we get (1).
Similarly, applying $I_{a+2 \ell}$ to (14.22) and using (9.3) we get (2) and conclude the proof.

Analogous formulæ are derived from Proposition 9.3 , and will be used in the proof of Theorems 13.1 and 13.2 .

Lemma 9.4. Let $a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$.
(1) $K_{\ell, a} \mathcal{D}_{a+2 \ell-2}^{-\ell+\frac{3}{2}}=\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{\ell-\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell-1}$.
(2) $4 K_{\ell, a} \gamma\left(\ell+\frac{1}{2}, a-1\right) \gamma\left(-\ell+\frac{1}{2}, a+2 \ell\right) \mathcal{D}_{a+2 \ell-1}^{\frac{3}{2}-\ell}=(a+1)(a+2 \ell) \mathcal{D}_{a+1}^{\ell-\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell}$.
(3) $K_{\ell, a} \mathcal{D}_{a+2 \ell-2}^{-a-\ell+1}=\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell-1}$.
(4) $\gamma(-a, a) K_{\ell, a} \mathcal{D}_{a+2 \ell-1}^{-a-\ell+1}=\gamma(-a-\ell, a) \mathcal{D}_{a-1}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell}$.

Proof. (1) Apply Proposition 9.3 (1) with $\ell$ replaced by $\ell-1$.
(2) We again apply Proposition 9.3 (2) with $a$ replaced by $a+1$ and $\ell$ replaced by $\ell-1$ this time. Then the assertion follows from the identity below

$$
\begin{equation*}
\frac{K_{\ell, a}}{K_{\ell-1, a+1}}=\frac{(a+1)(a+2 \ell)}{4 \gamma\left(\ell+\frac{1}{2}, a-1\right) \gamma\left(-\ell+\frac{1}{2}, a+2 \ell\right)} \tag{9.12}
\end{equation*}
$$

The proof of 9.12 ) is elementary, and we omit it.
Identities (3) and (4) follow from Proposition 9.3 (2) by similar argument as we used for cases (1) and (2) above. We also use an elementary formula

$$
\frac{K_{\ell, a-1}}{K_{\ell, a}}=\frac{\gamma(-a, a)}{\gamma(-a-\ell, a)}
$$

In the rest of this chapter, we apply the three-term relations given in Proposition 9.2
9.3. Proof of Proposition 1.4. Given a linear operator $T: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)$, we define the "matrix component" $T_{I J}$ for $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, j}$ by the identity:

$$
T\left(f d x_{I}\right)=\sum_{J \in \mathcal{I}_{n-1, j}}\left(T_{I J} f\right) d x_{J} .
$$

If $T$ is a differential operator, so is $T_{I J}: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right)$.
We find the $(I, J)$-component of the symmetry breaking operator $\mathcal{D}_{u, a}^{i \rightarrow i-1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow$ $\mathcal{E}^{i-1}\left(\mathbb{R}^{n-1}\right)$ introduced in (1.4) as follows:

Lemma 9.5. For $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i-1}$, we consider
Case 1. $n \in I, J=I \backslash\{n\}$,
Case 2. $n \in I,|J \backslash I|=1$, say $I=K \cup\{p, n\}, J=K \cup\{q\}$,
Case 3. $n \notin I, J \subset I$, say $I=J \cup\{p\}$.
Let $\mu:=u+i-\frac{1}{2}(n-1)$. Then the matrix component $\left(D_{u, a}^{i \rightarrow i-1}\right)_{I J}$ is given as
Case 1. $-\mathcal{D}_{a-2}^{\mu+1} \sum_{p \in I^{c}} \frac{\partial^{2}}{\partial x_{p}^{2}}+\frac{1}{2}(a+u+2 i-n) \mathcal{D}_{a}^{\mu}$,
Case 2. $(-1)^{i-1} \operatorname{sgn}(I ; p, q) \mathcal{D}_{a-2}^{\mu+1}$,
Case 3. $\operatorname{sgn}(I ; p) \gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1}$,
followed by the restriction map $\operatorname{Rest}_{x_{n}=0 .}$ Here $I^{c}=\{1,2, \cdots, n\} \backslash I$ in Case 1. Otherwise, the $(I, J)$ component $\left(D_{u, a}^{i \rightarrow i-1}\right)_{I J}$ vanishes.

Proof. We recall from (1.4) that

$$
\mathcal{D}_{u, a}^{i \rightarrow i-1}=\operatorname{Rest}_{x_{n}=0} \circ\left(-\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2 i-n) \mathcal{D}_{a}^{\mu} \iota \frac{\partial}{\partial x_{n}}\right)
$$

We begin by computing the $(I, J)$-components of the basis elements Rest $_{x_{n}=0} \circ$ $d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}$, Rest $_{x_{n}=0} \circ d_{\mathbb{R}^{n}}^{*}$, and $\operatorname{Rest}_{x_{n}=0} \iota \frac{\partial}{\partial x_{n}}$.

It follows from (8.18), (8.20), and (8.21) that $(I, J)$-components of these operators are given as the entries in the table below, followed by the restriction map Rest ${ }_{x_{n}=0}$ :

|  | $\left(\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}\right)_{I J}$ | $\left(\operatorname{Rest}_{x_{n}=0} d_{\mathbb{R}^{n}}^{*}\right)_{I J}$ | $\left(\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}}\right)_{I J}$ |
| :--- | :---: | :---: | :---: |
| Case 1 | $(-1)^{i} \sum_{p \in I \backslash\{n\}} \frac{\partial^{2}}{\partial x_{p}^{2}}$ | $(-1)^{i} \frac{\partial}{\partial x_{n}}$ | $(-1)^{i-1}$ |
| Case 2 | $(-1)^{i} \operatorname{sgn}(I ; p, q) \frac{\partial^{2}}{\partial x_{p} \partial x_{q}}$ | 0 | 0 |
| Case 3 | 0 | $-\operatorname{sgn}(I ; p) \frac{\partial}{\partial x_{p}}$ | 0. |

Then Cases 2 and 3 of the lemma follow from (1.4). In Case 1 , the $(I, J)$-component of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ is given by

$$
(-1)^{i-1} \operatorname{Rest}_{x_{n}=0} \circ\left(\mathcal{D}_{a-2}^{\mu+1} \sum_{p \in I \backslash\{n\}} \frac{\partial^{2}}{\partial x_{p}^{2}}+\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \frac{\partial}{\partial x_{n}}+\frac{1}{2}(u+2 i-n) \mathcal{D}_{a}^{\mu}\right)
$$

which amounts to

$$
(-1)^{i-1} \operatorname{Rest}_{x_{n}=0} \circ\left(\frac{1}{2}(a+u+2 i-n) \mathcal{D}_{a}^{\mu}+\mathcal{D}_{a-2}^{\mu+1}\left(\sum_{p \in I \backslash\{n\}} \frac{\partial^{2}}{\partial x_{p}^{2}}-\Delta_{\mathbb{R}^{n-1}}\right)\right)
$$

by the three-term relation (9.6) for $\mathcal{D}_{a}^{\mu}$. Thus the lemma is proved.
Lemma 9.5 will be used for the proof of Proposition 1.4 (1). We may deduce Proposition 1.4 (2) from Proposition 1.4 (1) by the duality (10.6), however, we give explicit formulæ for the matrix components of $\mathcal{D}_{u, a}^{i \rightarrow i}$ for later purpose.
Lemma 9.6. For $I \in \mathcal{I}_{n, i}$ and $J \in \mathcal{I}_{n-1, i}$, we consider
Case 1. $n \notin I, J=I$.
Case 2. $n \notin I,|J \backslash I|=1$, say $I=K \cup\{p\}, J=K \cup\{q\}$.
Case 3. $n \in I,|J \backslash I|=1$, say $I=K \cup\{n\}, J=K \cup\{q\}$.
Let $\mu:=u+i-\frac{n-1}{2}$. Then the matrix component $\left(\mathcal{D}_{u, a}^{i \rightarrow i}\right)_{I J}$ is given as
Case 1. $-\mathcal{D}_{a-2}^{\mu+1} \sum_{p \in I} \frac{\partial^{2}}{\partial x_{p}^{2}}+\frac{1}{2}(u+a) \mathcal{D}_{a}^{\mu}$,
Case 2. $-\operatorname{sgn}(I ; p, q) \mathcal{D}_{a-2}^{\mu+1} \frac{\partial^{2}}{\partial x_{p} \partial x_{q}}$,
Case 3. $-\operatorname{sgn}(I ; q, n) \gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \frac{\partial}{\partial x_{q}}$,
followed by the restriction map $\operatorname{Rest}_{x_{n}=0}$. Otherwise, the $(I, J)$-component $\left(\mathcal{D}_{u, a}^{i \rightarrow i}\right)_{I J}$ is equal to zero.

Proof. From the expressions (8.21), 8.18) and (8.19), we have:

|  | $\left(\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}\right)_{I J}$ | $\left(\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}\right)_{I J}$ |
| :--- | :---: | :---: |
| Case 1 | $-\operatorname{Rest}_{x_{n}=0} \circ \sum_{p \in I} \frac{\partial^{2}}{\partial x_{p}^{2}}$ | 0 |
| Case 2 | $-\operatorname{sgn}(I ; p, q) \operatorname{Rest}_{x_{n}=0} \circ \frac{\partial^{2}}{\partial x_{p} p_{x}}$ | 0 |
| Case 3 | $-\operatorname{sgn}(I ; q, n) \operatorname{Rest}_{x_{n}=0} \circ \frac{\partial^{2}}{\partial x_{q} \partial x_{n}}$ | $(-1)^{i-1} \operatorname{sgn}(I ; q) \operatorname{Rest}_{x_{n}=0} \circ \frac{\partial}{\partial x_{q}}$. |

Then Cases 1 and 2 of the lemma follow from (1.6). In Case 3, we also use the identity $\operatorname{sgn}(I ; q, n)=(-1)^{i-1} \operatorname{sgn}(I ; q)$ and the three-term relation 9.7).

We are ready to complete the proof of Proposition 1.4.
Proof of Proposition 1.4. (1). Suppose $i=n$. Then, only Case 1 in Lemma 9.5 occurs. In this case $I^{c}=\emptyset$. Thus $\mathcal{D}_{u, a}^{n \rightarrow n-1}=0$ if and only if $a+u+2 i-n=0$, equivalently, $u=-n-a$.

Suppose $1 \leq i \leq n-1$. Then Cases 1 and 3 in Lemma 9.5 occur, and Case 2 occurs if $2 \leq i \leq n-1$.

First, we see from Lemma 9.5 that $\left(\mathcal{D}_{u, a}^{i \rightarrow i-1}\right)_{I J}=0$ in Case 1 if and only if $\mathcal{D}_{a-2}^{\mu+1}=0$ and $a+u+2 i-n=0$, equivalently, $n-u-2 i=a \in\{0,1\}$.

Second, $\left(\mathcal{D}_{u, a}^{i \rightarrow i-1}\right)_{I J}=0$ in Case 3 if and only if $\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1}=0$. This happens if and only if $a=0$ because $a \in\{0,1\}$. Hence $\mathcal{D}_{u, a}^{i \rightarrow i-1}=0$ implies that $(u, a)=$ $(n-2 i, 0)$. The converse statement also holds because $\left(\mathcal{D}_{u, a}^{i \rightarrow i-1}\right)_{I J}$ vanishes in Case 2 if $a=0$. Thus Proposition 1.4 (1) is proved.
(2). The proof of Proposition 1.4 (2) is similar to the one of (1) by using Lemma 9.6 , and we omit it.
9.4. Two expressions of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$. In this section, we prove in Proposition 9.9 the identity $(1.4)=(1.5)$ for the two expressions of the differential operator $\mathcal{D}_{u, a}^{i \rightarrow i-1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow$ $\mathcal{E}^{i-1}\left(\mathbb{R}^{n-1}\right)$ by using the three-term relations that we established in Section 9.2 .

In order to prove the identity $(1.4)=(1.5)$, we begin with the relationship between the following two triples of matrix-valued differential operators

$$
\left\{d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}, d_{\mathbb{R}^{n}}^{*}, \iota \frac{\partial}{\partial x_{n}}\right\} \quad \text { and } \quad\left\{-d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}, \frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}, \iota \frac{\partial}{\partial x_{n}}\right\}
$$

that map $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ to $\mathcal{E}^{i-1}\left(\mathbb{R}^{n}\right)$.
Lemma 9.7. Suppose $A, B, C, P, Q$ and $R$ are scalar-valued differential operators on $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
P=-A, \quad Q=B-A \frac{\partial}{\partial x_{n}}, \quad R=-A \Delta_{\mathbb{R}^{n-1}}-B \frac{\partial}{\partial x_{n}}+C . \tag{9.13}
\end{equation*}
$$

Then

$$
\begin{equation*}
A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}=P\left(-d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}^{*} d_{\mathbb{R}^{n}}\right)+Q\left(\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}\right)+R \iota \frac{\partial}{\partial x_{n}} . \tag{9.14}
\end{equation*}
$$

Proof. It follows from Lemma 8.14 (1) and (8.14) that

$$
-d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}=d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}-\frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}=-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}-\Delta_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}
$$

Hence the right-hand side of (9.14) is equal to

$$
-P d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}+\left(-P \frac{\partial}{\partial x_{n}}+Q\right) d_{\mathbb{R}^{n}}^{*}+\left(-P \Delta_{\mathbb{R}^{n}}+Q \frac{\partial}{\partial x_{n}}+R\right) \iota \frac{\partial}{\partial x_{n}}
$$

Thus the equality (9.14) holds if

$$
A=-P, \quad B=-P \frac{\partial}{\partial x_{n}}+Q, \quad C=-P \Delta_{\mathbb{R}^{n}}+Q \frac{\partial}{\partial x_{n}}+R
$$

or equivalently if (9.13) is satisfied.
Lemma 9.8. Suppose $\mu \in \mathbb{C}$ and $a \in \mathbb{N}$. Then we have the following identity as linear operators from $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ to $\mathcal{E}^{i-1}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{aligned}
& -\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}\left(\mu+i-\frac{n+1}{2}\right) \mathcal{D}_{a}^{\mu} \iota \frac{\partial}{\partial x_{n}} \\
= & -\mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}-\gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\mu}\left(\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}\right)+\frac{1}{2}\left(\mu+i-\frac{n+1}{2}+a\right) \mathcal{D}_{a}^{\mu} \iota \frac{\partial}{\partial x_{n}} .
\end{aligned}
$$

Proof. By Lemma 9.7 with

$$
A=-\mathcal{D}_{a-2}^{\mu+1}, \quad B=-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1}, \quad C=\frac{1}{2}\left(\mu+i-\frac{n+1}{2}\right) \mathcal{D}_{a}^{\mu}
$$

the proof of Lemma 9.8 reduces to the following identities

$$
\begin{aligned}
& \mathcal{D}_{a-2}^{\mu+1} \frac{\partial}{\partial x_{n}}-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1}=-\gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\mu} \\
& \mathcal{D}_{a-2}^{\mu+1} \Delta_{\mathbb{R}^{n-1}}+\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \frac{\partial}{\partial x_{n}}+\frac{1}{2}\left(\mu+i-\frac{n+1}{2}\right) \mathcal{D}_{a}^{\mu}=\frac{1}{2}\left(\mu+i-\frac{n+1}{2}+a\right) \mathcal{D}_{a}^{\mu} .
\end{aligned}
$$

These are nothing but the three-term relations among the operators $\mathcal{D}_{\ell}^{\lambda}$ that we proved in (9.7) and (9.6), respectively.

We are ready to prove the second expression (1.5) of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$.
Proposition 9.9. As operators $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i-1}\left(\mathbb{R}^{n-1}\right)$, we have $1.4=1.5$.

Proof. It follows from Lemma 8.15 (2) that

$$
\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-1}^{\mu}\left(\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}\right)=d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-1}^{\mu} .
$$

Hence the proposition follows from Lemma 9.8 composed by Rest $x_{x_{n}=0}$.
By the expression (1.4), the symmetry breaking operator $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ takes a simpler form when $i=1$ :

$$
\mathcal{D}_{u, a}^{1 \rightarrow 0}=\operatorname{Rest}_{x_{n}=0}\left(-\gamma\left(u-\frac{n-3}{2}, a\right) \mathcal{D}_{a-1}^{u-\frac{n-5}{2}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2-n) \mathcal{D}_{a}^{u-\frac{n-3}{2}} \iota \frac{\partial}{\partial x_{n}}\right)
$$

because

$$
d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}=0 \quad \text { on } \mathcal{E}^{1}\left(\mathbb{R}^{n}\right),
$$

and so the first term of (1.4) vanishes. On the other hand, by the expression (1.5), we see that the symmetry breaking operator $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ takes a simpler form when $i=n$ :

$$
\begin{equation*}
\mathcal{D}_{u, a}^{n \rightarrow n-1}=\frac{1}{2}(u+n+a) \text { Rest }_{x_{n}=0} \circ \mathcal{D}_{a}^{u+\frac{n+1}{2}} \iota \frac{\partial}{\partial x_{n}}, \tag{9.15}
\end{equation*}
$$

since both the operators

$$
-d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}} \quad \text { and } \quad \operatorname{Rest}_{x_{n}=0} \circ\left(\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}+d_{\mathbb{R}^{n}}^{*}\right)\left(=d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0}\right)
$$

in the first and third terms of (1.5) vanish on $\mathcal{E}^{n}\left(\mathbb{R}^{n}\right)$. This operator is dual (via the Hodge star operator) to the symmetry breaking operator $\mathcal{D}_{u+2 i-n, a}^{0 \rightarrow 0}$ (Juhl's operator) for functions (see Section 10.4).

## 10. Construction of differential symmetry breaking operators

We proved in Proposition 5.19 that there exist nonzero differential symmetry breaking operators from the $G$-representation $I(i, \lambda)_{\alpha}$ to the $G^{\prime}$-representation $J(j, \nu)_{\beta}$ only if

$$
j \in\{i-2, i-1, i, i+1\} .
$$

In this chapter, we complete the proof of Theorem 2.9 which provides explicit formulæ of these symmetry breaking operators. The formulæ are given in the flat picture (2.7), namely, as differential operators $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)$.

By the F-method (see Fact 3.3), we have a natural bijection (see (5.31))

$$
\begin{equation*}
\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \simeq \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(j)}\right) \tag{10.1}
\end{equation*}
$$

where the right-hand side consists of (vector-valued) polynomial solutions to the Fsytem. In the previous chapters, we determined explicitly these polynomial when $j=i-1$ and $i+1$ (see Theorems 6.1 and 7.3 , respectively). Then the proof for Theorem 2.9 is divided into the following two parts:

- For $j=i-1$ and $i+1$, we translate these polynomial solutions into geometric operators acting on differential forms via the symbol map according to the F-method. We show that the resulting symmetry breaking operators coincide with $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}$, respectively.
- For $j=i-2$ and $i$, we use the duality theorem of symmetry breaking operators (Theorem 2.7).
This completes the proof of Theorem $\sqrt[2.9]{ }$. In the next chapter, we shall derive Theorems 1.5-1.8 from Theorem 2.9.
10.1. Proof of Theorem 2.9 in the case $j=i-1$. In this section, we give a proof of Theorem 2.9 in the case $j=i-1$. Suppose that we are in Case 2 of Theorem 2.8, namely,

$$
1 \leq i \leq n, a:=\nu-\lambda(\in \mathbb{N}) \text { and } \beta-\alpha \equiv a \bmod 2
$$

Let $\left(g_{0}, g_{1}, g_{2}\right)$ be the triple of the nonzero polynomials given in Theorem 6.1 so that

$$
\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i-1)}\right)=\mathbb{C} \sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}
$$

We recall that $g_{1}=g_{2}=0$ if $i=n$ or $\lambda=\nu$. By the isomorphism (10.1), the generator $\sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}$ gives rise to a differential symmetry breaking operator, to be denoted by $D$. What remains to prove is that $D$ is a nonzero scalar multiple of
$\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}=\widetilde{\mathcal{D}}_{\lambda-i, \nu-\lambda}^{i \rightarrow i-1}$ defined in $(2.29)$ in the flat coordinates. We set (10.2)

$$
P:= \begin{cases}\mathcal{D}_{a}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}} & \text { if } i=n \\ \iota \frac{\partial}{\partial x_{n}} & \text { if } \lambda=\nu \\ -\mathcal{D}_{a-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n-1}{2}, a\right) \Pi_{n-1} \mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}}^{*}+\frac{\lambda-n+i}{2} \mathcal{D}_{a}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}} & \text { otherwise }\end{cases}
$$

We shall verify

$$
\begin{aligned}
& \text { - } \operatorname{Symb}(P)= \begin{cases}\left(T_{a} g_{0}\right) h_{i \rightarrow i-1}^{(0)} & i=n \text { or } \lambda=\nu, \\
e^{-\frac{\pi \sqrt{-1}(a-2)}{2}} \sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)} & \text { otherwise. }\end{cases} \\
& \text { - } \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}=\text { Rest }_{x_{n}=0} \circ P .
\end{aligned}
$$

By the general theory of the F-method (Fact 3.3), Theorem 2.9 in the case $j=i-1$ follows from these two statements. The second statement is clear from the identity Rest $_{x_{n}=0} \circ \Pi_{n-1}=\operatorname{Rest}_{x_{n}=0}($ see (8.26) ) and the definition (2.29) of the renormalized operator $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}$. The first statement in the case $i=n$ or $\lambda=\nu$ follows directly from the formula for the symbol map given in Lemma 9.1 and Proposition 8.24 (2). Thus the rest of this section will be devoted to a proof of the first statement in the case $i \neq n$ and $\lambda \neq \nu$ (see Lemma 10.2), which requires some few computations.

Let $A, B, C \in \mathbb{C}$, and we set

$$
\begin{aligned}
& g_{2}(t)=\widetilde{C}_{a-2}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right) \\
& g_{1}(t)=e^{-\frac{\pi \sqrt{ }-1}{2}} A \widetilde{C}_{a-1}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right) \\
& g_{0}(t)=e^{-\frac{\pi \sqrt{ }-1}{2}} B t \widetilde{C}_{a-1}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right)+C \widetilde{C}_{a-2}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} t\right) .
\end{aligned}
$$

Lemma 10.1. Let $a \in \mathbb{N}$ and $\mu \in \mathbb{C}$. We set

$$
\begin{aligned}
D_{1} & :=\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\left(C-\frac{i-1}{n-1}\right) \Delta_{\mathbb{R}^{n-1}}\right) \iota \frac{\partial}{\partial x_{n}} \\
D_{2} & :=-A \Pi_{n-1} \circ d_{\mathbb{R}^{n}}^{*}+(-A+B) \frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}
\end{aligned}
$$

Then the symbol of the differential operator

$$
\mathcal{D}_{a-2}^{\mu} D_{1}+\mathcal{D}_{a-1}^{\mu} D_{2}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i-1}\left(\mathbb{R}^{n}\right)
$$

is given by

$$
\operatorname{Symb}\left(\mathcal{D}_{a-2}^{\mu} D_{1}+\mathcal{D}_{a-1}^{\mu} D_{2}\right)=e^{-\frac{\pi \sqrt{-1}}{2}(a-2)} \sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)} .
$$

Proof. We first claim the following equalities:

$$
\begin{aligned}
\operatorname{Symb}\left(\mathcal{D}_{a-2}^{\mu}\right) & =e^{-\frac{\pi \sqrt{-1}(a-2)}{2}} T_{a-2} g_{2} \\
\operatorname{Symb}\left(A \mathcal{D}_{a-1}^{\mu}\right) & =e^{-\frac{\pi \sqrt{-1}(a-2)}{2}} T_{a-1} g_{1}
\end{aligned}
$$

$$
\operatorname{Symb}\left(B \mathcal{D}_{a-1}^{\mu} \frac{\partial}{\partial x_{n}}+C \mathcal{D}_{a-2}^{\mu} \Delta_{\mathbb{R}^{n-1}}\right)=e^{-\frac{\pi \sqrt{-1}(a-2)}{2}} T_{a} g_{0}
$$

The first two follow from Lemma 9.1. For the third equality we note that

$$
T_{a} g_{0}=e^{-\frac{\pi \sqrt{ }-1}{2}} B \zeta_{n} T_{a-1}\left(\widetilde{C}_{a-1}^{\mu}\left(e^{\frac{\pi \sqrt{ }-1}{2}} \cdot\right)\right)+C Q_{n-1}\left(\zeta^{\prime}\right) T_{a-2}\left(\widetilde{C}_{a-2}^{\mu}\left(e^{\frac{\pi \sqrt{-1}}{2}} \cdot\right)\right)
$$

by Lemma 6.27 (1) and (2).
Combining the above formulæ with Proposition 8.24 (4), (3), and (2), respectively, we get

$$
\begin{aligned}
& \operatorname{Symb}\left(-\mathcal{D}_{a-2}^{\mu}\left(d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{i-1}{n-1} \Delta_{\mathbb{R}^{n-1}}\right) \iota \frac{\partial}{\partial x_{n}}+A \mathcal{D}_{a-1}^{\mu}\left(-\Pi_{n-1} d_{\mathbb{R}^{n}}^{*}-\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right)\right. \\
+ & \left.\left(B \mathcal{D}_{a-1}^{\mu} \frac{\partial}{\partial x_{n}}+C \mathcal{D}_{a-2}^{\mu} \Delta_{\mathbb{R}^{n-1}}\right) \iota \frac{\partial}{\partial x_{n}}\right) \\
= & e^{-\frac{\pi \sqrt{-1}(a-2)}{2}}\left(\left(T_{a-2} g_{2}\right) h_{i \rightarrow i-1}^{(2)}+\left(T_{a-1} g_{1}\right) h_{i \rightarrow i-1}^{(1)}+\left(T_{a} g_{0}\right) h_{i \rightarrow i-1}^{(0)}\right) .
\end{aligned}
$$

A simple computation shows that the left-hand side is equal to

$$
\operatorname{Symb}\left(\mathcal{D}_{a-2}^{\mu} D_{1}+\mathcal{D}_{a-1}^{\mu} D_{2}\right)
$$

Hence Lemma 10.1 is proved.
We put

$$
A:=\gamma\left(\lambda-\frac{n-1}{2}, a\right), B:=\left(1+\frac{\lambda-n+i}{a}\right) A, C:=\frac{\lambda-n+i}{a}+\frac{i-1}{n-1}
$$

Lemma 10.2. Let $a:=\nu-\lambda \in \mathbb{N}_{+}$and $i \neq n$. Suppose $g_{0}(t), g_{1}(t)$, and $g_{2}(t)$ are given by the above $A, B, C$ with $\mu=\lambda-\frac{n-3}{2}$. Then the matrix-valued differential operator $P$ given in (10.2) satisfies

$$
\operatorname{Symb}(P)=e^{-\frac{\pi \sqrt{ }-1(a-2)}{2}} \sum_{k=0}^{2}\left(T_{a-k} g_{k}\right) h_{i \rightarrow i-1}^{(k)}
$$

Proof. With the above constants $A, B$, and $C$, the differential operators $D_{1}$ and $D_{2}$ in Lemma 10.1 amount to

$$
\begin{aligned}
D_{1} & =\left(-d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{\lambda-n+i}{a} \Delta_{\mathbb{R}^{n-1}}\right) \iota \frac{\partial}{\partial x_{n}}, \\
D_{2} & =\gamma\left(-\Pi_{n-1} \circ d_{\mathbb{R}^{n}}^{*}+\frac{\lambda-n+i}{a} \frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\mathcal{D}_{a-2}^{\lambda-\frac{n-3}{2}} D_{1}+\mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} D_{2}= & -\mathcal{D}_{a-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n-1}{2}, a\right) \mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} \Pi_{n-1} d_{\mathbb{R}^{n}}^{*} \\
& +\frac{\lambda-n+i}{a}\left(\mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} \Delta_{\mathbb{R}^{n-1}}+\gamma\left(\lambda-\frac{n-1}{2}, a\right) \mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} \frac{\partial}{\partial x_{n}}\right) \iota \frac{\partial}{\partial x_{n}}
\end{aligned}
$$

Applying the three-term relation (9.6) of the scalar-valued differential operators $\mathcal{D}_{\ell}^{\mu}$, it amounts to

$$
-\mathcal{D}_{a-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n-1}{2}, a\right) \Pi_{n-1} \mathcal{D}_{a-1}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}}^{*}+\frac{\lambda-n+i}{2} \mathcal{D}_{a}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}}
$$

Hence, Lemma 10.1 implies the statement of Lemma 10.2 .
Thus we have completed the proof of Theorem 2.9 in the case $j=i-1$.
10.2. Proof of Theorem 2.9 in the case $j=i+1$. In this section, we give a proof of Theorem 2.9 in the case $j=i+1$. Suppose we are in Cases 4 or $4^{\prime}$ in Theorem 2.9, namely,

Case 4. $1 \leq i \leq n-2,(\lambda, \nu)=(i, i+1)$ and $\beta \equiv \alpha+1 \bmod 2$,
Case $4^{\prime} . i=0, \lambda \in-\mathbb{N}, \nu=1$ and $\beta \equiv \alpha+\lambda+1 \bmod 2$.
Then we have from Theorem 7.3

$$
\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right)= \begin{cases}\mathbb{C}\left(T_{-\lambda} \widetilde{C}_{-\lambda}^{\lambda-\frac{n-1}{2}}\left(e^{\frac{\pi \sqrt{ }-1}{2}} \cdot\right)\right) h_{i \rightarrow i+1}^{(1)} & \text { in Case 4} 4^{\prime} \\ \mathbb{C} h_{i \rightarrow i+1}^{(1)} & \text { in Case 4. }\end{cases}
$$

We define a differential operator $Q: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i+1}\left(\mathbb{R}^{n}\right)$ by the formula

$$
Q:= \begin{cases}e^{-\frac{\pi \sqrt{-1 \lambda}}{2}} \Pi_{n-1} \circ \mathcal{D}_{-\lambda}^{\lambda-i-\frac{n-1}{2}} d_{\mathbb{R}^{n}} & \text { if } i=0 \\ \Pi_{n-1} \circ d_{\mathbb{R}^{n}}, & \text { if } 1 \leq i \leq n-2\end{cases}
$$

We shall verify the following claims in both Case 4 and Case $4^{\prime}$ :

- $\operatorname{Symb}(Q)$ is a generator of $\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \tau_{\nu, \beta}^{(i+1)}\right)$.
- $\operatorname{Rest}_{x_{n}=0} \circ Q: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i+1}\left(\mathbb{R}^{n-1}\right)$ coincides with $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}$.

By the general theory of the F-method (Fact 3.3), Theorem 2.9 in the case $j=i+1$ follows from these two claims. The first claim follows from the computation of the symbol in Lemma 9.1 and Proposition 8.24 (8). Now, by use of the identity $\operatorname{Rest}_{x_{n}=0} \circ \Pi_{n-1}=\operatorname{Rest}_{x_{n}=0}\left(\right.$ see (8.26) ) and the definition (2.30) of $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}\left(=\widetilde{\mathcal{D}}_{\lambda-i, \nu-\lambda}^{i \rightarrow i+1}\right)$, we obtain $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i+1}=$ Rest $_{x_{n}=0} \circ Q$. Thus we have completed the proof of Theorem 2.9 in the case $j=i+1$.
10.3. Application of the duality theorem for symmetry breaking operators. In the following two Sections 10.4 and 10.5 , we shall give a proof of Theorem 2.9 in the cases $j=i$ and $i-2$ by applying the duality theorem for symmetry breaking operators (Theorem 2.7), instead of solving the F-system. We shall see that the cases $j=i$ and $i-2$ are derived from the cases $\tilde{j}=\tilde{i}-1$ and $\tilde{i}+1$, for which the proof was completed in Sections 10.1 and 10.2 , respectively.

In this section we give a set-up for the duality theorem. We put

$$
\tilde{i}:=n-i, \quad \tilde{j}:=n-1-j .
$$

First we examine a geometric meaning of the proof of Lemma 2.2 and Theorem 2.7. Let $\chi_{--}$be the one-dimensional representation of $G$ as defined in (2.9). Then the proof of Lemma 2.2 shows that the Hodge star operator on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ induces the $G$-isomorphism $I(i, \lambda)_{\alpha} \simeq I(\tilde{i}, \lambda)_{\alpha} \otimes \chi_{--}$in the flat picture (see 2.8$)$ ) as below:

$$
\begin{align*}
& \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \xrightarrow{*_{\mathbb{R}} n} \longrightarrow \mathcal{E}^{\tilde{i}}\left(\mathbb{R}^{n}\right) \simeq \mathcal{E}^{\tilde{i}}\left(\mathbb{R}^{n}\right) \otimes \mathbb{C}  \tag{10.3}\\
& \iota_{\lambda}^{(i)} \uparrow \\
& I(i, \lambda)_{\alpha} \longrightarrow(\tilde{i}, \lambda)_{\alpha} \otimes \chi_{--} .
\end{align*}
$$

We recall the proof of Theorem 2.7 is based on the $G$ - and $G^{\prime}$-isomorphisms

$$
\begin{aligned}
& I(i, \lambda)_{\alpha} \simeq I(\tilde{i}, \lambda)_{\alpha} \otimes \chi_{--} \\
& \left.J(j, \nu)_{\beta} \simeq J(\tilde{j}, \nu)_{\beta} \otimes \chi_{--}\right|_{G^{\prime}}
\end{aligned}
$$

which induce the duality of symmetry breaking operators
$\operatorname{Diff}_{G^{\prime}}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) \simeq \operatorname{Diff}_{G^{\prime}}\left(I(\tilde{i}, \lambda)_{\alpha} \otimes \chi_{--},\left.J(\tilde{j}, \nu)_{\beta} \otimes \chi_{--}\right|_{G^{\prime}}\right), \quad T \mapsto \widetilde{T} \otimes \mathrm{id}$.
In the flat picture, this isomorphism is realized by (10.3) in the following key diagram:


We note that the 6 -tuple $(i, j, \lambda, \nu, \alpha, \beta)$ for $j=i$ belongs to Case 3 in Theorem 2.8 (which we shall consider in this section) if and only if $(\tilde{i}, \tilde{i}-1, \lambda, \nu, \alpha, \beta)$ belongs to Case 2 in Theorem 2.8 (which was treated in Section 10.1). Likewise ( $i, j, \lambda, \nu, \alpha, \beta$ ) for $j=i-2$ belongs to Cases 1 and $1^{\prime}$ in Theorem 2.8 if and only if $(\tilde{i}, \tilde{i}+1, \lambda, \nu, \alpha, \beta)$ belongs to Cases 4 and $4^{\prime}$ in Theorem 2.8 (which were treated in Section 10.2).

In view of the above geometric interpretation of the duality theorem (Theorem 2.7), Theorem 2.9 in the case $j=i$ and $i-2$ is deduced from the following identities

$$
\begin{align*}
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i} & =(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1},  \tag{10.4}\\
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-2} & =(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, \tilde{i}+1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}, \tag{10.5}
\end{align*}
$$

in the flat picture, which will be treated in Propositions 10.3 and 10.4 , respectively, in the next two sections.
10.4. Proof of Theorem 2.9 in the case $j=i$. In this section, we prove the duality (10.2) as well as the equality $(2.23)=(2.24)$ for the two expressions of $\mathbb{C}_{\lambda, \nu}^{i, i}$ (or equivalently, (1.6) $=1.7$ ) for $\mathcal{D}_{u, a}^{i \rightarrow i}$ ), and complete the proof of Theorem 2.9 in the case $j=i$.

Proposition 10.3. Let $0 \leq i \leq n-1$, and $(\lambda, \nu) \in \mathbb{C}^{2}$ with $\nu-\lambda \in \mathbb{N}$. We consider a matrix-valued differential operator

$$
\begin{equation*}
(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathbb{C}_{\lambda, \nu}^{\tilde{i}, \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n-1}\right) \tag{10.6}
\end{equation*}
$$

where $\tilde{i}:=n-i$. Then (10.6) and the two expressions (2.23), (2.24) of $\mathbb{C}_{\lambda, \nu}^{i, i}$ are equal to each other. Moreover, we have the following identity for the renormalized symmetry breaking operators (see (2.29) for the definition)

$$
\begin{equation*}
\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i}=(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}^{\tilde{i} \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \tag{10.7}
\end{equation*}
$$

Proof. We recall the notation from (2.21) that $\widetilde{\mathbb{C}}_{\lambda, \nu}=\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}}$. By (2.25) or by (1.4), we have

$$
\begin{aligned}
& \mathbb{C}_{\lambda, \nu}^{\tilde{i} \tilde{i}-1}=\mathcal{D}_{\lambda-\tilde{i}, \nu-\lambda}^{\tilde{i} \rightarrow \tilde{i}-1} \\
& =\operatorname{Rest}_{x_{n}=0} \circ\left(-\mathcal{D}_{\nu-\lambda-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n-1}{2}, \nu-\lambda\right) \mathcal{D}_{\nu-\lambda-1}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(\lambda-i) \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}}\right) \text {. }
\end{aligned}
$$

Applying the formulæ for $*_{\mathbb{R}^{n-1}} \circ$ Rest $_{x_{n}=0} \circ T \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}$ given in Lemma $8.20\left(T=d_{\mathbb{R}^{n}}^{*}\right.$ and $\left.\iota_{\partial \frac{\partial}{\partial x_{n}}}\right)$ and in Lemma $8.22\left(T=d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \frac{\partial}{\partial x_{n}}\right)$, we obtain

$$
\begin{aligned}
( & -1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \\
= & -d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{\nu-\lambda-2}^{\lambda-\frac{n-3}{2}} \\
& +\operatorname{Rest}_{x_{n}=0} \circ\left(\gamma\left(\lambda-\frac{n-1}{2}, \nu-\lambda\right) \mathcal{D}_{\nu-\lambda-1}^{\lambda-\frac{n-3}{2} \iota \frac{\partial}{\partial x_{n}}} d_{\mathbb{R}^{n}}+\frac{1}{2}(\lambda-i) \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}}\right) \\
= & -d_{\mathbb{R}^{n-1}}^{*} d_{\mathbb{R}^{n-1}} \widetilde{\mathbb{C}}_{\lambda+1, \nu-1}+\gamma\left(\lambda-\frac{n-1}{2}, \nu-\lambda\right) \widetilde{\mathbb{C}}_{\lambda+1, \nu} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}+\frac{\lambda-i}{2} \widetilde{\mathbb{C}}_{\lambda, \nu} .
\end{aligned}
$$

Hence we have proved the equality $(10.6)=(2.24)$.
On the other hand, we have proved in Proposition 9.9 that $\mathbb{C}_{\lambda, \nu}^{\tilde{i}, \tilde{i}-1}$ is equal to

$$
\begin{aligned}
& \text { Rest }_{x_{n}=0} \circ \\
& \left(-\mathcal{D}_{\nu-\lambda-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}\right. \\
& \left.d_{\mathbb{R}^{n}}+\frac{1}{2}(\nu-i) \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}}-\gamma\left(\lambda-\frac{n}{2}, \nu-\lambda\right) \mathcal{D}_{\nu-\lambda-1}^{\lambda-\frac{n-1}{2}}\left(d_{\mathbb{R}^{n}}^{*}+\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}\right)\right) .
\end{aligned}
$$

Applying Lemma 8.20 to $T=-d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}, \iota \frac{\partial}{\partial x_{n}}$, and $d_{\mathbb{R}^{n}}^{*}+\frac{\partial}{\partial x_{n}} \iota \frac{\partial}{\partial x_{n}}$, we have

$$
\begin{aligned}
& (-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathbb{C}_{\lambda, \nu}^{\tilde{i} \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \\
& =\operatorname{Rest}_{x_{n}=0} \circ\left(\mathcal{D}_{\nu-\lambda-2}^{\lambda-\frac{n-3}{2}} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(\nu-i) \mathcal{D}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}}-\gamma\left(\lambda-\frac{n}{2}, \nu-\lambda\right) \mathcal{D}_{\nu-\lambda-1}^{\lambda-\frac{n-1}{-}} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}\right) \\
& =\widetilde{\mathbb{C}}_{\lambda+1, \nu-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(\nu-i) \widetilde{\mathbb{C}}_{\lambda, \nu}-\gamma\left(\lambda-\frac{n}{2}, \nu-\lambda\right) \widetilde{\mathbb{C}}_{\lambda, \nu-1},
\end{aligned}
$$

which is equal to the formula (2.23). Thus we have shown the equalities: 2.23 ) $=$ $2.24=10.4$.
Finally, let us prove the identity (10.7). We have already shown 10.7) when $\lambda \neq \nu$ and $i \neq 0(i . e . \tilde{i} \neq n)$ because $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i}=\mathbb{C}_{\lambda, \nu}^{i, i}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}^{\tilde{i} \tilde{i}-1}=\mathbb{C}_{\lambda, \nu}^{\tilde{i} \tilde{i}-1}$ in this case. For $\lambda=\nu$ or $i=0($ i.e. $\tilde{i}=n)$, the identity 10.7 ) is an immediate consequence of the definition (2.29) and Lemma 8.20 with $T=\iota \frac{\partial}{\partial x_{n}}$. Thus the proof of the proposition is completed.
10.5. Proof of Theorem 2.9 in the case $j=i-2$. In this section, we prove Theorem 2.9 in the remaining case, namely, $j=i-2$. We keep the notation $(\tilde{i}, \tilde{j})=$ $(n-i, n-1-j)$, and assume $j=i-2$ in this section. Then Cases 1 (resp. $1^{\prime}$ ) and 4 (resp. $4^{\prime}$ ) in Theorem 2.8 are dual to each other, namely,

Case 4: $\tilde{j}=\tilde{i}+1,1 \leq \tilde{i} \leq n-2,(\lambda, \nu)=(\tilde{i}, \tilde{i}+1), \beta \equiv \alpha+1 \bmod 2$,
Case $4^{\prime}:(\tilde{i}, \tilde{j})=(0,1), \lambda \in-\mathbb{N}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$,
are equivalent to
Case 1: $j=i-2,2 \leq i \leq n-1,(\lambda, \nu)=(n-i, n-i+1), \beta \equiv \alpha+1 \bmod 2$,
Case $1^{\prime}:(i, j)=(n, n-2), \lambda \in-\mathbb{N}, \nu=1, \beta \equiv \alpha+\lambda+1 \bmod 2$,
respectively.
By the duality (Theorem 2.7) and the proof of Theorem 2.9 in the case $\tilde{j}=\tilde{i}+1$, Theorem 2.9 in the case $j=i-2$ is deduced from the following proposition.
Proposition 10.4. We have the identity 10.5), namely,

$$
\begin{array}{ll}
\widetilde{\mathbb{C}}_{n-i, n-i+1}^{i, i-2} & =(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\widetilde{\mathbb{C}}_{i, i, i+1}^{i, \tilde{i}+1}} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} \\
\widetilde{\mathbb{C}}_{\lambda, 1}^{n, n-2} & \text { in Case 1, } \\
=(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, 1}^{0,1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} & \text { in Case } 1^{\prime}
\end{array}
$$

Proof. We recall from $(2.30)$ that $\widetilde{\mathbb{C}}_{\lambda, \nu}^{\tilde{i} \tilde{i}+1}=\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{\tilde{i}-\lambda}^{\lambda-\tilde{i}-\frac{n-1}{2}} d_{\mathbb{R}^{n}}$. It follows from Lemma 8.20 (1) and from Lemma 8.17 with $T=d_{\mathbb{R}^{n}}$ that

$$
(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}
$$

Hence we have

$$
\begin{equation*}
(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}^{\tilde{i} \tilde{i}+1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{\tilde{i}-\lambda}^{\lambda-\tilde{i}-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*} \tag{10.8}
\end{equation*}
$$

In Case $1, \lambda=\tilde{i}$ and therefore (10.8) amounts to $\operatorname{Rest}_{x_{n}=0} \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}=\widetilde{\mathbb{C}}_{n-i, n-i+1}^{i, i-2}$.
In Case $1^{\prime}, i=n, \tilde{i}=0$, and therefore (10.8) amounts to $\operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{-\lambda}^{\lambda-\frac{n-1}{2}} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}^{*}$ which is equal to $\widetilde{\mathbb{C}}_{\lambda, 1}^{n, n-2}$.

Hence the proof of Theorem 2.9 is completed.
11. Solutions to Problems A and B For $\left(S^{n}, S^{n-1}\right)$

In this chapter, we complete the proof of Theorem 1.1 and Theorems 1.51 .8 , which solve Problems A and B of conformal geometry for the model space $(X, Y)=$ ( $S^{n}, S^{n-1}$ ), respectively.
11.1. Problems A and $\mathbf{B}$ for conformal transformation group $\operatorname{Conf}(X ; Y)$. We begin with the general setting where $\left(X, g_{X}\right)$ is a pseudo-Riemannian manifold of dimension $n$, and $Y$ is a submanifold of dimension $m$ such that the metric tensor $g_{X}$ is nondegenerate when restricted to $Y$. We define $\operatorname{Conf}(X ; Y)$ as a subgroup of the full conformal group $\operatorname{Conf}(X):=\{\varphi: X \longrightarrow X$ is a conformal diffeomorphism $\}$ by

$$
\begin{equation*}
\operatorname{Conf}(X ; Y):=\{\varphi \in \operatorname{Conf}(X): \varphi(Y)=Y\} \tag{11.1}
\end{equation*}
$$

Then $\mathcal{E}^{i}(X)_{u, \delta}$ is a $\operatorname{Conf}(X)$-module for $0 \leq i \leq n, u \in \mathbb{C}, \delta \in \mathbb{Z} / 2 \mathbb{Z}$, and $\mathcal{E}^{j}(Y)_{v, \varepsilon}$ is a $\operatorname{Conf}(X ; Y)$-module for $0 \leq j \leq m, v \in \mathbb{C}, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$. The group $\operatorname{Conf}(X ; Y)$ is the largest effective group for Problems A and B on differential symmetry breaking operators from $\mathcal{E}^{i}(X)_{u, \delta}$ to $\mathcal{E}^{j}(Y)_{v, \varepsilon}$.

The first reduction is the duality theorem for symmetry breaking operators. We recall from Proposition 8.3 that the Hodge star operator $*_{X}$ carrying $i$-forms to ( $n-i$ )-forms is a conformally equivariant operator for $X$, and $*_{Y}$ carrying $j$-forms to $(m-j)$-forms is a conformally equivariant for $Y$. Then, a solution to Problem A (or Problem B) for $i$-forms on $X$ and $j$-forms on the submanifold $Y$, to be denoted by the $(i, j)$ case, leads us to solutions for $(i, m-j),(n-i, j)$, and $(n-i, m-j)$ cases via the following natural bijections:
 given by


In other words, a solution to Problem $A$ (or Problem $B$ ) for a fixed $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$ yields solutions to Problem A (or Problem B , respectively) for the other three cases of $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$.
11.2. Model space $(X, Y)=\left(S^{n}, S^{n-1}\right)$. From now we consider the model space $(X, Y)=\left(S^{n}, S^{n-1}\right)$. We shall see that Problems A and B are deduced from the problems on symmetry breaking operators between principal series representations of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$ which were proved in Theorems 2.8 and 2.9, respectively. For this, we first clarify small differences such as disconnected components and coverings between the groups $G$ and $\operatorname{Conf}(X)$, and also between $G^{\prime}$ and $\operatorname{Conf}(X ; Y)$.

We recall from Section 2.1 that the natural action of $G=O(n+1,1)$ on the light cone $\Xi \subset \mathbb{R}^{n+1,1}$ induces a conformal action on the standard Riemann sphere $S^{n}$ via the isomorphism $S^{n} \simeq \Xi / \mathbb{R}^{\times}$. Conversely, it is well-known that any conformal transformation of the standard sphere $X=S^{n}$ is obtained in this manner if $n \geq 2$, and thus we have a natural isomorphism:

$$
\begin{equation*}
\operatorname{Conf}(X) \simeq O(n+1,1) /\left\{ \pm I_{n+2}\right\} \tag{11.4}
\end{equation*}
$$

Let us compute $\operatorname{Conf}(X ; Y)$ for $(X, Y)=\left(S^{n}, S^{n-1}\right)$. We realize $Y=S^{n-1}$ as a submanifold $\left\{\left(x_{0}, \ldots, x_{n-1}, x_{n}\right) \in S^{n}: x_{n}=0\right\}$ of $X=S^{n}$ as before.

Lemma 11.1. Via the isomorphism (11.4), we have

$$
\operatorname{Conf}(X ; Y) \simeq(O(n, 1) \times O(1)) /\left\{ \pm I_{n+2}\right\}
$$

Proof. Suppose $g=\left(g_{i j}\right)_{0 \leq i, j \leq n+1} \in O(n+1,1)$ leaves $Y=S^{n-1}$ invariant. This means that $\sum_{j=0}^{n+1} g_{n j} \xi_{j}=0$ for all $\xi=\left(\xi_{0}, \ldots, \xi_{n+1}\right) \in \Xi$ with $\xi_{n}=0$, which implies $g_{n j}=0$ for all $j \neq n$. In turn, $g_{i n}=0$ for all $i \neq n$ and $g_{n n}= \pm 1$ because $g \in O(n+1,1)$. Hence we have shown $g \in O(n, 1) \times O(1)$. Conversely, any element of $O(n, 1) \times O(1)$ clearly leaves $S^{n-1}$ invariant. Thus the lemma is proved.

The above lemma says that the group $\operatorname{Conf}(X ; Y)$ is the quotient of the direct product group of $G^{\prime}=O(n, 1)$ and $O(1)$, however, we do not have to consider the second factor $O(1)$ in solving Problems A and B . In order to state this claim precisely, we write

$$
\delta \cdot i:=\left\{\begin{array}{ll}
i & \text { if } \delta \equiv 0 \\
n-i & \text { if } \delta \equiv 1,
\end{array} \quad \varepsilon \cdot j:= \begin{cases}j & \text { if } \varepsilon \equiv 0 \\
n-1-j & \text { if } \varepsilon \equiv 1\end{cases}\right.
$$

for $\delta, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$ and $0 \leq i \leq n, 0 \leq j \leq n-1$. We recall that $I(i, \lambda)_{\alpha}$ is a principal series representation with parameter $\lambda \in \mathbb{C}$ and $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$ of $G=O(n+1,1)$, and $J(j, \nu)_{\beta}$ is that of $G^{\prime}=O(n, 1)$. Then we have
Lemma 11.2. For $(X, Y)=\left(S^{n}, S^{n-1}\right)$, we have a natural isomorphism:
$\operatorname{Hom}_{\operatorname{Conf}(X ; Y)}\left(\mathcal{E}^{i}(X)_{u, \delta}, \mathcal{E}^{j}(Y)_{v, \varepsilon}\right) \simeq \operatorname{Hom}_{O(n, 1)}\left(I(\delta \cdot i, u+i)_{\delta \cdot i}, J(\varepsilon \cdot j, v+j)_{\varepsilon \cdot j}\right)$.
Here the subscripts $\delta \cdot i$ and $\varepsilon \cdot j$ are regarded as elements in $\mathbb{Z} / 2 \mathbb{Z}$.

Proof. For $\alpha \in \mathbb{Z} / 2 \mathbb{Z}$, we write $(-1)^{\alpha}$ for the one-dimensional representation of $O(1)$ as before, namely,

$$
(-1)^{\alpha}=\left\{\begin{array}{lll}
\mathbb{1} & (\text { trivial representation) } & \text { if } \alpha \equiv 0 \\
\operatorname{sgn} & (\text { signature representation }) & \text { if } \alpha \equiv 1
\end{array}\right.
$$

Since the central element $-I_{n+2}$ of $G$ acts on the principal series representation $I(i, \lambda)_{\alpha}$ as the scalar $(-1)^{i+\alpha}$, and since $-I_{n+1}$ acts on $J(j, \nu)_{\beta}$ as the scalar $(-1)^{j+\beta}$, we have

$$
\begin{aligned}
& \operatorname{Hom}_{O(n, 1) \times O(1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta} \boxtimes(-1)^{\gamma}\right) \\
& \simeq \begin{cases}\operatorname{Hom}_{O(n, 1)}\left(I(i, \lambda)_{\alpha}, J(j, \nu)_{\beta}\right) & \text { if } \gamma \equiv i+j+\alpha+\beta \bmod 2, \\
\{0\} & \text { otherwise } .\end{cases}
\end{aligned}
$$

On the other hand, since the second factor $O(1)$ acts trivially on the submanifold $Y=S^{n-1}$, Proposition 2.3 implies that the representation $\varpi_{v, \varepsilon}^{(j)}$ of $\operatorname{Conf}(X ; Y)$ on $\mathcal{E}^{j}\left(S^{n-1}\right)$ is given by the outer tensor product representation of $O(n, 1) \times O(1)$ as below:

$$
\varpi_{v, \varepsilon}^{(j)} \simeq J(\varepsilon \cdot j, v+j)_{\varepsilon \cdot j} \boxtimes \mathbb{1} .
$$

Again by Proposition 2.3, we have an isomorphism $\varpi_{u, \delta}^{(i)} \simeq I(\delta \cdot i, u+i)_{\delta \cdot i}$ as representations of $G=O(n+1,1)$. Thus we conclude

$$
\begin{aligned}
\operatorname{Hom}_{\operatorname{Conf}(X ; Y)}\left(\varpi_{u, \delta}^{(i)}, \varpi_{v, \varepsilon}^{(j)}\right) & \simeq \operatorname{Hom}_{O(n, 1) \times O(1)}\left(I(\delta \cdot i, u+i)_{\delta \cdot i}, J(\varepsilon \cdot j, v+j)_{\varepsilon \cdot j} \boxtimes \mathbb{1}\right) \\
& \simeq \operatorname{Hom}_{O(n, 1)}\left(I(\delta \cdot i, u+i)_{\delta \cdot i}, J(\varepsilon \cdot j, v+j)_{\varepsilon \cdot j}\right) .
\end{aligned}
$$

Hence the lemma is proved.
11.3. Proof of Theorem 1.1. In this section we complete the proof of Theorem 1.1. We shall see that Theorem 1.1 (conformal geometry) is derived from Theorem 2.8 (representation theory). Actually, we only need principal series representations $I\left(i^{\prime}, \lambda\right)_{\alpha}$ and $J\left(j^{\prime}, \nu\right)_{\beta}$ with $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime} \bmod 2$ in order to classify $\operatorname{Diff}_{G^{\prime}}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right)$, see Remark 2.4 .

Suppose that a symmetry breaking operator $D: I\left(i^{\prime}, \lambda\right)_{\alpha} \longrightarrow J\left(j^{\prime}, \nu\right)_{\beta}$ with $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime} \bmod 2$ is given. We set

$$
\tilde{i}^{\prime}:=n-i^{\prime}, \quad \tilde{j}^{\prime}:=n-1-j^{\prime}, \quad b:=j^{\prime}-i^{\prime}, \quad \tilde{b}:=-b-1 .
$$

We note $\tilde{b}=\tilde{j}^{\prime}-\tilde{i}^{\prime}$ and that $b \mapsto \tilde{b}$ defines a permutation of the finite set $\{-2,-1,0,1\}$. Then the diagram (11.3) of the double dualities induces four symmetry breaking operators $T: \mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}$ with $(T, i, j, u, v, \delta, \varepsilon)$ listed in Table 11.1 below:

Table 11.1. Conditions for $(T, i, j, u, v, \delta, \varepsilon)$ in the double dualities

| $T$ | $i$ | $j$ | $u$ | $v$ | $\delta$ | $\varepsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D$ | $i^{\prime}$ | $j^{\prime}=i^{\prime}+b$ | $\lambda-i^{\prime}$ | $\nu-j^{\prime}=\nu-i^{\prime}-b$ | 0 | 0 |
| $* \circ D \circ *$ | $\tilde{i}^{\prime}$ | $\tilde{j}^{\prime}=\tilde{i}^{\prime}+\tilde{b}$ | $\lambda-\tilde{i}^{\prime}$ | $\nu-\tilde{j}^{\prime}=\nu-\tilde{i}^{\prime}-\tilde{b}$ | 1 | 1 |
| $* \circ D$ | $i^{\prime}$ | $\tilde{j}^{\prime}=n-i^{\prime}+\tilde{b}$ | $\lambda-i^{\prime}$ | $\nu-\tilde{j}^{\prime}=\nu+i^{\prime}-n-\tilde{b}$ | 0 | 1 |
| $D \circ *$ | $\tilde{i}^{\prime}$ | $j^{\prime}=n-\tilde{i}^{\prime}+b$ | $\lambda-\tilde{i}^{\prime}$ | $\nu-j^{\prime}=\nu+\tilde{i}^{\prime}-n-b$ | 1 | 0 |

In the columns in Table 11.1, we give formulæ for $v$ in two ways for later purpose. We note that $b$ or $\tilde{b}$ gives a relationship between $i$ and $j$.

Let us translate Theorem 2.8 on symmetry breaking operators for principal series representations into those for conformal geometry via the isomorphism (11.5) by using the dictionary in Table 11.1. The resulting list is given in Table 11.2. We note that among the six cases in Theorem 2.8 (iii), Case 1 does not contribute to Problem A for $(X, Y)=\left(S^{n}, S^{n-1}\right)$ because Proposition 5.19 (1) requires $\nu-\lambda \equiv \beta-\alpha \bmod 2$ for $\operatorname{Diff}_{G^{\prime}}\left(I\left(i^{\prime}, \lambda\right)_{\alpha}, J\left(j^{\prime}, \nu\right)_{\beta}\right)$ not to be zero, whereas $\nu-\lambda=\left(n-i^{\prime}+1\right)-\left(n-i^{\prime}\right)=1$ in Case 1 does not have the same parity with $\beta-\alpha$ if we take $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime}(=$ $\left.i^{\prime}-2\right) \bmod 2$. Then the remaining five cases in Theorem 2.8 (iii) yield $5 \times 4=20$ cases according to the choice of $(\alpha, \beta) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$, which are listed in Table 11.2.

Let us explain Table 11.2 in more details. We fix a case among the five cases $1^{\prime}, 2,3,4$, or $4^{\prime}$ in Theorem 2.8 (iii), choose $(\alpha, \beta) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$, and take a nonzero $D \in \operatorname{Hom}_{G^{\prime}}\left(I\left(i^{\prime}, \lambda\right)_{\alpha}, J\left(j^{\prime}, \nu\right)_{\beta}\right)$ which is unique up to scalar multiplication. Here we assume $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime} \bmod 2$, which was not necessary in Theorem 2.8 (iii). The operators $T=D, * \circ D, D \circ *$, or $* \circ D \circ *$ (see (11.3p) are listed in Table 11.2 according to the choice of $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$, and the operator $T$ gives a symmetry breaking operator $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}$ where $(i, j, u, v)$ is determined by the formulæ $\left(i^{\prime}, j^{\prime}, \lambda, \nu\right) \mapsto(i, j, u, v)$ given by Table 11.1 for each fixed $\delta, \varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$. This procedure transforms the classification data given in Theorem 2.8 (iii) with the additional parity condition $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime}$ into Table 11.2.

For instance, $* \circ$ (4) $\circ *$ in Table 11.2 means the following: we begin with parameter $\left(i^{\prime}, j^{\prime}, \lambda, \nu, \alpha, \beta\right)$ belonging to Case 4 in Theorem 2.8 (iii), namely, $j^{\prime}=i^{\prime}+1,1 \leq$ $i^{\prime} \leq n-2,(\lambda, \nu)=\left(i^{\prime}, i^{\prime}+1\right)$, take $D \in \operatorname{Diff}_{O(n, 1)}\left(\bar{I}\left(i^{\prime}, \lambda\right)_{\alpha}, J\left(j^{\prime}, \nu\right)_{\beta}\right)$ with $\alpha \equiv i^{\prime}$ and $\beta \equiv j^{\prime} \bmod 2$, and then obtain $* \circ D \circ * \in \operatorname{Diff}_{O(n, 1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right)$ where $(i, u, \delta, j, v, \varepsilon)$ is determined by
$\delta=\varepsilon \equiv 1 \bmod 2, \quad i=\tilde{i}^{\prime}\left(=n-i^{\prime}\right), \quad j=\tilde{j}^{\prime}\left(=n-1-j^{\prime}\right), \quad u=\lambda-\tilde{i}^{\prime}, \quad$ and $\quad v=\nu-\tilde{j}^{\prime}$.
A short computation shows that

$$
j=i-2, \quad 2 \leq i \leq n-1, \quad \text { and } \quad(u, v)=(n-2 i, n-2 i+3),
$$

giving the first row of Table 11.2 .
The order of differential symmetry breaking operators of $D$ is given by $a:=\nu-\lambda$. Since the Hodge star operator is of order zero as a differential operator, the operators $* \circ D \circ *, * \circ D$, and $D \circ *$ have the same order $a$. We listed also the data for $a$ in Table 11.2. Collecting these data according to the values of $j$ and $i$, we get the classification of the 6-tuples $(i, j, u, v, \delta, \varepsilon)$ for the nonvanishing of $\operatorname{Diff}_{O(n, 1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right)$ as listed in Table 11.2, or exactly the condition in Theorem 1.1 (iii). Thus Theorem 1.1 is proved.
11.4. Proof of Theorems $1.5-1.8$, Theorems $1.5,1.6,1.7$, and 1.8 are derived from Theorem 2.9 by using Table 11.2 and by the formula $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, j}=\widetilde{\mathcal{D}_{u, a}^{i \rightarrow j}}$ with $a=\nu-\lambda$ and $u=\lambda-i$ (see (2.22)) and the duality results (Propositions 10.3 and 10.4).

We give a proof of Theorem 1.5 below. The other three theorems are similarly shown.

Proof of Theorem 1.5. There are two rows in Table 11.2 that deal with the case $j=i-1$. The symmetry breaking operator $T$ in this case is given as

$$
T= \begin{cases}(2) & \text { for }(\delta, \varepsilon)=(0,0) \\ * \circ(3) \circ * & \text { for }(\delta, \varepsilon)=(1,1)\end{cases}
$$

where $T=(2)$ means that $T$ is proportional to $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}$ in the flat picture corresponding to Case 2 of Theorem 2.9, and $T=* \circ(3) \circ *$ means that $T$ is proportional to $*_{\mathbb{R}^{n-1}} \circ$ $\widetilde{\mathbb{C}}_{\lambda, \nu}^{n-i, n-i} \circ *_{\mathbb{R}^{n}}$ corresponding to Case 3 of Theorem 2.9. It follows from Proposition 10.3 that the latter equals $\pm \widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}$. In both cases, $T$ is proportional to $\widetilde{\mathbb{C}}_{\lambda, \nu}^{i, i-1}=$ $\underset{\mathcal{D}_{\lambda-i, \nu-\lambda}^{i+i-1}}{ }($ see 2.21$)$. Thus Theorem 1.5 is proved.
11.5. Change of coordinates in symmetry breaking operators. So far we have discussed explicit formulæ of symmetry breaking operators in the flat coordinates. This section explains how to compute explicit symmetry breaking operators in the coordinates of $(X, Y)=\left(S^{n}, S^{n-1}\right)$ from the formulæ that we found in the flat coordinates of $\left(\mathbb{R}^{n}, \mathbb{R}^{n-1}\right)$.

We recall from (2.5) and (2.4) that the stereographic projection and its inverse are given, respectively by

$$
\begin{array}{ll}
p: S^{n} \backslash\left\{\left[\xi^{-}\right]\right\} \longrightarrow \mathbb{R}^{n}, & \omega=^{t}\left(\omega_{0}, \ldots, \omega_{n}\right) \mapsto{\frac{1}{1+\omega_{0}}}^{t}\left(\omega_{1}, \ldots, \omega_{n}\right), \\
\iota: \mathbb{R}^{n} \longrightarrow S^{n}, & x={ }^{t}\left(x_{1}, \ldots, x_{n}\right) \mapsto \frac{1}{1+Q_{n}(x)}
\end{array}
$$

Table 11.2. Relation between Theorem 1.1 for $\operatorname{Diff}_{O(n, 1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}\right)$ and operators in Theorem 2.9 in cases (1)-(4)'

| $j$ | $i$ | $u$ | $v$ | $\delta$ | $\varepsilon$ | Operators | $a$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i-2$ | $2 \leq i \leq n-1$ | $n-2 i$ | $n-2 i+3$ | 1 | 1 | * $\circ(4) \circ *$ | 1 |
|  | $i=n$ | $u \in-n-1-2 \mathbb{N}$ | $3-n$ | 0 | 0 | $(1)^{\prime}$ | $1-u-n$ |
|  |  | $u \in-n-2 \mathbb{N}$ |  | 1 | 1 | * $\circ(4)^{\prime} \circ *$ |  |
| $i-1$ | $1 \leq i \leq n$ | $v-u \in 2 \mathbb{N}+2$ |  | 0 | 0 | (2) | $v-u-1$ |
|  |  | $v-u \in 2 \mathbb{N}+1$ |  | 1 | 1 | * $\circ(3) \circ *$ |  |
|  | $0 \leq i \leq n-1$ | $v-u \in 2 \mathbb{N}$ |  | 0 | 0 | (3) |  |
|  |  | $v-u \in 2 \mathbb{N}+1$ |  | 1 | 1 | * $\circ(2) \circ *$ |  |
| $i+1$ | $1 \leq i \leq n-2$ | 0 | 0 | 0 | 0 | (4) | 1 |
|  | $i=0$ | $u \in-2 \mathbb{N}$ |  | 0 | 0 | $(4)^{\prime}$ | $1-u$ |
|  |  | $u \in-1-2 \mathbb{N}$ |  | 1 | 1 | * $\circ(1)^{\prime} \circ *$ |  |
| $n-i-2$ | $1 \leq i \leq n-2$ | 0 | $2 i-n+3$ | 0 | 1 | * $\circ(4)$ | $1-u$ |
|  | $i=0$ | $u \in-2 \mathbb{N}$ | $3-n$ | 0 | 1 | * $\circ(4)^{\prime}$ |  |
|  |  | $u \in-1-2 \mathbb{N}$ |  | 1 | 0 | $(1)^{\prime} \circ *$ |  |
| $n-i-1$ | $0 \leq i \leq n-1$ | $v-u \in(2 i-n+1)+2 \mathbb{N}$ |  | 0 | 1 | * $\circ(3)$ | $v-u+n-2 i-1$ |
|  |  | $v-u \in(2 i-n+2)+2 \mathbb{N}$ |  | 1 | 0 | $(2) \circ *$ |  |
| $n-i$ | $1 \leq i \leq n$ | $v-u \in(2 i-n+1)+2 \mathbb{N}$ |  | 0 | 1 | * $\circ(2)$ | $v-u+n-2 i$ |
|  |  | $v-u \in(2 i-n)+2 \mathbb{N}$ |  | 1 | 0 | $(3) \circ *$ |  |
| $n-i+1$ | $2 \leq i \leq n-1$ | $n-2 i$ | 0 | 1 | 0 | $(4) \circ *$ | 1 |
|  | $i=n$ | $u \in-n-1-2 \mathbb{N}$ |  | 0 | 1 | * $\circ(1)^{\prime}$ | $1-u-n$ |
|  |  | $u \in-n-2 \mathbb{N}$ |  | 1 | 0 | $(4)^{\prime} \circ *$ |  |

where $\xi^{-}={ }^{t}(-1,0, \ldots, 0)$. As is well-known, $p$ and $\iota$ are conformal maps with the following conformal factors (see [18, Lem. 3.3] for example):

$$
\begin{aligned}
\iota^{*} g_{S^{n}, \iota(x)} & =\left(\frac{2}{1+Q_{n}(x)}\right)^{2} g_{\mathbb{R}^{n}, x}
\end{aligned} \quad \text { for } x \in \mathbb{R}^{n}, \quad \begin{array}{ll}
p^{*} g_{\mathbb{R}^{n}, p(\omega)} & =\left(\frac{1}{1+\omega_{0}}\right)^{2} g_{S^{n}, \omega}
\end{array} \quad \text { for } \omega \in S^{n} \backslash\left\{\left[\xi^{-}\right]\right\} .
$$

In turn, the twisted pull-back of differential forms defined in (8.2) amounts to

$$
\begin{array}{ll}
\left(p_{u, \delta}^{(i)}\right)^{*}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i}\left(S^{n} \backslash\left\{\left[\xi^{-}\right]\right\}\right), & \alpha \mapsto\left(1+\omega_{0}\right)^{-u} p^{*} \alpha, \\
\left(\iota_{u, \delta}^{(i)}\right)^{*}: \mathcal{E}^{i}\left(S^{n}\right) \longrightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n}\right), & \beta \mapsto\left(\frac{1+Q_{n}(x)}{2}\right)^{-u} \iota^{*} \beta,
\end{array}
$$

for $u \in \mathbb{C}, \delta \in \mathbb{Z} / 2 \mathbb{Z}$, and $0 \leq i \leq n$.
Then the following proposition gives a change of coordinates in differential symmetry breaking operators.

Proposition 11.3. Suppose a 6 -tuple ( $i, j, u, v, \delta, \varepsilon$ ) belongs to Cases (I)-(IV') or Cases $(* \mathrm{I})-\left(* \mathrm{IV}^{\prime}\right)$ in Theorem 1.1, and $D=\widetilde{\mathcal{D}}_{u, v+j-u-i}^{i \rightarrow j}\left(\right.$ or $*_{\mathbb{R}^{n-1}} \circ \widetilde{\mathcal{D}}_{u, v+j-u-i}^{i \rightarrow n-1-j}$, respectively) is a differential operator $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n-1}\right)$ defined as in (1.9)-(1.12). Then the compositions

$$
\begin{array}{r}
\left(p_{v, \varepsilon}^{(j)}\right)^{*} \circ D \circ\left(\iota_{u, \delta}^{(i)}\right)^{*}: \mathcal{E}^{i}\left(S^{n}\right) \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right), \\
*_{S^{n-1}} \circ\left(p_{v-n+2 j+1, \varepsilon+1}^{(n-j-1)}\right)^{*} \circ D \circ\left(\iota_{u, \delta}^{(i)}\right)^{*}: \mathcal{E}^{i}\left(S^{n}\right) \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right),
\end{array}
$$

respectively, are differential symmetry breaking operators from $\left(\varpi_{u, \delta}^{(i)}, \mathcal{E}^{i}\left(S^{n}\right)\right)$ to $\left(\varpi_{v, \varepsilon}^{(j)}, \mathcal{E}^{j}\left(S^{n-1}\right)\right)$ in the coordinates of $\left(S^{n}, S^{n-1}\right)$.
In Proposition 11.3, $\iota: \mathbb{R}^{n} \longrightarrow S^{n}$ denotes the conformal compactification in the $n$-dimensional setting as before, but $p: S^{n-1} \backslash\left\{\left[\xi^{-}\right]\right\} \longrightarrow \mathbb{R}^{n-1}$ is the stereographic projection in the $(n-1)$-dimensional setting.

The proof of Proposition 11.3 in Cases $(\mathrm{I})-\left(\mathrm{IV}^{\prime}\right)$ is clear. For Cases $(* \mathrm{I})-\left(* \mathrm{IV}^{\prime}\right)$, we use Lemma 8.2:

$$
\begin{equation*}
*_{S^{n-1}} \circ\left(p_{v-n+2 j+1, \varepsilon+1}^{(n-j-1)}\right)^{*}=\left(p_{v, \varepsilon}^{(j)}\right)^{*} \circ *_{\mathbb{R}^{n-1}} \quad \text { on } \mathcal{E}^{n-j-1}\left(\mathbb{R}^{n-1}\right) \tag{11.6}
\end{equation*}
$$

We end this section by giving some few examples of $\left(p_{v, \varepsilon}^{(j)}\right)^{*} \circ D \circ\left(\iota_{u, \delta}^{(i)}\right)^{*}$ from Lemmas 8.5, 8.9, and 8.11. The last one is related to the factorization identity, which we see in Theorem 13.18 (4).

| $j$ | $u$ | $\delta$ | $v$ | $\varepsilon$ | $D$ | $\left(p_{v, \varepsilon}^{(j)}\right)^{*} \circ D \circ\left(\iota_{u, \delta}^{(i)}\right)^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i-1$ | $u$ | 1 | $u+1$ | 1 | $\widetilde{\mathcal{D}}_{u, 0}^{i+i-1}=\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}}$ | $\operatorname{Rest}_{S^{n-1}} \circ \iota_{N_{S^{n-1}\left(S^{n}\right)}}$ |
| $i$ | $u$ | 0 | $u$ | 0 | $\widetilde{\mathcal{D}}_{u, 0}^{i \rightarrow i}=\operatorname{Rest}_{x_{n}=0}$ | $\operatorname{Rest}_{S^{n-1}}$ |
| $i+1$ | 0 | 0 | 0 | 0 | $\widetilde{\mathcal{D}}_{0,0}^{i \rightarrow i+1}=\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}}$ | $\operatorname{Rest}_{S^{n-1}} \circ d_{S^{n}}$ |
| $i-1$ | $n-2 i$ | 0 | $n-2 i+2$ | 0 | $\widetilde{\mathcal{D}}_{n-2 i, 1}^{i+i-1}=-\operatorname{Rest}_{x_{n}=0} \circ d_{\mathbb{R}^{n}}^{*}$ | $-\operatorname{Rest}_{S^{n-1}} \circ d_{S^{n}}^{*}$ |
| $i-2$ | $n-2 i$ | 1 | $n-2 i+3$ | 1 | $\widetilde{\mathcal{D}}_{n-2 i, 1}^{i+i-2}=\operatorname{Rest}_{x_{n}=0} \circ \iota \frac{\partial}{\partial x_{n}} \circ d_{\mathbb{R}^{n}}^{*}$ | $\operatorname{Rest}_{S^{n-1}} \circ \iota_{N_{S^{n-1}}\left(S^{n}\right)} \circ d_{S^{n}}^{*}$ |

## 12. Intertwining operators

In this chapter we determine all conformally covariant differential operators between the spaces of differential forms on the standard Riemannian sphere $S^{n}$, and thus solve Problems A and B in the case where $X=Y=S^{n}$. We note that the case $X=Y$ (and $G=G^{\prime}$ ) is much easier than the case $X \supsetneqq Y$ which we have discussed in Chapters 6. 11.

We have seen in Proposition 8.6 that the differential $d: \mathcal{E}^{i}(X) \longrightarrow \mathcal{E}^{i+1}(X)$ (the codifferential $d^{*}: \mathcal{E}^{i+1}(X) \longrightarrow \overline{\mathcal{E}}^{i}(X)$, respectively) intertwines two representations $\varpi_{u, \delta}^{(i)}$ and $\varpi_{v, \varepsilon}^{(i+1)}$ (see 1.1) ) of the conformal group of any oriented pseudo-Riemannian manifold $X$ for appropriate twisting parameters $(u, \delta)$ and $(v, \varepsilon)$, respectively. Conversely, our classification (Theorem 12.1) shows that $d$ is the unique differential operator from $\mathcal{E}^{i}\left(S^{n}\right)$ to $\mathcal{E}^{i+1}\left(S^{n}\right)$ (up to scalar multiplication) that commutes with conformal diffeomorphisms of $S^{n}$. Similarly, we shall prove that the codifferential $d^{*}$ is characterized as the unique differential operator (up to scalar multiplication) $\mathcal{E}^{i+1}\left(S^{n}\right) \longrightarrow \mathcal{E}^{i}\left(S^{n}\right)$ that intertwines twisted representations of the conformal group of $S^{n}$. On the other hand, we find countably many bases of conformally covariant differential operators of higher order that map $\mathcal{E}^{i}\left(S^{n}\right)$ into $\mathcal{E}^{j}\left(S^{n}\right)$ when $j=i$ (see Theorem 12.1).

One could give a proof of those results by combining the algebraic results on the classification of homomorphisms between generalized Verma modules by BoeCollingwood [2] with the geometric construction of differential operators by Branson [4], although the existing literature treats only connected groups and one needs some extra work to discuss disconnected groups. Alternatively, we shall give a selfcontained proof of these results from scratch by the matrix-valued F-method. We know we could shorten a significant part of the proof (e.g. the relationship between $\lambda$ and $\mu$ ) if we used some elementary results on Verma modules. Instead we provide an alternative approach, as this baby example might be illustrative about the use of the F-method in a more general matrix-valued setting.
12.1. Classification of differential intertwining operators between forms on $S^{n}$. Let $0 \leq i \leq n$. For $\ell \in \mathbb{N}_{+}$, define a differential operator (Branson's operator)

$$
\mathcal{T}_{2 \ell}^{(i)}: \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{i}\left(\mathbb{R}^{n}\right)
$$

by

$$
\begin{align*}
\mathcal{T}_{2 \ell}^{(i)} & \left.:=\left(\left(\frac{n}{2}-i-\ell\right) d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\left(\frac{n}{2}-i+\ell\right) d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\right)\right) \Delta_{\mathbb{R}^{n}}^{\ell-1}  \tag{12.1}\\
& =\left(-2 \ell d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-\left(\frac{1}{2} n+\ell-i\right) \Delta_{\mathbb{R}^{n}}\right) \Delta_{\mathbb{R}^{n}}^{\ell-1}
\end{align*}
$$

Then the following theorem is the main result of this chapter.

Theorem 12.1. Let $n \geq 2$.
(1) Let $0 \leq i \leq n$ and $\ell \in \mathbb{N}_{+}$. We set

$$
u:=\frac{n}{2}-i-\ell, \quad v:=\frac{n}{2}-i+\ell .
$$

Then the differential operator $\mathcal{T}_{2 \ell}^{(i)}$ extends to the conformal compactification $S^{n}$ of $\mathbb{R}^{n}$, and induces a nonzero $O(n+1,1)$-homomorphism $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow$ $\mathcal{E}^{i}\left(S^{n}\right)_{v, \delta}$ for $\delta \in \mathbb{Z} / 2 \mathbb{Z}$, to be denoted simply by the same letter $\mathcal{T}_{2 \ell}^{(i)}$.
(2) Let $0 \leq i, j \leq n,(u, v) \in \mathbb{C}^{2}$ and $(\delta, \varepsilon) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$. Then the space of conformally covariant differential operators, $\operatorname{Diff}{ }_{O(n+1,1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n}\right)_{v, \varepsilon}\right)$, is at most one-dimensional. More precisely, this space is nonzero in the eight cases listed below. The corresponding generators are given as follows:

Case a. $0 \leq i \leq n, u \in \mathbb{C}, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
\operatorname{id}: \mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}
$$

Case b. $0 \leq i \leq n-1, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
d: \mathcal{E}^{i}\left(S^{n}\right)_{0, \delta} \longrightarrow \mathcal{E}^{i+1}\left(S^{n}\right)_{0, \delta} .
$$

Case c. $1 \leq i \leq n, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
d^{*}: \mathcal{E}^{i}\left(S^{n}\right)_{n-2 i, \delta} \longrightarrow \mathcal{E}^{i-1}\left(S^{n}\right)_{n-2 i+2, \delta} .
$$

Case d. $0 \leq i \leq n, \ell \in \mathbb{N}_{+}, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
\mathcal{T}_{2 \ell}^{(i)}: \mathcal{E}^{i}\left(S^{n}\right)_{\frac{n}{2}-\ell-i, \delta} \longrightarrow \mathcal{E}^{i}\left(S^{n}\right)_{\frac{n}{2}+\ell-i, \delta}
$$

Case *a. $0 \leq i \leq n, u \in \mathbb{C}$ and $\delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
*: \mathcal{E}^{i}\left(S^{n}\right)_{u, \delta} \longrightarrow \mathcal{E}^{n-i}\left(S^{n}\right)_{u-n+2 i, \delta+1}
$$

Case $*$ b. $0 \leq i \leq n-1, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
* \circ d: \mathcal{E}^{i}\left(S^{n}\right)_{0, \delta} \longrightarrow \mathcal{E}^{n-i-1}\left(S^{n}\right)_{2 i+2-n, \delta+1} .
$$

Case $*$ c. $1 \leq i \leq n, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
d \circ *: \mathcal{E}^{i}\left(S^{n}\right)_{n-2 i, \delta} \longrightarrow \mathcal{E}^{n-i+1}\left(S^{n}\right)_{0, \delta+1} .
$$

Case $*$ d. $0 \leq i \leq n, \ell \in \mathbb{N}_{+}, \delta \in \mathbb{Z} / 2 \mathbb{Z}$.

$$
* \circ \mathcal{T}_{2 \ell}^{(i)}: \mathcal{E}^{i}\left(S^{n}\right)_{\frac{n}{2}-\ell-i, \delta} \longrightarrow \mathcal{E}^{n-i}\left(S^{n}\right)_{-\frac{n}{2}+\ell+i, \delta+1} .
$$

We shall give a proof of Theorem 12.1 in Section 12.7 .
12.2. Differential symmetry breaking operators between principal series representations. We reformulate the problem in terms of representation theory. Let $I(i, \lambda)_{\alpha}$ be the principal series representation of the Lorentz group $G=O(n+$ $1,1)$. We determine differential symmetry breaking operators between $I(i, \lambda)_{\alpha} \mathrm{s}$ as follows:

Theorem 12.2. Let $n \geq 2,0 \leq i, j \leq n,(\lambda, \nu) \in \mathbb{C}^{2}$ and $(\alpha, \beta) \in(\mathbb{Z} / 2 \mathbb{Z})^{2}$.
(1) The following three conditions on the 6 -tuple $(i, j, \lambda, \nu, \alpha, \beta)$ are equivalent:
(i) $\operatorname{Diff}_{O(n+1,1)}\left(I(i, \lambda)_{\alpha}, I(j, \nu)_{\beta}\right) \neq\{0\}$.
(ii) $\operatorname{dim}_{\mathbb{C}} \operatorname{Diff}_{O(n+1,1)}\left(I(i, \lambda)_{\alpha}, I(j, \nu)_{\beta}\right)=1$.
(iii) The 6 -tuple belongs to one of the following:

Case 1. $j=i+1,(\lambda, \nu)=(i, i+1)$, and $\alpha \equiv \beta+1 \bmod 2$;
Case 2. $j=i-1,(\lambda, \nu)=(n-i, n-i+1)$, and $\alpha \equiv \beta+1 \bmod 2$;
Case 3. $j=i, \lambda+\nu=n, \nu-\lambda \in 2 \mathbb{N}_{+}$, and $\alpha \equiv \beta \bmod 2$;
Case 4. $j=i, \lambda=\nu$, and $\alpha \equiv \beta \bmod 2$.
(2) Any differential $G$-intertwining operators from $I(i, \lambda)_{\alpha}$ to $I(j, \nu)_{\beta}$ are proportional to the following differential operators $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{E}^{j}\left(\mathbb{R}^{n}\right)$ in the flat picture:

Case 1. $d$;
Case 2. $d^{*}$;
Case 3. $\mathcal{T}_{\nu-\lambda}^{(i)}=\left(\frac{1}{2}(n-2 i-\nu+\lambda) d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(n-2 i+\nu-\lambda) d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\right) \Delta_{\mathbb{R}^{n}}^{\frac{1}{2}(\nu-\lambda)-1} ;$ Case 4. id.

For the proof we apply the F-method in the special case where $G=G^{\prime}=O(n+$ 1,1). For $0 \leq i \leq n, \alpha \in \mathbb{Z} / 2 \mathbb{Z}$, and $\lambda \in \mathbb{C}$, we denote by $\sigma_{\lambda, \alpha}^{(i)}$ the outer tensor product representation $\bigwedge^{i}\left(\mathbb{C}^{n}\right) \boxtimes(-1)^{\alpha} \boxtimes \mathbb{C}_{\lambda}$ of the Levi subgroup $L=M A \simeq$ $O(n) \times O(1) \times \mathbb{R}$ on the $i$-th exterior tensor space $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$. We recall that the principal series representation $I(i, \lambda)_{\alpha}$ of $G=O(n+1,1)$ is the unnormalized induction from the representation $\sigma_{\lambda, \alpha}^{(i)}$ of $P$ with trivial action by $N_{+}$.

By Fact 3.3 we have a bijection:

$$
\begin{equation*}
\operatorname{Diff}_{O(n+1,1)}\left(I(i, \lambda)_{\alpha}, I(j, \nu)_{\beta}\right) \xrightarrow{\sim} \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)}\right), \tag{12.2}
\end{equation*}
$$

where the right-hand side is given by Lemma 3.4 as

$$
\left\{\psi \in \operatorname{Hom}_{L}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right): \widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0\right\} .
$$

We recall from (5.7)-5.9) and (5.11) that $H_{i \rightarrow j}^{(k)}$ and $\widetilde{H}_{i \rightarrow i}^{(2)}$ are $\operatorname{Hom}_{G}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n}\right)\right)$ valued harmonic polynomials. Then the following proposition holds:

Proposition 12.3. Suppose $n \geq 2$. Let the 6 -tuple $(i, j, \lambda, \nu, \alpha, \beta)$ be as in Cases $1-4$ of Theorem 12.2. Then,

$$
\begin{aligned}
& \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)}\right) \\
= & \begin{cases}\mathbb{C} H_{i \rightarrow i+1}^{(1)} & \text { Case 1, } \\
\mathbb{C} H_{i \rightarrow i-1}^{(1)} & \text { Case 2, } \\
\mathbb{C}\left(-\frac{1}{2}(n+\nu-\lambda)\left(1-\frac{2 i}{n}\right) Q_{n}^{\frac{\nu-\lambda}{2}} H_{i \rightarrow i}^{(0)}+(\nu-\lambda) Q_{n}^{\frac{\nu-\lambda}{2}-1} \widetilde{H}_{i \rightarrow i}^{(2)}\right) & \text { Case 3, } \\
\mathbb{C} H_{i \rightarrow i}^{(0)} & \text { Case 4, } \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

We note that $\widetilde{H}_{i \rightarrow i}^{(2)}=0$ for $i=0, n$.
We shall give a proof of Proposition 12.3 in Sections 12.3 to 12.6 . Admitting Proposition 12.3, we first complete the proof of Theorem 12.2.

Proof of Theorem 12.2. The first statement is a direct consequence of Proposition 12.3 and the bijection (12.2). To see the second statement, we recall from Fact 3.3 that the bijection (12.2) is given by the symbol map if we use the flat coordinates. Since $\operatorname{Symb}\left(d_{\mathbb{R}^{n}}\right)=H_{i \rightarrow i+1}^{(1)}, \operatorname{Symb}\left(d_{\mathbb{R}^{n}}^{*}\right)=H_{i \rightarrow i-1}^{(1)}$, and $\operatorname{Symb}(\mathrm{id})=H_{i \rightarrow i}^{(0)}$ by Lemma 8.23, the second statement in Cases 1,2 , and 4 is verified.

In Case 3, we need a supplementary computation. Indeed, we apply Lemma 8.23 (3) and (4) to get the formula

$$
\operatorname{Symb}\left(\left(-A+\left(\frac{i}{n}-1\right) B\right) d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\left(-A+\frac{i}{n} B\right) d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\right)=A Q_{n} H_{i \rightarrow i}^{(0)}+B \widetilde{H}_{i \rightarrow i}^{(2)} .
$$

By putting $A=-\frac{1}{2}(n+\nu-\lambda)\left(1-\frac{2 i}{n}\right)$ and $B=\nu-\lambda$, we have

$$
\operatorname{Symb}\left(u d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+v d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}\right)=-\frac{1}{2}(n+\nu-\lambda)\left(1-\frac{2 i}{n}\right) Q_{n} H_{i \rightarrow i}^{(0)}+(\nu-\lambda) \widetilde{H}_{i \rightarrow i}^{(2)},
$$

where $u=\frac{1}{2}(n-2 i-\nu+\lambda)$ and $v=\frac{1}{2}(n-2 i+\nu-\lambda)$. Thus the second statement in Case 3 is also verified.
12.3. Description of $\operatorname{Hom}_{L}\left(V, W \otimes \operatorname{Pol}\left(\mathfrak{n}_{+}\right)\right)$. In order to prove Proposition 12.3, we begin with an elementary algebraic lemma.

## Lemma 12.4.

$$
\begin{aligned}
& \operatorname{Hom}_{L}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \\
& =\left\{\begin{array}{llll}
\mathbb{C} Q_{n}^{\frac{\nu-\lambda-1}{2}} H_{i \rightarrow i+1}^{(1)} & \text { if } j=i+1, \nu-\lambda \in 2 \mathbb{N}+1, & \beta \equiv \alpha+1 \bmod 2, \\
\mathbb{C} Q_{n}^{\frac{\nu-\lambda-1}{2}} H_{i \rightarrow i-1}^{(1)} & \text { if } j=i-1, \nu-\lambda \in 2 \mathbb{N}+1, & \beta \equiv \alpha+1 \bmod 2, \\
\mathbb{C} Q_{n}^{\frac{\nu-\lambda}{2}} H_{i \rightarrow i}^{(0)}+\mathbb{C} Q_{n}^{\frac{\nu-\lambda}{2}-1} \widetilde{H}_{i \rightarrow i}^{(2)} & \text { if } j=i \in\{1, \ldots, n-1\}, \nu-\lambda \in 2 \mathbb{N}_{+}, & \beta \equiv \alpha \bmod 2, \\
\mathbb{C} Q_{n}^{\frac{\nu-\lambda}{2}} H_{0 \rightarrow 0}^{(0)} & \text { if } j=i \in\{0, n\}, \nu-\lambda \in 2 \mathbb{N}_{+}, & \beta \equiv \alpha \bmod 2, \\
\mathbb{C} H_{i \rightarrow i}^{(0)} & \text { if } j=i, \nu=\lambda, & \beta \equiv \alpha \bmod 2, \\
0 & \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

Proof. We may restrict ourselves to homogeneous polynomials because $L$ preserves the degree of homogeneity in $\operatorname{Pol}\left(\mathfrak{n}_{+}\right)$. We consider the action of the second and third factors of $L \simeq O(n) \times O(1) \times \mathbb{R}$. Since $e^{t H_{0}} \in A$ and $-1 \in O(1)$ act on $\mathfrak{n}_{+} \simeq \mathbb{C}^{n}$ as the scalars $e^{t}$ and -1 , respectively, we conclude

$$
\operatorname{Hom}_{O(1) \times A}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}^{a}\left(\mathfrak{n}_{+}\right)\right) \neq\{0\}
$$

if and only if

$$
\nu=\lambda+a \quad \text { and } \quad \beta \equiv \alpha+a \bmod 2 .
$$

In this case, we have

$$
\begin{aligned}
\operatorname{Hom}_{L}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) & \simeq \operatorname{Hom}_{O(n)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n}\right) \otimes \operatorname{Pol}^{a}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right) \\
& \simeq \bigoplus_{\substack{0 \leq k \leq a \\
k \equiv a \bmod 2}} \operatorname{Hom}_{O(n)}\left(\bigwedge^{i}\left(\mathbb{C}^{n}\right), \bigwedge^{j}\left(\mathbb{C}^{n}\right) \otimes \mathcal{H}^{k}\left(\mathbb{C}^{n}\right)\right)
\end{aligned}
$$

because we have an $O(n)$-isomorphism:

$$
\operatorname{Pol}\left[\zeta_{1}, \cdots, \zeta_{n}\right] \simeq \operatorname{Pol}\left[Q_{n}(\zeta)\right] \otimes\left(\bigoplus_{k=0}^{\infty} \mathcal{H}^{k}\left(\mathbb{C}^{n}\right)\right)
$$

Now Lemma follows from Lemma 5.6 and Proposition 5.7.
In order to prove Proposition 12.3, it is sufficient to find $\psi(\neq 0)$ that belongs to the right-hand side of the identity in Lemma 12.4 satisfying $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$. We shall carry out this computation in the next sections.
12.4. Solving the $\mathbf{F}$-system when $j=i+1$. This section treats the case $j=i+1$. We shall use $I, I^{\prime}$ to denote elements in $\mathcal{I}_{n, i}$ and $\widetilde{I}$ for those in $\mathcal{I}_{n, i+1}$. This is slightly different from the convention for index sets adopted in the previous chapters.

According to Lemma 12.4, we may assume $\nu-\lambda=2 \ell+1$ for some $\ell \in \mathbb{N}$ and $\beta \equiv \alpha+1 \bmod 2$. We set $\psi=Q_{n}^{\ell} H_{i \rightarrow i+1}^{(1)}$. With respect to the standard basis $\left\{e_{I}: I \in \mathcal{I}_{n, i}\right\}$ of $\bigwedge^{i}\left(\mathbb{C}^{n}\right)$ and $\left\{e_{\widetilde{I}}: \widetilde{I} \in \mathcal{I}_{n, i+1}\right\}$ of $\bigwedge^{i+1}\left(\mathbb{C}^{n}\right)$, we set, as in Section 4.5.

$$
\begin{aligned}
\psi_{I \widetilde{I}}(\zeta) & :=Q_{n}(\zeta)^{\ell}\left(H_{i \rightarrow i+1}^{(1)}\right)_{I \widetilde{I}}(\zeta), \\
M_{I \widetilde{I}} & :=\left\langle\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi\left(e_{I}\right), e_{\widetilde{I}}^{\vee}\right\rangle .
\end{aligned}
$$

Then the proof of Proposition 12.3 for $j=i+1$ reduces to the following lemma:
Lemma 12.5. Suppose $0 \leq i \leq n-1$. Then the following three conditions are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)}} *\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I \widetilde{I}}=0$ for all $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n, i+1}$.
(iii) $(\lambda, \nu)=(i, i+1)$ and $\ell=0$.

Let us verify this lemma. According to the decomposition of $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)$into the scalar and vector parts, we decompose $M_{I \tilde{I}}$ its matrix components $M_{I \tilde{I}}=M_{I \tilde{I}}^{\text {scalar }}+$ $M_{I \tilde{I}}^{\text {vect }}$ as in Proposition 4.9, where

$$
\begin{aligned}
M_{I \tilde{I}}^{\text {scalar }} & =\widehat{d \pi_{\lambda^{*}}}\left(N_{1}^{+}\right) \psi_{I \widetilde{I}}=\left(\lambda \frac{\partial}{\partial \zeta_{1}}+E_{\zeta} \frac{\partial}{\partial \zeta_{1}}-\frac{1}{2} \zeta_{1} \Delta_{\mathbb{C}^{n}}\right) \psi_{I \tilde{I}}, \\
M_{I \tilde{I}}^{\mathrm{vect}} & =\sum_{I^{\prime} \in \mathcal{I}_{n, i}} A_{I I^{\prime}} \psi_{I^{\prime} \tilde{I}} .
\end{aligned}
$$

Lemma 12.6. For $I \in \mathcal{I}_{n, i}$ and $\tilde{I} \in \mathcal{I}_{n, i+1}$, we have

$$
\psi_{I \widetilde{I}}= \begin{cases}Q_{n}^{\ell}(\zeta) \operatorname{sgn}(I ; p) \zeta_{p} & \text { if } \widetilde{I}=I \cup\{p\}, \\ 0 & \text { if } I \not \subset \widetilde{I}\end{cases}
$$

Proof. Clear from the definition of $H_{i \rightarrow i+1}^{(1)}$ given in (5.9).
Lemma 12.7. For $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n, i+1}$, we have

$$
M_{I \widetilde{I}}^{\text {scalar }}= \begin{cases}0 & \text { if } \quad I \not \subset \widetilde{I} \\ \ell(2 \lambda+2 \ell-n) \zeta_{1}^{2} Q_{n}^{\ell-1}(\zeta)+(\lambda+2 \ell) Q_{n}^{\ell}(\zeta) & \text { if } \widetilde{I} \backslash I=\{1\}, \\ \ell(2 \lambda+2 \ell-n) \operatorname{sgn}(I ; p) \zeta_{1} \zeta_{p} Q_{n}^{\ell-1}(\zeta) & \text { if } \widetilde{I} \backslash I=\{p\}, p \neq 1\end{cases}
$$

Proof. Since $\Delta_{\mathbb{C}^{n}} Q_{n}^{\ell}(\zeta)=2 \ell(2 \ell-2+n) Q_{n}^{\ell-1}(\zeta)$, we have the identity:

$$
\begin{equation*}
\widehat{d \pi_{\lambda^{*}}}\left(N_{1}^{+}\right) Q_{n}^{\ell}(\zeta)=\ell(2 \lambda+2 \ell-n) \zeta_{1} Q_{n}^{\ell-1}(\zeta) \tag{12.3}
\end{equation*}
$$

Then the lemma follows from Lemma 4.6.

By the formula of $A_{I I^{\prime}}$ (see Lemma 5.3), we have

$$
M_{I \widetilde{I}}^{\mathrm{vect}}=\left\{\begin{array}{lll}
\sum_{q \in I} \operatorname{sgn}(I ; q) \frac{\partial}{\partial \zeta_{q}} \psi_{I \backslash\{q\} \cup\{1\}, \tilde{I}} & \text { if } & 1 \notin I,  \tag{12.4}\\
\sum_{q \notin I} \operatorname{sgn}(I ; q) \frac{\partial}{\partial \zeta_{q}} \psi_{I \backslash\{1\} \cup\{q\}, \tilde{I}} & \text { if } & 1 \in I .
\end{array}\right.
$$

Combining Lemma 12.7 with an easy computation of $M_{\tilde{I}}^{\text {vect }}$, we get the following.
Lemma 12.8. Let $n \geq 2,0 \leq i \leq n-1, I \in \mathcal{I}_{n, i}$ and $\tilde{I} \in \mathcal{I}_{n, i+1}$.
(1) Assume $1 \in I$ and $\widetilde{I}=I \cup\{p\}$ for some $p \notin I$. Then

$$
M_{I \widetilde{I}}=\ell(2 \lambda+2 \ell-n+2) \operatorname{sgn}(I ; p) \zeta_{1} \zeta_{p} Q_{n}^{\ell-1}(\zeta)
$$

(2) Assume $1 \notin I$ and $\widetilde{I}=I \cup\{1\}$. Then

$$
M_{I \tilde{I}}=(\lambda-i+2 \ell) Q_{n}^{\ell}(\zeta)+(2 \lambda+2 \ell-n) \ell \zeta_{1}^{2} Q_{n}^{\ell-1}(\zeta)-2 \ell Q_{I}(\zeta) Q_{n}^{\ell-1}(\zeta)
$$

(3) Assume $\widetilde{I}=K \cup\{1, q\}, I=K \cup\{p\}$ with $1 \neq p \neq q \neq 1$. Then,

$$
M_{I \tilde{I}}=-2 \ell \operatorname{sgn}(K ; p, q) \zeta_{p} \zeta_{q} Q_{n}^{\ell-1}(\zeta)
$$

(4) Assume $1 \notin \widetilde{I}$ and $\widetilde{I}=I \cup\{p\}$. Then

$$
M_{I \tilde{I}}=\ell(2 \lambda+2 \ell-2) \operatorname{sgn}(I ; p) \zeta_{1} \zeta_{p} Q_{n}^{\ell-1}(\zeta)
$$

(5) Otherwise, $M_{I \tilde{I}}=0$.

We are ready to give a proof of Lemma 12.5, and consequently Proposition 12.3 for $j=i+1$.
Proof of Lemma 12.5. Suppose $M_{\tilde{U}}=0$ for all $I \in \mathcal{I}_{n, i}$ and $\widetilde{I} \in \mathcal{I}_{n, i+1}$. Then $\ell$ must be zero, as is seen from Lemma 12.8 (3) which works for $i \neq 0$ or from Lemma 12.8 (4) which works for $i=0$ and $n \geq 2$. In turn, Lemma 12.8 (2) implies $\lambda=i$, and thus $\nu=i+1$.

Conversely, if $\ell=0$ and $(\lambda, \nu)=(i, i+1)$, then clearly $M_{I \tilde{I}}=0$ for all $I$ and $\widetilde{I}$ by Lemma 12.8. Thus Lemma 12.5 is proved.
12.5. Solving the $\mathbf{F}$-system when $j=i$. In this section we treat the case $j=i$ and $\beta-\alpha \equiv 0 \bmod 2$. According to Lemma 12.4 , we need to consider the case $\nu-\lambda \in 2 \mathbb{N}$. Since the case $\nu=\lambda$ is easy, let us assume $\nu-\lambda \in 2 \mathbb{N}_{+}$. We set

$$
\ell:=\frac{1}{2}(\nu-\lambda)-1 \in \mathbb{N} .
$$

First consider that $j=i=0$. Then any element in $\operatorname{Hom}_{L}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right)$ is proportional to $Q_{n}^{\ell+1} H_{0 \rightarrow 0}^{(0)}$ by Lemma 12.4. We set $\psi:=Q_{n}^{\ell+1} H_{0 \rightarrow 0}^{(0)}$. Then we have the following.

Lemma 12.9. Suppose $i=0$ or $n$ and $\nu-\lambda=2 \ell+2$ with $\ell \in \mathbb{N}$. Then the following two conditions are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $(\lambda, \nu)=\left(\frac{n}{2}-\ell-1, \frac{n}{2}+\ell+1\right)$.

Proof. Since $i=0$ or $n$, there is no "vector part" of $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right)=\widehat{d \pi_{\lambda^{*}}}\left(N_{1}^{+}\right)$, and thus

$$
\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi(\zeta)=(\ell+1)(2 \lambda+2 \ell-n+2) \zeta_{1} Q_{n}^{\ell}(\zeta) H_{0 \rightarrow 0}^{(0)}
$$

by 12.3 . Now the lemma is clear.
From now, we assume $i \neq 0$ and $n \geq 2$. For $A, B \in \mathbb{C}$ we set

$$
\begin{align*}
\psi & :=A Q_{n}^{\ell+1} H_{i \rightarrow i}^{(0)}+B Q_{n}^{\ell} \widetilde{H}_{i \rightarrow i}^{(2)} \in \operatorname{Hom}_{L}\left(\sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)} \otimes \operatorname{Pol}\left[\zeta_{1}, \ldots, \zeta_{n}\right]\right),  \tag{12.5}\\
M_{I I^{\prime}} & :=\left\langle\widehat{\left.d \pi_{(i, \lambda)^{*}}\left(N_{1}\right)^{+} \psi\left(e_{I}\right), e_{I^{\prime}}^{\vee}\right\rangle \text { for } \quad I, I^{\prime} \in \mathcal{I}_{n, i} .}\right.
\end{align*}
$$

Lemma 12.10. Let $1 \leq i \leq n-1$, and $\nu-\lambda=2 \ell+2$ with $\ell \in \mathbb{N}$. Suppose $(A, B) \neq(0,0)$. Then the following three conditions are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)^{*}}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $M_{I I^{\prime}}=0$ for all $I, I^{\prime} \in \mathcal{I}_{n, i}$.
(iii) $(\lambda, \nu)=\left(\frac{n}{2}-\ell-1, \frac{n}{2}+\ell+1\right)$ and $(A, B)$ is proportional to $\left(-\frac{1}{2}(n+\nu-\lambda)\left(1-\frac{2 i}{n}\right), \nu-\lambda\right)$.

The equivalence (i) $\Leftrightarrow$ (ii) is obvious, and we shall prove the equivalence (ii) $\Leftrightarrow$ (iii) after Lemma 12.13 where we compute $M_{I I^{\prime}}$ explicitly. For this we use a couple of lemmas as follows.

Lemma 12.11. Let $\psi$ be given as in 12.5). Then, for $I, I^{\prime} \in \mathcal{I}_{n, i}$, we have

$$
\psi_{I I^{\prime}}(\zeta)= \begin{cases}A Q_{n}^{\ell+1}(\zeta)+B \widetilde{Q}_{I}(\zeta) Q_{n}^{\ell}(\zeta) & \text { if } I=I^{\prime}, \\ B \operatorname{sgn}(K ; p, q) Q_{n}^{\ell}(\zeta) \zeta_{p} \zeta_{q} & \text { if } I=K \cup\{p\} \text { and } I^{\prime}=K \cup\{q\}, \\ 0 & \text { otherwise },\end{cases}
$$

where we recall $\widetilde{Q}_{I}(\zeta)=\sum_{\ell \in I} \zeta_{\ell}^{2}-\frac{i}{n} Q_{n}(\zeta)$ from (5.12).
Proof. Clear from the definitions of $H_{i \rightarrow i}^{(0)}$ and $\widetilde{H}_{i \rightarrow i}^{(2)}$ given in (5.7) and (5.11).
Lemma 12.12. For $I, I^{\prime} \in \mathcal{I}_{n, i}$, the scalar part $M_{I I^{\prime}}^{\text {scalar }}$ is given as follows.
(1) $I=K \cup\{p\}, I^{\prime}=K \cup\{q\}$ :
$M_{I I^{\prime}}^{\text {scalar }}= \begin{cases}B \operatorname{sgn}(K ; p)\left(\ell(2 \lambda+2 \ell-n) \zeta_{1}^{2} \zeta_{p} Q_{n}^{\ell-1}(\zeta)+(\lambda+2 \ell+1) \zeta_{p} Q_{n}^{\ell}(\zeta)\right) & \text { if } q=1, \\ B \operatorname{sgn}(K ; p, q)\left(\ell(2 \lambda+2 \ell-n) \zeta_{1} \zeta_{p} \zeta_{q} Q_{n}^{\ell-1}(\zeta)\right. & \text { if } q \neq 1 .\end{cases}$
(2) $I=I^{\prime}$ : Suppose that $I=K \cup\{p\}$. Then,

$$
\begin{aligned}
& M_{I I^{\prime}}^{\text {scalar }}= \\
& \begin{cases}\zeta_{1} Q_{n}^{\ell-1}(\zeta)\left(B \ell(a-2) Q_{I}(\zeta)+\left\{a A(\ell+1)-\frac{B}{n}((n+a)(n-i)+\ell(2 n-i a))\right\} Q_{n}(\zeta)\right) & \text { if } p=1 \\
\zeta_{1} Q_{n}^{\ell-1}(\zeta)\left(B \ell(a-2) Q_{I}(\zeta)+\left\{a A(\ell+1)-\frac{i B}{n}(a(\ell+1)+n)\right\} Q_{n}(\zeta)\right) & \text { if } p \neq 1\end{cases}
\end{aligned}
$$

Proof. Direct computation by using Lemma 12.11, (12.3) and Lemma 4.6.
We set

$$
\begin{aligned}
a & :=2 \lambda+2 \ell-n+2 \\
b & :=2 A(\ell+1)+B\left(\frac{n}{2}+\ell+1\right)\left(1-\frac{2 i}{n}\right)
\end{aligned}
$$

Lemma 12.13. Let $\psi$ be as in 12.5 and $I, I^{\prime} \in \mathcal{I}_{n, i}$.
(1) Assume $1 \notin I=I^{\prime}$. Then

$$
M_{I I^{\prime}}=a \zeta_{1} Q_{n}^{\ell-1}(\zeta)\left((\ell+1)\left(A-\frac{i B}{n}\right) Q_{n}(\zeta)+B \ell Q_{I}(\zeta)\right)
$$

(2) Assume $1 \in I=I^{\prime}$. Then

$$
M_{I I^{\prime}}=a \zeta_{1} Q_{n}^{\ell-1}\left(\left(A(\ell+1)+B\left(1-\frac{i(\ell+1)}{n}\right)\right) Q_{n}+B \ell Q_{I}\right)
$$

(3) Assume $I=K \cup\{1\}, I^{\prime}=K \cup\{p\}$ with $p \neq 1$. Then

$$
M_{I I^{\prime}}=\operatorname{sgn}(K ; p) \zeta_{p} Q_{n}^{\ell-1}\left(a \ell B \zeta_{1}^{2}+\left(\frac{1}{2} a B-b\right) Q_{n}\right)
$$

(4) Assume $I=K \cup\{p\}, I^{\prime}=K \cup\{1\}$ with $p \neq 1$. Then

$$
M_{I I^{\prime}}=\operatorname{sgn}(K ; p) \zeta_{p} Q_{n}^{\ell-1}\left(a \ell B \zeta_{1}^{2}+\left(\frac{1}{2} a B+b\right) Q_{n}\right)
$$

(5) Assume $I=K \cup\{p\}, I^{\prime}=K \cup\{q\}$ with $p \neq q, 1 \notin I$, and $1 \notin I^{\prime}$. Then

$$
M_{I I^{\prime}}=a B \ell \operatorname{sgn}(K ; p, q) \zeta_{1} \zeta_{p} \zeta_{q} Q_{n}^{\ell-1}
$$

(6) Otherwise, $M_{I I^{\prime}}=0$.

Proof. We give a proof for (1). Suppose $1 \notin I=I^{\prime}$. It follows from Lemmas 5.3 and 12.11 that

$$
\begin{aligned}
M_{I I^{\prime}}^{\text {vect }} & =\sum_{k \in I}\left(\operatorname{sgn}(I ; k) \frac{\partial}{\partial \zeta_{k}}\right)\left(B \operatorname{sgn}(I ; 1, k) Q_{n}^{\ell}(\zeta) \zeta_{1} \zeta_{k}\right) \\
& =B \zeta_{1} \sum_{k \in I} \frac{\partial}{\partial \zeta_{k}}\left(Q_{n}^{\ell}(\zeta) \zeta_{k}\right) \\
& =B \zeta_{1}\left(2 \ell Q_{n}^{\ell-1}(\zeta) Q_{I}(\zeta)+i Q_{n}^{\ell}(\zeta)\right)
\end{aligned}
$$

Together with the formula of $M_{I I^{\prime}}^{\text {scalar }}$ given in Lemma 12.12 , we have

$$
\begin{aligned}
M_{I I^{\prime}} & =M_{I I^{\prime}}^{\text {scalar }}+M_{I I^{\prime}}^{\text {vector }} \\
& =a \zeta_{1} Q_{n}^{\ell-1}(\zeta)\left((\ell+1)\left(A-\frac{i B}{n}\right) Q_{n}(\zeta)+B \ell Q_{I}(\zeta)\right)
\end{aligned}
$$

Thus the first assertion is proved. The other cases are similar and omitted.
We are ready to give a proof of Lemma 12.10, and consequently Proposition 12.3 for $j=i$.

Proof of Lemma 12.10. Since $1 \leq i \leq n-1$, the cases (3) and (4) occur in Lemma 12.13. Hence $M_{I I^{\prime}}=0$ implies that

$$
a \ell B=\frac{1}{2} a B \pm b=0
$$

or equivalently $a=b=0$ or $b=B=0$. Since $(A, B) \neq(0,0)$, the case $b=B=0$ does not occur. The condition $a=0$ implies $\lambda+\nu=n$, and the condition $b=0$ gives the ratio of $(A, B)$ as stated in (iii). Therefore the implication (ii) $\Rightarrow$ (iii) is proved. The converse statement (iii) $\Rightarrow$ (ii) is clear from Lemma 12.13.
12.6. Solving the F-system when $j=i-1$. The case $j=i-1$ is similar to the case $j=i+1$.

According to Lemma 12.4 , we may assume $\nu-\lambda=2 \ell+1$ for some $\ell \in \mathbb{N}$ and $\beta \equiv \alpha+1 \bmod 2$. We set $\psi:=Q_{n}^{\ell} H_{i \rightarrow i-1}^{(1)}$. Then we have:
Lemma 12.14. Suppose $1 \leq i \leq n$. Then the following two conditions are equivalent:
(i) $\widehat{d \pi_{(i, \lambda)}}\left(N_{1}^{+}\right) \psi=0$.
(ii) $(\lambda, \nu)=(n-i, n-i+1)$ and $\ell=0$.

The proof of Lemma 12.14 goes similarly to that of Lemma 12.5 in the case $j=i+1$, and so we omit it. Alternatively, Lemma 12.14 follows from Lemma 12.5. In fact,
the following duality as in Theorem 2.7

$$
\operatorname{Diff}_{G}\left(I(i, \lambda)_{\alpha}, I(j, \nu)_{\beta}\right) \simeq \operatorname{Diff}_{G}\left(I(n-i, \lambda)_{\alpha}, I(n-j, \nu)_{\beta}\right)
$$

implies a bijection between the space of solutions for the F-systems

$$
\operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(i)}, \sigma_{\nu, \beta}^{(j)}\right) \simeq \operatorname{Sol}\left(\mathfrak{n}_{+} ; \sigma_{\lambda, \alpha}^{(n-i)}, \sigma_{\nu, \beta}^{(n-j)}\right)
$$

Thus we have completed the proof of Proposition 12.3, whence Theorem 12.2.
12.7. Proof of Theorem 12.1. In this section, we deduce Theorem 12.1 (conformal representations) from Theorem 12.2 (principal series representations), as we did in Chapter 11 for symmetry breaking operators. Needless to say, the case $\left(G=G^{\prime}\right)$ in this section is much simpler than the case $\left(G \neq G^{\prime}\right)$ in the previous chapter. We recall from Proposition 2.3 that there are the natural isomorphisms as $G$-modules:

$$
\begin{equation*}
I(i, \lambda)_{i} \simeq \varpi_{\lambda-i, 0}^{(i)} \simeq \varpi_{\lambda-n+i, 1}^{(n-i)} \tag{12.6}
\end{equation*}
$$

We note that there are two geometric models of the same principal series representations $I(i, \lambda)_{i}$. We translate the four cases in Theorem 12.2 in terms of (12.6).

Case 1. $j=i+1,(\lambda, \nu)=(i, i+1), \alpha \equiv \beta+1$.
We take $\alpha \equiv i$, and $\beta \equiv i+1 \bmod 2$. Then we have

$$
\begin{aligned}
I(i, i)_{i} & \simeq \varpi_{0,0}^{(i)} \simeq \varpi_{2 i-n, 1}^{(n-i)}, \\
I(i+1, i+1)_{i+1} & \simeq \varpi_{0,0}^{(i+1)} \simeq \varpi_{2 i+2-n, 1}^{(n-i-1)} .
\end{aligned}
$$

Case 2. $j=i-1,(\lambda, \nu)=(n-i, n-i+1)$.
We take $\alpha \equiv i$ and $\beta \equiv i-1 \bmod 2$. Then we have

$$
\begin{aligned}
I(i, n-i)_{i} & \simeq \varpi_{n-2 i, 0}^{(i)} \simeq \varpi_{0,1}^{(n-i)} \\
I(i-1, n-i+1)_{i-1} & \simeq \varpi_{n-2 i+2,0}^{(i-1)} \simeq \varpi_{0,1}^{(n-i+1)}
\end{aligned}
$$

Then the intertwining operators assured in Theorem 12.2 in Cases 1 and 2 are given in the following four arrows (after switching $i$ and $n-i$ in Case 2):


The vertical arrows are scalar multiples of $d$ and $d^{*}$ (see Proposition 12.3, and the horizontal dotted arrows are given by Hodge star operators. This explains the four Cases b, *b, c, and $* \mathrm{c}$ in Theorem 12.1.

Case 3. $j=i, \lambda+\nu=n, \nu-\lambda \in 2 \mathbb{N}_{+}$.
We set $\ell:=\frac{1}{2}(\nu-\lambda)$ so that $\lambda=\frac{n}{2}-\ell$ and $\nu=\frac{n}{2}+\ell$. Then we have isomorphisms as $G$-modules:

$$
\begin{aligned}
& I\left(i, \frac{n}{2}-\ell\right)_{i} \simeq \varpi_{\frac{n}{2}-\ell-i, 0}^{(i)} \simeq \varpi_{-\frac{n}{2}-\ell+i, 1}^{(n-i)} \\
& I\left(i, \frac{n}{2}+\ell\right)_{i} \simeq \varpi_{\frac{n}{2}+\ell-i, 0}^{(i)} \simeq \varpi_{-\frac{n}{2}+\ell+i, 1}^{(n-i)}
\end{aligned}
$$

This yields Cases d and $* \mathrm{~d}$ in Theorem 12.1. Case 4 yields Cases a and $* \mathrm{a}$. Thus we have listed all possible cases, and the proof of Theorem 12.1 is completed.
12.8. Hodge star operator and Branson's operator $\mathcal{T}_{2 \ell}^{(i)}$. By the multiplicityfreeness result,

$$
\operatorname{dim} \operatorname{Diff}_{O(n+1,1)}\left(\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}, \mathcal{E}^{j}\left(S^{n}\right)_{v, \varepsilon}\right) \leq 1
$$

in Theorem 12.1, we know a priori that the composition $* \circ \mathcal{T}_{2 \ell}^{(i)} \circ *^{-1}$ of conformally covariant operators is proportional to $\mathcal{T}_{2 \ell}^{(n-i)}$. To be explicit, we have the following proposition.

Proposition 12.15. Let $0 \leq i \leq n$ and $\ell \in \mathbb{N}_{+}$. We put $u:=\frac{n}{2}-i-\ell, v:=\frac{n}{2}-i+\ell$. Then the following diagram commutes for any $\delta \in \mathbb{Z} / 2 \mathbb{Z}$.


Proof. The vertical isomorphisms are given by Proposition 8.3 because $u-n+2 i=$ $-v$. It then follows from Lemma 8.1 and (12.1) that

$$
\mathcal{T}_{2 \ell}^{(n-i)}=-*_{\mathbb{R}^{n}} \circ \mathcal{T}_{2 \ell}^{(i)} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}
$$

in the flat coordinates. Hence the proposition follows from Lemma 8.2 (see also (11.6)).

## 13. Matrix-valued factorization identities

Differential symmetry breaking operators may be expressed as a composition of two equivariant differential operators for some special values of the parameters. Such formulæ in the scalar case are called "factorization identities" in 11 or "functional identities for symmetry breaking operators" in [22].

In this chapter we establish "factorization identities" for conformally covariant differential operators on differential forms. A number of results have been known in the scalar case [11, 15, 19, 22], however, what we treat here is matrix-valued factorization identities. The setting we consider is $(X, Y)=\left(S^{n}, S^{n-1}\right)$ and $\left(G, G^{\prime}\right)=$ $(O(n+1,1), O(n, 1))$ as before, and $T_{X}$ (respectively, $\left.T_{Y}\right)$ is a $G$ - (respectively, $G^{\prime}$ ) intertwining operator in the following diagrams:


In Theorem 1.1, we have classified all the parameters for which there exist nonzero differential symmetry breaking operators, and have proved a multiplicity-one theorem. This guarantees the following "factorization identities" for some $p, q \in \mathbb{C}$ :

$$
\begin{aligned}
D_{u^{\prime}, b}^{i^{\prime} \rightarrow j} \circ T_{X} & =p D_{u, a}^{i \rightarrow j}, \\
T_{Y} \circ D_{u, a}^{i \rightarrow j} & =q D_{u, c}^{i \rightarrow j^{\prime}} .
\end{aligned}
$$

Explicit generators for symmetry breaking operators $D_{u, a}^{i \rightarrow j}$ are given in Theorems 1.5 1.8, whereas nontrivial $G$ - or $G^{\prime}$-intertwining operators $T_{X}$ or $T_{Y}$ are classified in Theorem 12.1. In this chapter, we shall consider all possible combinations of these operators under the parity condition

$$
\delta \equiv \delta^{\prime} \equiv \varepsilon \bmod 2 \quad \text { or } \quad \delta \equiv \varepsilon \equiv \varepsilon^{\prime} \bmod 2,
$$

and determine factorization identities. The explicit formulæ are given in Theorem 13.1 for $T_{X}=\mathcal{T}_{2 \ell}^{(i)}$ (Branson's operator), in Theorem 13.2 for $T_{Y}=\mathcal{T}_{2 \ell}^{\prime(j)}$, in Theorem 13.3 for $T_{X}=d$ or $d^{*}$, and in Theorem 13.4 for $T_{Y}=d$ or $d^{*}$. Factorization identities for the other parity case are derived easily from the same parity case by using the Hodge star operators.

In Section 13.1, we summarize these factorization identities in terms of the unnormalized symmetry breaking operators $\mathcal{D}_{u, a}^{i \rightarrow j}$ rather than the renormalized ones $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j}$,
because the formulæ take a simpler form. Factorization identities for the renormalized operators will be discussed in Section 13.8 with focus on the exact condition when the composition of two nonzero operators vanishes.
13.1. Matrix-valued factorization identities. This section summarizes the factorization identities for unnormalized operators for $(X, Y)=\left(S^{n}, S^{n-1}\right)$ with the same parity of $\delta, \delta^{\prime}, \varepsilon$, and $\varepsilon^{\prime}$.

We begin with the case $T_{X}=\mathcal{T}_{2 \ell}^{(i)}$ or $T_{Y}=\mathcal{T}_{2 \ell}^{(j)}$, where we recall from Theorem 12.1 that for $\ell \in \mathbb{N}_{+}$the $G$ - and $G^{\prime}$-intertwining operators (Branson's operators)

$$
\begin{array}{rll}
\mathcal{T}_{2 \ell}^{(i)} & : & \mathcal{E}^{i}\left(S^{n}\right)_{\frac{n}{2}-i-\ell} \longrightarrow \mathcal{E}^{i}\left(S^{n}\right)_{\frac{n}{2}-i+\ell}, \\
\mathcal{T}_{2 \ell}^{\prime(j)} & : & \mathcal{E}^{j}\left(S^{n-1}\right)_{\frac{n-1}{2}-j-\ell} \longrightarrow \mathcal{E}^{j}\left(S^{n-1}\right)_{\frac{n-1}{2}-j+\ell} .
\end{array}
$$

Let $\delta \equiv a+i+j \bmod 2$. Here are basic diagrams:


As in (1.13), we define a positive integer $K_{\ell, a}$ by $K_{\ell, a}=\prod_{k=1}^{\ell}\left(\left[\frac{a}{2}\right]+k\right)$ for $\ell \in \mathbb{N}_{+}$ and $a \in \mathbb{N}$. Then we have:
Theorem 13.1. Suppose $0 \leq i \leq n, a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. We set $u:=\frac{n}{2}-i-\ell$. Then

$$
\begin{array}{ll}
\text { (1) } \mathcal{D}_{u+2 \ell, a}^{i \rightarrow i-1} \circ \mathcal{T}_{2 \ell}^{(i)}=-\left(\frac{n}{2}-i-\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i-1} & \text { if } i \neq 0 . \\
\text { (2) } \mathcal{D}_{u+2 \ell, a}^{i \rightarrow i} \circ \mathcal{T}_{2 \ell}^{(i)}=-\left(\frac{n}{2}-i+\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i} & \text { if } i \neq n
\end{array}
$$

Theorem 13.2. Suppose $0 \leq i \leq n, a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. We set $u:=\frac{n-1}{2}-i-\ell-a$. Then

$$
\begin{aligned}
& \text { (1) } \mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \mathcal{D}_{u, a}^{i \rightarrow i-1}=-\left(\frac{n+1}{2}-i+\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i-1} \quad \text { if } i \neq 0 \text {. } \\
& \text { (2) } \mathcal{T}_{2 \ell}^{\prime(i)} \circ \mathcal{D}_{u, a}^{i \rightarrow i}=-\left(\frac{n-1}{2}-i-\ell\right) K_{\ell, a} \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i} \quad \text { if } i \neq n .
\end{aligned}
$$

We shall prove Theorems 13.1 and 13.2 in Sections 13.4 and 13.5 , respectively. Next, we consider the case where $T_{X}=d$ or $d^{*}$. Here are basic diagrams:


In this setting, the condition on $\delta \in \mathbb{Z} / 2 \mathbb{Z}$ from Theorem 1.1 is listed in the theorem below.

Theorem 13.3. For any $a \in \mathbb{N}$, we have
(1) $\mathcal{D}_{0, a}^{i+1 \rightarrow i} \circ d=\gamma\left(i+1-\frac{n}{2}, a\right) \mathcal{D}_{0, a+1}^{i \rightarrow i}$,
$0 \leq i \leq n-1, \quad \delta \equiv a+1 \bmod 2$.
(2) $\mathcal{D}_{0, a}^{i+1 \rightarrow i+1} \circ d=0$,
$0 \leq i \leq n-1, \quad \delta \equiv 0 \bmod 2$.
$\begin{array}{lll}\text { (3) } & \mathcal{D}_{n-2 i+2, a}^{i-1 \rightarrow i-1} \circ d^{*}=-\gamma\left(-i+1+\frac{n}{2}, a\right) \mathcal{D}_{n-2 i, a+1}^{i \rightarrow i-1}, & 1 \leq i \leq n, \\ \text { (4) } & \mathcal{D}_{n-2 i+2, a}^{i-1 \rightarrow i-2} \circ d^{*}=0, & 2 \leq i \leq n,\end{array}$
$\begin{array}{lll}\mathcal{D}_{n-2 i+2, a}^{i-1 \rightarrow i-1} \circ d^{*}=-\gamma\left(-i+1+\frac{n}{2}, a\right) \mathcal{D}_{n-2 i, a+1}^{i \rightarrow i-1}, & 1 \leq i \leq n, & \delta \equiv a \bmod 2 \\ \mathcal{D}_{n-2 i+2, a}^{i-1 \rightarrow i-2} \circ d^{*}=0, & 2 \leq i \leq n, & \delta \equiv 1 \bmod 2\end{array}$

Here we recall from (1.3) that $\gamma(\mu, a)=1$ if $a$ is odd; $=\mu+\frac{a}{2}$ if $a$ is even.
The proof of Theorem 13.3 will be given in Section 13.6 .
Finally, we consider the case where $T_{Y}=d$ or $d^{*}$. Here are basic diagrams:


$$
(j=i-1, i)
$$

$$
(j=i-1, i)
$$

In these two diagrams, $\delta \equiv a+i+j \bmod 2$.
Theorem 13.4. For any $a \in \mathbb{N}$, we have
(1) $d \circ \mathcal{D}_{-a-1, a}^{i \rightarrow i-1} \quad=-\gamma\left(-a+i-\frac{n+1}{2}, a\right) \mathcal{D}_{-a-1, a+1}^{i \rightarrow i} \quad$ for $1 \leq i \leq n-1$.
(2) $d \circ \mathcal{D}_{-a, a}^{i \rightarrow i} \quad=0 \quad$ for $0 \leq i \leq n-2$.
(3) $\quad d^{*} \circ \mathcal{D}_{n-2 i-a-1, a}^{i \rightarrow i}=-\gamma\left(-a-i+\frac{n-1}{2}, a\right) \mathcal{D}_{n-2 i-a-1, a+1}^{i \rightarrow i-1} \quad$ for $1 \leq i \leq n$.
(4) $d^{*} \circ \mathcal{D}_{n-2 i-a, a}^{i \rightarrow i-1}=0 \quad$ for $2 \leq i \leq n$.

Here we consider only the case where $a=0$ if $1 \leq i \leq n-1$ in (2), or if $2 \leq i \leq n-1$ in (4). The proof of Theorem 13.4 will be given in Section 13.7 .
Remark 13.5. Theorem 13.3 (2) for $a \neq 0$ reflects Theorem 1.1 which asserts that there is no nonzero conformally equivariant symmetry breaking operators $\mathcal{E}^{i}\left(S^{n}\right) \longrightarrow$ $\mathcal{E}^{i+1}\left(S^{n-1}\right)$ other than the obvious one Rest $_{S^{n}} \circ d$ (i.e. $a=0$ case) up to scalar if $i \neq 0$. On the other hand, we recall from Proposition 1.4 that the differential symmetry breaking operators $\mathcal{D}_{u, a}^{i \rightarrow j}$ may vanish for specific parameters, for instance,

$$
\mathcal{D}_{-a, a}^{i \rightarrow i}=0 \quad \text { if } \quad i=0 \quad \text { or } \quad a=0
$$

In such cases, the fomulæ like Theorem 13.3 (2) for $a=0$ or Theorem 13.4 (2) for $i=0$ or $a=0$ are trivial, however, by using the renormalized operators $\mathcal{D}_{u, a}^{i \rightarrow i}$ and $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i+1}$ given in 1.10 and 1.11 , we have the following nontrivial factorization identities:

$$
\begin{aligned}
\widetilde{\mathcal{D}}_{0,0}^{i+1, i+1} \circ d & =\widetilde{\mathcal{D}}_{0,0}^{i \rightarrow i+1}, \\
d \circ \widetilde{\mathcal{D}}_{-a, a}^{0 \rightarrow 0} & =\widetilde{\mathcal{D}}_{-a, a+1}^{0 \rightarrow 1} \quad \text { for all } a \in \mathbb{N}, \\
d \circ \widetilde{\mathcal{D}}_{0,0}^{i \rightarrow i} & =\widetilde{\mathcal{D}}_{0,1}^{i \rightarrow i} .
\end{aligned}
$$

We shall discuss in Section 13.8 the factorization identities for renormalized symmetry breaking operators of this kind corresponding to Theorem 13.3 (2) and (4), and Theorem 13.4 (2) and (4) among others. We also determine the vanishing condition of the composition of two nonzero operators in detail.

As an immediate corollary of Theorem 13.4, we can tell exactly when the image of the symmetry breaking operator $\mathcal{D}_{-a-1, a}^{i \rightarrow i-1}$ consists of closed forms on the submanifold $S^{n-1}$ :

## Corollary 13.6.

(1) Assume that $n$ is odd and $a$ is even with $0 \leq a \leq n-1$. We set

$$
\begin{equation*}
i:=\frac{1}{2}(a+n+1) . \tag{13.1}
\end{equation*}
$$

Then $\frac{n+1}{2} \leq i \leq n$ and $\mathcal{D}_{-a-1, a}^{i \rightarrow i-1} \omega$ is a closed $i$-form on $S^{n-1}$ for any $i$-form $\omega$ on $S^{n}$.
(2) Conversely, suppose $1 \leq i \leq n-1$. If $n$ is even or if $a \neq 2 i-n-1$, then there exists $\omega \in \mathcal{E}^{i}\left(S^{n}\right)$ such that $\mathcal{D}_{-a-1, a}^{i \rightarrow i-1} \omega$ is not a closed form on $S^{n-1}$.

Proof. For $i=n$, the $(n-1)$-form $\mathcal{D}_{u, a}^{n \rightarrow n-1} \omega$ is automatically closed for any $\omega \in$ $\mathcal{E}^{n}\left(S^{n}\right)$. Suppose $1 \leq i \leq n-1$ and $a \in \mathbb{N}$. By Theorem 13.4 (1), $d \circ \mathcal{D}_{-a-1, a}^{i \rightarrow i-1}=0$ if and only if $\gamma\left(-a-i+\frac{n+1}{2}, a\right)=0$. By the definition (1.3) of $\gamma(\mu, a)$, this happens exactly when $a$ is even and $i=\frac{1}{2}(a+n+1)$. This forces $n$ to be even. We also note
that $0 \leq a$ is equivalent to $\frac{1}{2}(n+1) \leq i$, and $a \leq n-1$ is equivalent to $i \leq n$. Hence the corollary follows.
13.2. Proof of Theorem $\mathbf{1 3 . 1}$ (1). We shall work with the flat coordinates. Theorem 13.1 (1) will be shown by the following proposition.
Proposition 13.7. There exist scalar-valued differential operators $P, Q, R, P^{\prime}, Q^{\prime}$ and $R^{\prime}$ on $\mathbb{R}^{n}$ satisfying the following three conditions:

$$
\begin{align*}
& \mathcal{D}_{\frac{n}{2}-i-\ell, a+2 \ell}^{i \rightarrow i-1}=\operatorname{Rest}_{x_{n}=0} \circ\left(P d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+Q d_{\mathbb{R}^{n}}^{*}+R \iota \frac{\partial}{\partial x_{n}}\right), \\
& \mathcal{D}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i} \circ \mathcal{T}_{2 \ell}^{(i)}=\operatorname{Rest}_{x_{n}=0} \circ\left(P^{\prime} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+Q^{\prime} d_{\mathbb{R}^{n}}^{*}+R^{\prime} \iota \frac{\partial}{\partial x_{n}}\right),  \tag{13.2}\\
& P=c_{i}(\ell) P^{\prime}, Q=c_{i}(\ell) Q^{\prime}, R=c_{i}(\ell) R^{\prime},
\end{align*}
$$

where $c_{i}(\ell)$ is defined by

$$
c_{i}(\ell):=-\left(\frac{n}{2}-i-\ell\right) K_{\ell, a}\left(=-\left(\frac{n}{2}-i-\ell\right) \prod_{k=1}^{\ell}\left(\left[\frac{a}{2}\right]+k\right)\right) .
$$

The rest of this section is devoted to the proof of Proposition 13.7.
We take

$$
\begin{aligned}
P & =-\mathcal{D}_{a+2 \ell-2}^{-\ell+\frac{3}{2}}, \\
Q & =-\gamma\left(-\ell+\frac{1}{2}, a+2 \ell\right) \mathcal{D}_{a+2 \ell-1}^{-\ell+\frac{3}{2}}, \\
R & =-\frac{1}{2}\left(\frac{n}{2}-i+\ell\right) \mathcal{D}_{a+2 \ell}^{-\ell+\frac{1}{2}},
\end{aligned}
$$

according to the formula (1.4) of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$. In order to find $P^{\prime}, Q^{\prime}$, and $R^{\prime}$, we use:
Lemma 13.8. Suppose $A, B, C, p$ and $q$ are (scalar-valued) differential operators on $\mathbb{R}^{n}$ with constant coefficients. We set

$$
P^{\prime}:=-A p \Delta_{\mathbb{R}^{n}}+C p+A q, \quad Q^{\prime}:=-B p \Delta_{\mathbb{R}^{n}}+C p \frac{\partial}{\partial x_{n}}+B q, \quad R^{\prime}:=C q
$$

Then,
$\left(A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}\right) \circ\left(p d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+q\right)=P^{\prime} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+Q^{\prime} d_{\mathbb{R}^{n}}^{*}+R^{\prime} \iota \frac{\partial}{\partial x_{n}}$.
Proof. This is an easy consequence of the commutation relations among the operators $d_{\mathbb{R}^{n}}, d_{\mathbb{R}^{n}}^{*}$, and $\iota \frac{\partial}{\partial x_{n}}$ given in Lemma 8.14 together with $\left(d_{\mathbb{R}^{n}}^{*}\right)^{2}=0$ and $d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+$ $d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}=-\Delta_{\mathbb{R}^{n}}$.

Lemma 13.9. The equation (13.2) holds if we take

$$
\begin{aligned}
P^{\prime} & =\left(\frac{n}{2}-i-\ell\right)\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{\ell-\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell-1} \\
Q^{\prime} & =\frac{\left(\frac{n}{2}-i-\ell\right)(a+1)(a+2 \ell)}{4 \gamma\left(\ell+\frac{1}{2}, a-1\right)} \mathcal{D}_{a+1}^{\ell-\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell-1} \\
R^{\prime} & =\frac{1}{2}\left(\frac{n}{2}-i-\ell\right)\left(\frac{n}{2}-i+\ell\right) \mathcal{D}_{a}^{\ell+\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell} .
\end{aligned}
$$

Proof. By Theorems 1.5 and 12.1 ,

$$
\begin{aligned}
\mathcal{D}_{\frac{n}{2}-i+\ell, a}^{i+i-1} & =\operatorname{Rest}_{x_{n}=0} \circ\left(A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}\right) \\
\mathcal{T}_{2 \ell}^{(i)} & =p d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+q
\end{aligned}
$$

if we set
$A=-\mathcal{D}_{a-2}^{\ell+\frac{3}{2}}, B=-\gamma\left(\ell+\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\ell+\frac{3}{2}}, C=-\frac{1}{2}\left(\frac{n}{2}-i-\ell\right) \mathcal{D}_{a}^{\ell+\frac{1}{2}}, p=-2 \ell, q=-\left(\frac{n}{2}-i+\ell\right)$.
Applying Lemma 13.8, we get 13.2 if we set

$$
\begin{aligned}
P^{\prime} & =\left(\frac{n}{2}-i-\ell\right)\left(\mathcal{D}_{a-2}^{\ell+\frac{3}{2}} \Delta_{\mathbb{R}^{n}}+\ell \mathcal{D}_{a}^{\ell+\frac{1}{2}}\right) \Delta_{\mathbb{R}^{n}}^{\ell-1} \\
Q^{\prime} & =\left(\frac{n}{2}-i-\ell\right)\left(\gamma\left(\ell+\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\ell+\frac{3}{2}} \Delta_{\mathbb{R}^{n}}+\ell \mathcal{D}_{a}^{\ell+\frac{1}{2}} \frac{\partial}{\partial x_{n}}\right) \Delta_{\mathbb{R}^{n}}^{\ell-1} \\
R^{\prime} & =\frac{1}{2}\left(\frac{n}{2}-i-\ell\right)\left(\frac{n}{2}-i+\ell\right) \mathcal{D}_{a}^{\ell+\frac{1}{2}} \Delta_{\mathbb{R}^{n}}^{\ell}
\end{aligned}
$$

Then the lemma follows from the three-term relations (9.8) for $P^{\prime},(9.9)$ for $Q^{\prime}$ with $\nu=\ell+\frac{1}{2}$.

We are ready to give a proof of Proposition 13.7.
Proof of Proposition 13.7. The assertions $P=c_{i}(\ell) P^{\prime}, Q=c_{i}(\ell) Q^{\prime}$, and $R=c_{i}(\ell) R^{\prime}$ are now reduced to the factorization identities for scalar-valued differential operators (Juhl's operators) which were proved in Lemma 9.4 (1), (2), and Proposition 9.3 (1), respectively.

Thus the proof of Theorem 13.1 (1) is completed.
13.3. Proof of Theorem $\mathbf{1 3 . 1}$ (2). We deduce the second statement of Theorem 13.1 from the first one by using the Hodge star operator. By Theorem 13.1 (1) with $i:=n-i$, we have

$$
\begin{equation*}
\mathcal{D}_{\frac{n}{2}-\tilde{i}+\ell, a}^{\tilde{i} \rightarrow \tilde{\tilde{i}-1}} \circ \mathcal{T}_{2 \ell}^{\tilde{i} \tilde{i}}=-\left(\frac{n}{2}-\tilde{i}-\ell\right) K_{\ell, a} \mathcal{D}_{\frac{n}{2}-\tilde{i}-\ell, a+2 \ell}^{\tilde{i} \rightarrow \tilde{i}-1} \tag{13.3}
\end{equation*}
$$

We recall from Proposition 12.15

$$
*_{\mathbb{R}^{n}} \circ \mathcal{T}_{2 \ell}^{(\tilde{i})} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=-\mathcal{T}_{2 \ell}^{(\tilde{i})},
$$

and from (1.8) with $\tilde{i}:=n-i$

$$
\begin{aligned}
\mathcal{D}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i} & =(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{\substack{\frac{n}{2}-\tilde{i}+\ell, a}}^{\tilde{i}+\tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}, \\
\mathcal{D}_{\frac{n}{2}-i+\ell, a+2 \ell}^{i \rightarrow i} & =(-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{\frac{n}{2}-\tilde{i}+\ell, a+2 \ell}^{\tilde{i}+\tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} .
\end{aligned}
$$

Then Theorem 13.1 (2) follows from (13.3) by applying $*_{\mathbb{R}^{n-1}}$ from the left and $\left(*_{\mathbb{R}^{n}}\right)^{-1}$ from the right.
13.4. Proof of Theorem $\mathbf{1 3 . 2}$ (1). This section gives a proof of Theorem 13.2 (1). As in the proof of Theorem 13.1 (2), we shall reduce the proof to an analogous identity for the scalar-valued case (Proposition 9.3 (2)). For this, we need some computation for matrix-valued differential operators that are stated in the lemmas below.

Lemma 13.10. Suppose that $p, q, r, A, B$ and $C$ are (scalar-valued) differential operators with constant coefficients on $\mathbb{R}^{n}$. We set

$$
R:=-p A \Delta_{\mathbb{R}^{n-1}}-p A \frac{\partial^{2}}{\partial x_{n}^{2}}+p C+r A-q B+q A \frac{\partial}{\partial x_{n}}
$$

Then the following identity holds:
$\left(p d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+q d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}+r\right) \circ\left(A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}\right)=R d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}+r B d_{\mathbb{R}^{n}}^{*}+r C \iota \frac{\partial}{\partial x_{n}}$.
Proof. Direct computation by Lemma 8.14, as in the proof of Lemma 13.8.
Lemma 13.11. Let $p, q$, and $r$ be (scalar-valued) differential operators of 0th, first, and second order, respectively, given by

$$
p=-2 \ell, \quad q=-2 \ell \frac{\partial}{\partial x_{n}}, \quad r=-\left(\frac{n+1}{2}+\ell-i\right) \Delta_{\mathbb{R}^{n-1}}
$$

Then,

$$
\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \operatorname{Rest}_{x_{n}=0}=\operatorname{Rest}_{x_{n}=0} \circ\left(p d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+q d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}+r\right)
$$

Proof. The identity follows from the commutation relations among $\operatorname{Rest}_{x_{n}=0}, d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}$, and $d_{\mathbb{R}^{n}}^{*} d_{\mathbb{R}^{n}}$ given in Lemma 8.15 (3) and (4).

Let $u:=\frac{n-1}{2}-i-a-\ell$. Then by the formula (1.4) of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$, we have

$$
\mathcal{D}_{u, a}^{i \rightarrow i-1}=\operatorname{Rest}_{x_{n}=0} \circ\left(A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}\right),
$$

where
(13.4)

$$
A:=-\mathcal{D}_{a-2}^{-a-\ell+1}, \quad B:=-\gamma(-a-\ell, a) \mathcal{D}_{a-1}^{-a-\ell+1}, \quad C:=-\frac{1}{2}\left(\frac{n+1}{2}-i+a+\ell\right) \mathcal{D}_{a}^{-a-\ell} .
$$

Then the composition

$$
\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \mathcal{D}_{u, a}^{i \rightarrow i-1}=\left(\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \operatorname{Rest}_{x_{n}=0}\right) \circ\left(A d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}^{*}+B d_{\mathbb{R}^{n}}^{*}+C \iota \frac{\partial}{\partial x_{n}}\right)
$$

can be computed explicitly as follows.
Lemma 13.12.

$$
\begin{aligned}
\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \mathcal{D}_{u, a}^{i \rightarrow i-1}= & \left(\frac{n+1}{2}+\ell-i\right) \operatorname{Rest}_{x_{n}=0} \circ\left(\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \ell}^{*} \frac{\partial}{\partial x_{n}}\right. \\
& \left.+\gamma(-a-\ell, a) \mathcal{D}_{a}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}\left(\frac{n+1}{2}-i+a+\ell\right) \mathcal{D}_{a}^{-a-\ell} \Delta_{\mathbb{R}^{n-1} \ell}^{\ell} \frac{\partial}{\partial x_{n}}\right)
\end{aligned}
$$

Proof. The first two terms are derived directly from Lemmas 13.10 and 13.11. For the third term, we use three-term relations among $\mathcal{D}_{\ell}^{\lambda} \mathrm{s}$ that were studied in Chapter 9. What we actually need is the claim below.

Claim 13.13. Suppose $p, q$ and $r$ are given as in Lemma 13.11 and $A, B$ and $C$ by (13.4). Then the differential operator $R$ in Lemma 13.10 amounts to

$$
\left(\frac{n+1}{2}+\ell-i\right)\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{-a-\ell+1} .
$$

Proof of Claim 13.13. A direct computation shows

$$
\begin{aligned}
R & =\left(\frac{n+1}{2}-\ell-i\right) \mathcal{D}_{a-2}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}+\left(\frac{n+1}{2}+a+\ell-i\right) \ell \mathcal{D}_{a}^{-a-\ell} \\
& -2 \ell \gamma(-a-\ell, a) \mathcal{D}_{a-1}^{-a-\ell+1} \frac{\partial}{\partial x_{n}} .
\end{aligned}
$$

Applying the three-term relation (9.6) to $\mathcal{D}_{a-1}^{-a-\ell+1} \frac{\partial}{\partial x_{n}}$ in the last term, we see

$$
R=\left(\frac{n+1}{2}+\ell-i\right)\left(\mathcal{D}_{a-2}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}+\ell \mathcal{D}_{a}^{-a-\ell}\right)
$$

Finally, by the three-term relation (9.10) with $\mu=-a-\ell$, we get the claim.
We are ready to complete the proof of Theorem 13.2 (1). By the definition (1.4) of $\mathcal{D}_{u, b}^{i \rightarrow i-1}$ again,

$$
\begin{aligned}
& \mathcal{D}_{u, a+2 \ell}^{i \rightarrow i-1} \\
& =\operatorname{Rest}_{x_{n}=0} \circ\left(-\mathcal{D}_{a+2 \ell-2}^{-a-\ell+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \iota}^{*} \frac{\partial}{\partial x_{n}}-\gamma(-a, a) \mathcal{D}_{a+2 \ell-1}^{-a-\ell+1}-\frac{1}{2}\left(\frac{n+1}{2}-i+a+\ell\right) \mathcal{D}_{a+2 \ell}^{-a-\ell} \iota \frac{\partial}{\partial x_{n}}\right) \text {. }
\end{aligned}
$$

Substituting the formulæ for the (scalar) differential operators $\mathcal{D}_{\ell}^{\lambda}$ from Lemma 9.4, we have

$$
\begin{aligned}
\mathcal{D}_{u, a+2 \ell}^{i \rightarrow i-1}= & -K_{\ell, a}^{-1} \operatorname{Rest}_{x_{n}=0} \circ\left(\left(\ell+\left[\frac{a}{2}\right]\right) \mathcal{D}_{a}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell-1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n} \ell \frac{\partial}{\partial x_{n}}}^{*}\right. \\
& \left.+\gamma(-a-\ell, a) \mathcal{D}_{a-1}^{-a-\ell+1} \Delta_{\mathbb{R}^{n-1}}^{\ell} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}\left(\frac{n+1}{2}-i+a+\ell\right) \mathcal{D}_{a}^{-a-\ell} \Delta_{\mathbb{R}^{n-1}}^{\ell} \frac{\partial}{\partial x_{n}}\right)
\end{aligned}
$$

Comparing this with Lemma 13.12, we have completed the proof of Theorem 13.2 (1).
13.5. Proof of Theorem $\mathbf{1 3 . 2}$ (2). We deduce the second statement of Theorem 13.2 from the first one by using the Hodge operator $*$. By Theorem 13.2 (1) with $i:=n-i$ and $\tilde{u}:=\frac{n-1}{2}-\tilde{i}-a-\ell$, we have

$$
\begin{equation*}
\mathcal{T}_{2 \ell}^{\prime(\tilde{i}-1)} \circ \mathcal{D}_{\tilde{u}, a}^{\tilde{i} \rightarrow \tilde{i}-1}=-\left(\frac{n+1}{2}-\tilde{i}+\ell\right) K_{\ell, a} \mathcal{D}_{\tilde{u}, a+2 \ell}^{\tilde{i} \rightarrow \tilde{i}-1} . \tag{13.5}
\end{equation*}
$$

We recall from Proposition 12.15

$$
*_{\mathbb{R}^{n-1}} \circ \mathcal{T}_{2 \ell}^{\prime(\tilde{i}-1)} \circ\left(*_{\mathbb{R}^{n-1}}\right)^{-1}=-\mathcal{T}_{2 \ell}^{\prime}{ }_{2 \ell}^{(\tilde{i})},
$$

and from (1.6)

$$
\begin{aligned}
& (-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{\tilde{u}, a}^{\tilde{i}, \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=\mathcal{D}_{u, a}^{i \rightarrow i}, \\
& (-1)^{n-1} *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{\tilde{u}, a+2 \ell}^{\tilde{i} \rightarrow \tilde{i}-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=\mathcal{D}_{u, a+2 \ell}^{i \rightarrow i}
\end{aligned}
$$

Then Theorem 13.2 (2) follows by applying $*_{\mathbb{R}^{n-1}}$ from the left and $\left(*_{\mathbb{R}^{n}}\right)^{-1}$ from the right to (13.5).
13.6. Proof of Theorem 13.3. In this section, we complete the proof of Theorem 13.3.
(1) We first show the following lemma:

Lemma 13.14. Let $0 \leq i \leq n-1$ and $a \in \mathbb{N}$. We set $\mu:=i-\frac{n-3}{2}$ and define the following scalar-valued differential operators:

$$
\begin{aligned}
P^{\prime} & :=-\mathcal{D}_{a-2}^{\mu+2} \frac{\partial}{\partial x_{n}}+\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \\
Q^{\prime} & :=-\mathcal{D}_{a-2}^{\mu+1} \Delta_{\mathbb{R}^{n}}-\left(i+1-\frac{n}{2}\right) \mathcal{D}_{a}^{\mu}, \\
R^{\prime} & :=\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} \Delta_{\mathbb{R}^{n}}+\left(i+1-\frac{n}{2}\right) \mathcal{D}_{a}^{\mu} \frac{\partial}{\partial x_{n}}
\end{aligned}
$$

Then

$$
\mathcal{D}_{0, a}^{i+1 \rightarrow i} \circ d_{\mathbb{R}^{n}}=\operatorname{Rest}_{x_{n}=0} \circ\left(P^{\prime} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+Q^{\prime} d_{\mathbb{R}^{n} \iota} \frac{\partial}{\partial x_{n}}+R^{\prime}\right)
$$

Proof. The lemma follows from the formula (1.4) for $\mathcal{D}_{0, a}^{i+1 \rightarrow i}$ by (8.14) and Lemma 8.14 (1).

We observe that $i+1-\frac{n}{2}=\mu-\frac{1}{2}$. Then applying the three-term relations (9.7), (9.8), and (9.9) for $\mathcal{D}_{a}^{\mu} \mathrm{s}$, we see that the scalar-valued operators $P^{\prime}, Q^{\prime}$, and $R^{\prime}$ in Lemma 13.14 amounts to

$$
\begin{aligned}
P^{\prime} & =\gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a-1}^{\mu} \\
Q^{\prime} & =-\left(\mu+\left[\frac{a}{2}\right]-\frac{1}{2}\right) \mathcal{D}_{a}^{\mu-1} \\
R^{\prime} & =\frac{1}{2}(a+1) \gamma\left(\mu-\frac{1}{2}, a\right) \mathcal{D}_{a+1}^{\mu-1}
\end{aligned}
$$

respectively. In view of the formula (1.6) of $\mathcal{D}_{0, a+1}^{i \rightarrow i}$ and of the following elementary identity of $\gamma(\mu, a)$ (see (1.3))

$$
\gamma\left(\mu-\frac{3}{2}, a+1\right) \gamma\left(\mu-\frac{1}{2}, a\right)=\mu+\left[\frac{a}{2}\right]-\frac{1}{2},
$$

we obtain the first statement of Theorem 13.3,
(2) By the formula (1.7) for $\mathcal{D}_{0, a}^{i \rightarrow i}$, we get $\mathcal{D}_{0, a}^{i \rightarrow i} \circ d_{\mathbb{R}^{n}}=0$ from Lemma 8.15 (1) and $d_{\mathbb{R}^{n}}^{2}=0$.
(3) By Theorem 13.3 (1) with $i$ replaced by $n-i$, we have

$$
\mathcal{D}_{0, a}^{n-i+1 \rightarrow n-i} \circ d_{\mathbb{R}^{n}}=\gamma\left(-i+1+\frac{n}{2}, a\right) \mathcal{D}_{0, a+1}^{n-i \rightarrow n-i}
$$

Then we apply $*_{\mathbb{R}^{n-1}}$ from the left and $\left(*_{\mathbb{R}^{n}}\right)^{-1}$ from the right to the above identity, and use the following identities

$$
\begin{aligned}
& *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{0, a}^{n-i+1 \rightarrow n-i} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{n-1} \mathcal{D}_{n-2 i, a}^{i-1 \rightarrow i-1}, \\
& *_{\mathbb{R}^{n}} \circ d_{\mathbb{R}^{n}} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{n-i+1} d_{\mathbb{R}^{n}}^{*} \quad \text { on } \quad \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \text {, } \\
& *_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{0, a+1}^{n-i \rightarrow n-i} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{i+1} \mathcal{D}_{n-2 i, a}^{i \rightarrow i-1} \quad \text { on } \quad \mathcal{E}^{i}\left(\mathbb{R}^{n}\right) \text {, }
\end{aligned}
$$

as in the proof of Theorem 13.2 (2). Now the third statement of Theorem 13.3 follows.
(4) By the formula (1.4) for $\mathcal{D}_{n-2 i+2,0}^{i-1 \rightarrow i-2}$, we get $\mathcal{D}_{n-2 i+2,0}^{i-1 \rightarrow i-2} \circ d_{\mathbb{R}^{n}}^{*}=0$ from Lemma $8.14(2)$ and $\left(d_{\mathbb{R}^{n}}^{*}\right)^{2}=0$.

Thus Theorem 13.3 has been proved.
13.7. Proof of Theorem 13.4. In this section we complete the proof of Theorem 13.4.

Proof of Theorem 13.4 (1). We set

$$
u:=-a-1, \quad \mu:=u+i-\frac{n-1}{2} .
$$

By the first expression of (1.4), we have

$$
d_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a-1, a}^{i \rightarrow i-1}=\operatorname{Rest}_{x_{n}=0} \circ\left(-\gamma(\mu, a) \mathcal{D}_{a-1}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}+\frac{1}{2}(u+2 i-n) \mathcal{D}_{a}^{\mu} d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}\right)
$$

On the other hand, by the formula (1.6) of $\mathcal{D}_{u, a}^{i \rightarrow i}$, we have

$$
\mathcal{D}_{-a-1, a+1}^{i \rightarrow i}=\operatorname{Rest}_{x_{n}=0} \circ\left(\mathcal{D}_{a-1}^{\mu+1} d_{\mathbb{R}^{n}} d_{\mathbb{R}^{n}}^{*}-\gamma\left(\mu-\frac{1}{2}, a+1\right) \mathcal{D}_{a}^{\mu} d_{\mathbb{R}^{n} \iota \frac{\partial}{\partial x_{n}}}\right) .
$$

It follows from these formulæ that we get

$$
\begin{align*}
\quad d_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a-1, a}^{i \rightarrow i-1}+\gamma(\mu, a) \mathcal{D}_{-a-1, a+1}^{i \rightarrow i}=  \tag{13.6}\\
\operatorname{Rest}_{x_{n}=0} \circ\left(\frac{1}{2}(u+2 i-n)-\gamma(\mu, a) \gamma\left(\mu-\frac{1}{2}, a+1\right)\right) \mathcal{D}_{a}^{\mu} d_{\mathbb{R}^{n} l} \frac{\partial}{\partial x_{n}}
\end{align*}
$$

By using the following elementary identity

$$
\gamma(\mu, a) \gamma\left(\mu-\frac{1}{2}, a+1\right)=\mu+\frac{a}{2}
$$

we see that the right-hand side of (13.6) vanishes.
Proof of Theorem 13.4 (2). It follows from the formula 1.6) of $\mathcal{D}_{u, a}^{i \rightarrow i}$ and Lemma 8.15 (1) that we have

$$
d_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{u, a}^{i \rightarrow i}=\frac{1}{2}(u+a) \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a}^{\mu} \circ d_{\mathbb{R}^{n}}
$$

Hence $d_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a, a}^{i \rightarrow i}=0$.
Proof of Theorem 13.4 (3). By Theorem 13.4 (1) with $i$ replaced by $n-i$, we have

$$
\begin{equation*}
d_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a-1, a}^{n-i \rightarrow n-i-1}=-\gamma\left(-a-i+\frac{n-1}{2}, a\right) \mathcal{D}_{-a-1, a+1}^{n-i \rightarrow n-i} . \tag{13.7}
\end{equation*}
$$

We recall from 8.13)

$$
*_{\mathbb{R}^{n-1}} \circ d_{\mathbb{R}^{n-1}} \circ\left(*_{\mathbb{R}^{n-1}}\right)^{-1}=(-1)^{n-i} d_{\mathbb{R}^{n-1}}^{*} \quad \text { on } \mathcal{E}^{i}\left(\mathbb{R}^{n-1}\right)
$$

and from (1.8)

$$
\begin{aligned}
*_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a-1, a}^{n-i \rightarrow n-i-1} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1} & =(-1)^{n-1} \mathcal{D}_{n-2 i-a-1, a}^{i \rightarrow i}, \\
\left(*_{\mathbb{R}^{n-1}}\right)^{-1} \circ \mathcal{D}_{-a-1, a+1}^{n-i \rightarrow n-i} \circ *_{\mathbb{R}^{n}} & =(-1)^{n-1} \mathcal{D}_{n-2 i-a-1, a+1}^{i \rightarrow i-1} .
\end{aligned}
$$

Since $\left(*_{\mathbb{R}^{n}}\right)^{2}=(-1)^{i(n-i)} \mathrm{id}$ on $\mathcal{E}^{i}\left(\mathbb{R}^{n}\right)$ and $\left(*_{\mathbb{R}^{n-1}}\right)^{2}=(-1)^{(n-i)(i-1)} \mathrm{id}$ on $\mathcal{E}^{n-i}\left(\mathbb{R}^{n-1}\right)$, the last formula yields

$$
*_{\mathbb{R}^{n-1}} \circ \mathcal{D}_{-a-1, a+1}^{n-i \rightarrow n-i} \circ\left(*_{\mathbb{R}^{n}}\right)^{-1}=(-1)^{i+1} \mathcal{D}_{n-2 i-a-1, a+1}^{i \rightarrow i-1}
$$

Applying $*_{\mathbb{R}^{n-1}}$ from the left and $\left(*_{\mathbb{R}^{n}}\right)^{-1}$ from the right to the identity (13.7), we get

$$
(-1)^{i+1} d_{\mathbb{R}^{n-1}}^{*} \mathcal{D}_{n-2 i-a-1, a}^{i \rightarrow i}=-(-1)^{i+1} \gamma\left(-a-i+\frac{n-1}{2}, a\right) \mathcal{D}_{n-2 i-a-1, a+1}^{i \rightarrow i-1}
$$

Thus Theorem 13.4 (3) is proved.
Proof of Theorem 13.4 (4). By the formula (1.5) of $\mathcal{D}_{u, a}^{i \rightarrow i-1}$, we have

$$
d_{\mathbb{R}^{n-1}}^{*} \circ \mathcal{D}_{n-2 i-a, a}^{i \rightarrow i-1}=-d_{\mathbb{R}^{n-1}}^{*} \circ \operatorname{Rest}_{x_{n}=0} \circ \mathcal{D}_{a-2}^{\mu+1} d_{\mathbb{R}^{n}}^{*} \iota \frac{\partial}{\partial x_{n}} d_{\mathbb{R}^{n}}
$$

because $\left(d_{\mathbb{R}^{n-1}}^{*}\right)^{2}=0$. By Lemma 8.14 (2) and Lemma 8.15 (2), the right-hand side vanishes because $\left(d_{\mathbb{R}^{n}}^{*}\right)^{2}=0$ and $\left(\frac{\partial}{\partial x_{n}}\right)^{2}=0$.

Alternatively, Theorem 13.4 (3) and (4) can be deduced from Theorem 13.4 (1) and (2), respectively, by using the Hodge star operators.
13.8. Renormalized factorization identities. In Section 13.1, we have shown various factorization identities for (unnormalized) symmetry breaking operators. Now observe from Proposition 1.4 that $\mathcal{D}_{u, a}^{i \rightarrow i-1}$ and $\mathcal{D}_{u, a}^{i \rightarrow i}$ may vanish for specific parameters $(u, a, i)$. In this section, we discuss factorization identities for renormalized symmetry breaking operators $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1}$ and $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i}$ defined in (1.9) and (1.10), respectively. We do not pursue finding all the constants explicitly for factorization identities in this section, as they are directly computed from the theorems for the unnormalized case in Section 13.1 and from (13.8) and (13.9) below. Instead we shall formulate results for renormalized operators in a way that we can benefit the following two advantages:

- to find some further nontrivial factorization identities that were stated as $T_{Y} \circ 0=0$ or $0 \circ T_{X}=0$ for unnormalized operators with specific parameters;
- to determine exactly when the composition of two nonzero intertwining operators vanish.
The latter view point plays an important role in the branching problem for subquotients of principal series representations, see [22]. For this purpose, we use the notations $I(i, \lambda)_{\alpha}$ and $J(j, \nu)_{\beta}$ for principal series representations of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$, respectively, instead of $\mathcal{E}^{i}\left(S^{n}\right)_{u, \delta}$ and $\mathcal{E}^{j}\left(S^{n-1}\right)_{v, \varepsilon}$ for the notation in conformal geometry.

By definitions (1.9) and (1.6) on one hand, and (1.10) and (1.4) on the other hand, we have

$$
\begin{align*}
& \mathcal{D}_{u, a}^{i \rightarrow i}= \begin{cases}\frac{1}{2}(a+u) \widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i} & \text { if } i=0 \text { or } a=0, \\
\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i} & \text { if } i \neq 0 \text { and } a \neq 0,\end{cases}  \tag{13.8}\\
& \mathcal{D}_{u, a}^{i \rightarrow i-1}= \begin{cases}\frac{1}{2}(a+u+2 i-n) \widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1} & \text { if } i=n \text { or } a=0, \\
\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow i-1} & \text { if } i \neq n \text { and } a \neq 0 .\end{cases} \tag{13.9}
\end{align*}
$$

Consider the following diagrams for $j=i$ and $j=i-1$ :

where parameters $\delta$ and $\varepsilon$ are chosen according to Theorem 2.8 (iii). In what follows, we put

$$
\begin{aligned}
& p_{ \pm} \equiv p_{ \pm}(i, \ell, a):= \begin{cases}i \pm \ell-\frac{n}{2} & \text { if } a \neq 0 \\
\pm 2 & \text { if } a=0\end{cases} \\
& q \equiv q(i, \ell, a):: \begin{cases}i+\ell-\frac{n-1}{2} & \text { if } i \neq 0, a \neq 0 \\
-2 & \text { if } i \neq 0, a=0 \\
-\left(\ell+\frac{n-1}{2}\right) & \text { if } i=0,\end{cases} \\
& r \equiv r(i, \ell, a):= \begin{cases}i-\ell-\frac{n+1}{2} & \text { if } i \neq n, a \neq 0 \\
2 & \text { if } i \neq n, a=0 \\
-\left(\ell+\frac{n+1}{2}\right) & \text { if } i=n,\end{cases}
\end{aligned}
$$

and recall $K_{\ell, a}=\prod_{k=1}^{\ell}\left(\left[\frac{a}{2}\right]+k\right)$. Then the factorization identities for renormalized differential symmetry breaking operators $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j}$ for $j \in\{i-1, i\}$ and Branson's conformally covariant operators $\mathcal{T}_{2 \ell}^{(i)}$ or $\mathcal{T}_{2 \ell}^{\prime(j)}$ are given as follows.
Theorem 13.15. Suppose $0 \leq i \leq n-1, a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. Then
(1) $\widetilde{\mathcal{D}}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i} \circ \mathcal{T}_{2 \ell}^{(i)}=p_{-} K_{\ell, a} \widetilde{\mathcal{D}}_{\frac{n}{2}-i-\ell, a+2 \ell}^{i \rightarrow i}$.
(2) $\mathcal{T}_{2 \ell}^{\prime(i)} \circ \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a}^{i \rightarrow i}=q K_{\ell, a} \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a+2 \ell}^{i \rightarrow i}$.

Theorem 13.16. Suppose $1 \leq i \leq n, a \in \mathbb{N}$ and $\ell \in \mathbb{N}_{+}$. Then

$$
\begin{aligned}
& \text { (1) } \widetilde{\mathcal{D}}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i-1} \circ \mathcal{T}_{2 \ell}^{(i)}=p_{+} K_{\ell, a} \widetilde{\mathcal{D}}_{\frac{n}{2}-i-\ell, a+2 \ell}^{i \rightarrow i-1} . \\
& \text { (2) } \mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a}^{i \rightarrow i-1}=r K_{\ell, a} \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a+2 \ell}^{i \rightarrow i-1}
\end{aligned}
$$

Since $K_{\ell, a}>0$, by examining the condition on $(i, \ell, a)$ for the constants $p_{ \pm}, q, r$ vanish, we see that Theorems 13.15 and 13.16 determine exactly when the composition of the two nonzero operators vanish:

Corollary 13.17. Suppose we are in the setting of Theorems 13.15 or 13.16 .
(1) $\widetilde{\mathcal{D}}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i} \circ \mathcal{T}_{2 \ell}^{(i)} \neq 0$ except for the following case:

$$
\widetilde{\mathcal{D}}_{0, a}^{i \rightarrow i} \circ \mathcal{T}_{2 i-n}^{(i)}=0 \quad \text { for } n \text { even, } \frac{n+2}{2} \leq i \leq n-1, \text { and } a \in \mathbb{N}_{+}
$$

(2) $\widetilde{\mathcal{D}}_{\frac{n}{2}-i+\ell, a}^{i \rightarrow i-1} \circ \mathcal{T}_{2 \ell}^{(i)} \neq 0$ except for the following case:

$$
\widetilde{\mathcal{D}}_{n-2 i, a}^{i \rightarrow i-1} \circ \mathcal{T}_{n-2 i}^{(i)}=0 \quad \text { for } n \text { even, } 1 \leq i \leq \frac{n-2}{2} \text {, and } a \in \mathbb{N}_{+}
$$

(3) $\mathcal{T}_{2 \ell}^{\prime(i-1)} \circ \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a}^{i \rightarrow i-1} \neq 0$ except for the following case:

$$
\mathcal{T}_{2 i-n-1}^{\prime(i-1)} \circ \widetilde{\mathcal{D}}_{n-2 i-a, a}^{i \rightarrow i-1}=0 \quad \text { for } n \text { odd, } \frac{n+3}{2} \leq i \leq n-1, \text { and } a \in \mathbb{N}_{+}
$$

(4) $\mathcal{T}_{2 \ell}^{\prime(i)} \circ \widetilde{\mathcal{D}}_{\frac{n-1}{2}-i-\ell-a, a}^{i \rightarrow i} \neq 0$ except for the following case:

$$
\mathcal{T}_{n-2 i-1}^{\prime(i)} \circ \widetilde{\mathcal{D}}_{-a, a}^{i \rightarrow i}=0 \quad \text { for } n \text { odd, } 1 \leq i \leq \frac{n-3}{2} \text {, and } a \in \mathbb{N}_{+} .
$$

Next we consider the factorization identities corresponding to Theorems 13.3 and 13.4. By focusing on the "two advantages" as we mentioned at the beginning of this section, we omit giving the explicit constants and formulate the results as follows:

Theorem 13.18. Let $n \geq 2$.
(1) Let $a \in \mathbb{N}$ and $0 \leq i \leq n-1$. For

$$
I(i, i)_{i} \xrightarrow{d} I(i+1, i+1)_{i+1} \xrightarrow{\widetilde{\mathcal{D}}_{0, a}^{i+1 \rightarrow i}} J(i, i+a+1)_{i},
$$

the following two conditions on $(i, a, n)$ are equivalent:
(i) $\widetilde{\mathcal{D}}_{0, a}^{i+1 \rightarrow i} \circ d=0$;
(ii) $n$ is even, $0 \leq i<\frac{n-2}{2}$, and $a=n-2 i-2$.

We note that, for $n$ even,

$$
\widetilde{\mathcal{D}}_{0,0}^{\frac{n}{2} \rightarrow \frac{n-2}{2}} \circ d=\widetilde{\mathcal{D}}_{0,1}^{\frac{n-2}{2} \rightarrow \frac{n-2}{2}} .
$$

(2) Let $a \in \mathbb{N}$ and $0 \leq i \leq n-2$. For

$$
I(i, i)_{i} \xrightarrow{d} I(i+1, i+1)_{i+1} \xrightarrow{\widetilde{\mathcal{D}}_{0, a}^{i+1 \rightarrow i+1}} J(i+1, i+a+1)_{i+1},
$$

the following two conditions on $(i, a, n)$ are equivalent:
(i) $\widetilde{\mathcal{D}}_{0, a}^{i+1 \rightarrow i+1} \circ d=0$;
(ii) $a \in \mathbb{N}_{+}$.

We note that

$$
\widetilde{\mathcal{D}}_{0,0}^{i+1 \rightarrow i+1} \circ d=\widetilde{\mathcal{D}}_{0,1}^{i \rightarrow i+1} \quad \text { for } 0 \leq i \leq n-2 .
$$

(3) Let $a \in \mathbb{N}$ and $1 \leq i \leq n$. For

$$
I(i, n-i)_{i} \xrightarrow{d^{*}} I(i-1, n-i+1)_{i-1} \xrightarrow{\widetilde{\mathcal{D}}_{n-2 i+2, a}^{i-1 \rightarrow i-1}} J(i-1, n+i+a+1)_{i-1},
$$

the following two conditions on ( $i, a, n$ ) are equivalent:
(i) $\widetilde{\mathcal{D}}_{n-2 i+2, a}^{i-1 \rightarrow i-1} \circ d^{*}=0$;
(ii) $n$ is even, $\frac{n+2}{2}<i \leq n$, and $a=2 i-n-2$.

We note that, for $n$ even,

$$
\widetilde{\mathcal{D}}_{0,0}^{\frac{n}{2} \rightarrow \frac{n}{2}} \circ d^{*}=-\widetilde{\mathcal{D}}_{-2,1}^{\frac{n+2}{2} \rightarrow \frac{n}{2}} .
$$

(4) Let $a \in \mathbb{N}$ and $2 \leq i \leq n$. For

$$
I(i, n-i)_{i} \xrightarrow{d^{*}} I(i-1, n-i+1)_{i-1} \xrightarrow{\widetilde{\mathcal{D}}_{n-2 i+2, a}^{i-1 \rightarrow i+2}} J(i-2, n-i+a+1)_{i-2},
$$

the following two conditions on $(i, a, n)$ are equivalent:
(i) $\widetilde{\mathcal{D}}_{n-2 i+2, a}^{i-1 \rightarrow i-2} \circ d^{*}=0$;
(ii) $a \in \mathbb{N}_{+}$.

We note that

$$
\widetilde{\mathcal{D}}_{n-2 i+2,0}^{i-1 \rightarrow i-2} \circ d^{*}=\widetilde{\mathcal{D}}_{n-2 i, 1}^{i \rightarrow i-2} \quad \text { for } 2 \leq i \leq n
$$

(5) Let $a \in \mathbb{N}$ and $1 \leq i \leq n-1$. For

$$
I(i, i-a-1)_{i} \xrightarrow{\widetilde{\mathcal{D}}_{-a-1, a}^{\tilde{i}_{i-i-1}}} J(i-1, i-1)_{i-1} \xrightarrow{d} J(i, i)_{i},
$$

the following two conditions on $(i, a, n)$ are equivalent:
(i) $d \circ \widetilde{\mathcal{D}}_{-a-1, a}^{i \rightarrow i-1}=0$;
(ii) $n$ is odd, $\frac{n+1}{2}<i \leq n-1, a=2 i-n-1$.

We note that, for $n$ odd,

$$
d \circ \widetilde{\mathcal{D}}_{-1,0}^{\frac{n+1}{2} \rightarrow \frac{n-1}{2}}=-\widetilde{\mathcal{D}}_{-1,1}^{\frac{n+1}{2} \rightarrow \frac{n+1}{2}}
$$

(6) Let $a \in \mathbb{N}$ and $0 \leq i \leq n-2$. For

$$
I(i, i-a)_{i} \xrightarrow{\widetilde{\mathcal{D}}_{-a, a}^{\tilde{c i c}_{i}}} J(i, i)_{i} \xrightarrow{d} J(i+1, i+1)_{i+1},
$$

the following two conditions on $(i, a, n)$ are equivalent:
(a) $d \circ \widetilde{\mathcal{D}}_{-a, a}^{i \rightarrow i}=0$;
(b) $a \in \mathbb{N}_{+}$and $1 \leq i \leq n-2$.

We note that

$$
d \circ \widetilde{\mathcal{D}}_{-a, a}^{i \rightarrow i}=\widetilde{\mathcal{D}}_{-a, a+1}^{i \rightarrow i+1} \quad \text { if } a=0 \text { or } i=0 .
$$

(7) Let $a \in \mathbb{N}$ and $0 \leq i \leq n-1$. For
$I(i, n-i-a-1)_{i} \xrightarrow{\widetilde{\mathcal{D}}_{n-2 i-a-1, a}^{i t i}} I(i, n-i-1)_{i} \xrightarrow{d^{*}} J(i-1, n-i)_{i-1}$,
the following two conditions on $(i, a, n)$ are equivalent:
(i) $d^{*} \circ \widetilde{\mathcal{D}}_{n-2 i-a-1, a}^{i \rightarrow i}=0$
(ii) $n$ is odd, $0 \leq i<\frac{n-1}{2}$, and $a=n-2 i-1$.

We note that, for $n$ odd,

$$
d^{*} \circ \widetilde{\mathcal{D}}_{0,0}^{\frac{n-1}{2} \rightarrow \frac{n-1}{2}}=-\widetilde{\mathcal{D}}_{0,1}^{\frac{n-1}{2} \rightarrow \frac{n-3}{2}}
$$

(8) Let $a \in \mathbb{N}$ and $2 \leq i \leq n$. For
$I(i, n-i-a)_{i} \xrightarrow{\substack{\widetilde{\mathcal{D}}_{n-2 i-a, a}^{i+i-1}}} J(i-1, n-i)_{i-1} \xrightarrow{d^{*}} J(i-2, n-i+1)_{i-2}$,
the following two conditions on $(i, a, n)$ are equivalent:
(a) $d^{*} \circ \widetilde{\mathcal{D}}_{n-2 i-a, a}^{i \rightarrow i-1}=0$;
(b) $a \in \mathbb{N}_{+}$and $2 \leq i \leq n-1$.

We note that

$$
d^{*} \circ \widetilde{\mathcal{D}}_{n-2 i-a, a}^{i \rightarrow i-1}=-\widetilde{\mathcal{D}}_{n-2 i-a, a+1}^{i \rightarrow i-2} \quad \text { if } a=0 \text { or } i=n .
$$

Proof. Each equivalence in (1)-(8) is shown by the corresponding factorization identities for unnormalized operators given in Theorems 13.3 or 13.4 , and by (13.8) and (13.9).

The factorization identities for specific parameters can be verified directly from the definition (1.9)-(1.12) of the renormalized operators $\widetilde{\mathcal{D}}_{u, a}^{i \rightarrow j}$. In fact, these operators for the specific values in Theorem 13.18 are "degenerate" and of much simple forms.

## 14. Appendix: GEgenbauer polynomials

This chapter collects some properties of the Gegenbauer polynomials that we use throughout the paper, in particular, in the proof of the explicit formulæ for symmetry breaking differential operators (Theorems $1.5,1.6,1.7$, and 1.8 ) and the factorization identities for special parameters (Theorems 13.1, 13.2, and 13.3). In Section 14.5, we give a proof of Theorem 6.7 that determines solutions to the F-system for symmetry breaking operators from $I(i, \lambda)_{\alpha}$ to $J(i-1, \nu)_{\beta}(2 \leq i \leq n)$.
14.1. Normalized Gegenbauer polynomials. For $\lambda \in \mathbb{C}$ and $\ell \in \mathbb{N}$, the Gegenbauer (or ultraspherical) polynomial $C_{\ell}^{\lambda}(z)$ is given by the following formula ([1, 6.4], [8, 3.15 (2)]):

$$
\begin{aligned}
C_{\ell}^{\lambda}(z) & :=\sum_{k=0}^{\left[\frac{\ell}{2}\right]}(-1)^{k} \frac{\Gamma(\ell-k+\lambda)}{\Gamma(\lambda) k!(\ell-2 k)!}(2 z)^{\ell-2 k} \\
& =\frac{\Gamma(\ell+2 \lambda)}{\Gamma(2 \lambda) \Gamma(\ell+1)}{ }_{2} F_{1}\left(-\ell, \ell+2 \lambda ; \lambda+\frac{1}{2} ; \frac{1-z}{2}\right) .
\end{aligned}
$$

The generating function for $C_{\ell}^{\lambda}(z)$ is

$$
\begin{equation*}
\left(1-2 z r+r^{2}\right)^{-\lambda}=\sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!} \frac{(2 z r)^{k}}{\left(1+r^{2}\right)^{k+\lambda}}=\sum_{\ell=0}^{\infty} C_{\ell}^{\lambda}(z) r^{\ell} \tag{14.1}
\end{equation*}
$$

and $C_{\ell}^{\lambda}(z)$ solves the Gegenbauer differential equation

$$
G_{\ell}^{\lambda} f(z)=0,
$$

where $G_{\ell}^{\lambda}$ is the Gegenbauer differential operator given by

$$
\begin{equation*}
G_{\ell}^{\lambda}:=\left(1-z^{2}\right) \frac{d^{2}}{d z^{2}}-(2 \lambda+1) z \frac{d}{d z}+\ell(\ell+2 \lambda) \tag{14.2}
\end{equation*}
$$

We note that $C_{\ell}^{\lambda}(z) \equiv 0$ if $\ell \geq 1$ and $\lambda=0,-1,-2, \cdots,-\left[\frac{\ell-1}{2}\right]$. As in [21], we renormalize the Gegenbauer polynomial by

$$
\begin{equation*}
\widetilde{C}_{\ell}^{\lambda}(z):=\frac{\Gamma(\lambda)}{\Gamma\left(\lambda+\left[\frac{\ell+1}{2}\right]\right)} C_{\ell}^{\lambda}(z)=\frac{1}{\Gamma\left(\lambda+\left[\frac{\ell+1}{2}\right]\right)} \sum_{k=0}^{\left[\frac{\ell}{2}\right]}(-1)^{k} \frac{\Gamma(\ell-k+\lambda)}{k!(\ell-2 k)!}(2 z)^{\ell-2 k} \tag{14.3}
\end{equation*}
$$

Then $\widetilde{C}_{\ell}^{\lambda}(z)$ is a nonzero polynomial of degree $\ell$ for all $\lambda \in \mathbb{C}$ and $\ell \in \mathbb{N}$. Here are the first five renormalized Gegenbauer polynomials.

- $\widetilde{C}_{0}^{\lambda}(z)=1$.
- $\widetilde{C}_{1}^{\lambda}(z)=2 z$.
- $\widetilde{C}_{2}^{\lambda}(z)=2(\lambda+1) z^{2}-1$.
- $\widetilde{C}_{3}^{\lambda}(z)=\frac{4}{3}(\lambda+2) z^{3}-2 z$.
- $\widetilde{C}_{4}^{\lambda}(z)=\frac{2}{3}(\lambda+2)(\lambda+3) z^{4}-2(\lambda+2) z^{2}+\frac{1}{2}$.

Then the $\ell$-inflated polynomial (see (9.1)) of $\widetilde{C}_{\ell}^{\lambda}(z)$ is given by

$$
\begin{align*}
\left(I_{\ell} \widetilde{C}_{\ell}^{\lambda}\right)(x, y) & =x^{\frac{\ell}{2}} \widetilde{C}_{\ell}^{\lambda}\left(\frac{y}{\sqrt{x}}\right) \\
& =\sum_{k=0}^{\left[\frac{\ell}{2}\right]}(-1)^{k} \frac{\Gamma(\ell-k+\lambda)}{\Gamma\left(\lambda+\left[\frac{\ell+1}{2}\right]\right) \Gamma(k+1) \Gamma(\ell-2 k+1)}(2 y)^{\ell-2 k} x^{k} . \tag{14.4}
\end{align*}
$$

For instance, $\left(I_{0} \widetilde{C}_{0}^{\lambda}\right)(x, y)=1,\left(I_{1} \widetilde{C}_{1}^{\lambda}\right)(x, y)=2 y,\left(I_{2} \widetilde{C}_{2}^{\lambda}\right)(x, y)=2(\lambda+1) y^{2}-x$, etc.
From (14.3), the coefficient of $z^{\ell}$ in $\widetilde{C}_{\ell}^{\lambda}(z)$ is found to be

$$
\begin{equation*}
\frac{\Gamma(\lambda+\ell) 2^{\ell}}{\Gamma\left(\lambda+\left[\frac{\ell+1}{2}\right]\right) \ell!} . \tag{14.5}
\end{equation*}
$$

The dimension of the space of polynomial solutions to the Gegenbauer differential equation $G_{\ell}^{\lambda} f(z)=0$ is generically one, however, it jumps to two when $\lambda-\frac{1}{2} \in \mathbb{Z}$ and $1-2 \ell \leq 2 \lambda \leq-\ell$, for which we have found an interpretation in the representation theory of $S L(2, \mathbb{R})$ [21]. The renormalized Gegenbauer polynomial $\widetilde{C}_{\ell}^{\lambda}(z)$ is characterized among polynomial solutions by the following ([21, Thm. 11.4]):

Fact 14.1. For all $\lambda \in \mathbb{C}$ and $\ell \in \mathbb{N}$,

$$
\left\{f(z) \in \operatorname{Pol}_{\ell}[z]_{\text {even }}: G_{\ell}^{\lambda} f(z)=0\right\}=\mathbb{C} \widetilde{C}_{\ell}^{\lambda}(z)
$$

See (4.5) for the definition of $\mathrm{Pol}_{\ell}[z]_{\text {even }}$.
In 4.7), we introduced the imaginary Gegenbauer differential operator

$$
R_{\ell}^{\lambda}=-\frac{1}{2}\left(\left(1+t^{2}\right) \frac{d^{2}}{d t^{2}}+(1+2 \lambda) t \frac{d}{d t}-\ell(\ell+2 \lambda)\right),
$$

which is related with the Gegenbauer differential operator $G_{\ell}^{\nu}$ defined in (14.2) as follows:
Lemma 14.2. Let $f(z)$ be a polynomial in $z$, and $g(t)=f(z)$ with $z:=e^{\frac{\pi \sqrt{ }-1}{2}} t$. Then

$$
\begin{equation*}
2\left(R_{\ell}^{\lambda} g\right)(t)=\left(G_{\ell}^{\lambda} f\right)(z) \tag{14.6}
\end{equation*}
$$

Proof. Direct from $\frac{d}{d t}=e^{\frac{\pi \sqrt{ }-1}{2}} \frac{d}{d z}$.
Therefore, Fact 14.1 implies the following:

Lemma 14.3. For any $\lambda \in \mathbb{C}$ and $\ell \in \mathbb{N}$, the $\operatorname{Pol}_{\ell}[t]_{\text {even }}$-solution space of the ordinary differential equation $R_{\ell}^{\lambda} g(t)=0$ is one-dimensional. Moreover, it is spanned by $\widetilde{C}_{\ell}^{\lambda}\left(e^{\frac{\pi \sqrt{-1}}{2}} t\right)$.
14.2. Derivatives of Gegenbauer polynomials. For $\mu \in \mathbb{C}$ and $\ell \in N$, we recall from (1.3)

$$
\gamma(\mu, \ell)=\frac{\Gamma\left(\mu+1+\left[\frac{\ell}{2}\right]\right)}{\Gamma\left(\mu+\left[\frac{\ell+1}{2}\right]\right)}= \begin{cases}1 & \text { if } \ell \text { is odd } \\ \mu+\frac{\ell}{2} & \text { if } \ell \text { is even. }\end{cases}
$$

We collect two formulæ about the first derivative of the renormalized Gegenbauer polynomial $\widetilde{C}_{\ell}^{\mu}(z)$.

Lemma 14.4. Let $\mu \in \mathbb{C}$ and $\ell \in \mathbb{N}$.

$$
\begin{align*}
\frac{d}{d z} \widetilde{C}_{\ell}^{\mu}(z) & =2 \gamma(\mu, \ell) \widetilde{C}_{\ell-1}^{\mu+1}(z)  \tag{14.7}\\
\left(z \frac{d}{d z}-\ell\right) \widetilde{C}_{\ell}^{\mu}(z) & =2 \widetilde{C}_{\ell-2}^{\mu+1}(z) \tag{14.8}
\end{align*}
$$

Proof. The first identity (14.7) follows from $\frac{d}{d z} C_{\ell}^{\mu}(z)=2 \mu C_{\ell-1}^{\mu+1}(z)$ (see [1, (6.4.15)], [8, 3.15.2 (30)] for example). To see the second identity, let $\vartheta_{z}:=z \frac{\partial}{\partial z}$ and $\vartheta_{r}=r \frac{\partial}{\partial r}$. Applying $\vartheta_{z}-\vartheta_{r}$ to (14.1), we get

$$
2 \lambda r^{2} \sum_{\ell=0}^{\infty} C_{\ell}^{\lambda+1}(z) r^{\ell}=\sum_{\ell=0}^{\infty}\left(\vartheta_{z}-\ell\right) C_{\ell}^{\lambda}(z) r^{\ell}
$$

whence $\left(\vartheta_{z}-\ell\right) C_{\ell}^{\lambda}(z)=2 \lambda C_{\ell-2}^{\lambda+1}(z)$. By (14.3), we get $\left(\vartheta_{z}-\ell\right) \widetilde{C}_{\ell}^{\lambda}(z)=2 \widetilde{C}_{\ell-2}^{\lambda+1}(z)$.
14.3. Three-term relations among renormalized Gegenbauer polynomials. In this section we collect three-term relations for renormalized Gegenbauer polynomials $\widetilde{C}_{\ell}^{\mu}$ for $\mu \in \mathbb{C}$. Further identities for special values $\mu$ will be treated in the next section.

We begin with useful identities for Gegenbauer differential operators $G_{\ell}^{\mu}$ (see (14.2)):

Lemma 14.5. Let $\mu \in \mathbb{C}$ and $\ell \in \mathbb{N}$.

$$
\begin{align*}
G_{\ell}^{\mu+1}-G_{\ell}^{\mu} & =-2\left(z \frac{d}{d z}-\ell\right) .  \tag{14.9}\\
G_{\ell}^{\mu+1}-G_{\ell-2}^{\mu+1} & =4(\mu+\ell) .  \tag{14.10}\\
G_{\ell}^{\mu} z-z G_{\ell-1}^{\mu+1} & =2 \frac{d}{d z} .  \tag{14.11}\\
G_{\ell}^{\mu-1}-G_{\ell-2}^{\mu} & =2\left(\vartheta_{z}+\ell+2 \mu-2\right) .  \tag{14.12}\\
G_{\ell}^{\mu-1}\left(z^{2}-1\right)-\left(z^{2}-1\right) G_{\ell-2}^{\mu+1} & =-2(2 \mu-1) .  \tag{14.13}\\
\left(z^{2}-1\right)^{\ell} G_{\ell}^{\frac{1}{2}+\ell}\left(z^{2}-1\right)^{-\ell} & =G_{\ell+2 \ell}^{\frac{1}{2}-\ell} . \tag{14.14}
\end{align*}
$$

Proof. The first four formulæ are easily obtained by the definition (14.2). For instance, the third one is obtained by the following commutation relations

$$
\frac{d}{d z} z-z \frac{d}{d z}=1, \quad \frac{d^{2}}{d z^{2}} z-z \frac{d^{2}}{d z^{2}}=2 \frac{d}{d z}
$$

in the Weyl algebra $\mathcal{D}(\mathbb{C})=\mathbb{C}\left[z, \frac{d}{d z}\right]$. To see the sixth one, we apply the following identities:

$$
\begin{aligned}
\left(z^{2}-1\right)^{\ell+1} \frac{d}{d z}\left(z^{2}-1\right)^{-\ell} & =\left(z^{2}-1\right) \frac{d}{d z}-2 \ell z \\
\left(z^{2}-1\right)^{\ell+2} \frac{d^{2}}{d z^{2}}\left(z^{2}-1\right)^{-\ell} & =\left(z^{2}-1\right)^{2} \frac{d^{2}}{d z^{2}}-4 \ell z\left(z^{2}-1\right) \frac{d}{d z}+2 \ell\left((2 \ell+1) z^{2}+1\right)
\end{aligned}
$$

Now (14.14) follows from the definition (14.2) of the operator $G_{\ell}^{\lambda}$.
Lemma 14.6. Let $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$. Then

$$
\begin{equation*}
(\mu+\ell) \widetilde{C}_{\ell}^{\mu}(z)+\widetilde{C}_{\ell-2}^{\mu+1}(z)=\left(\mu+\left[\frac{\ell+1}{2}\right]\right) \widetilde{C}_{\ell}^{\mu+1}(z) . \tag{14.15}
\end{equation*}
$$

Proof. By the relations (14.9) and 14.10 for Gegenbauer differential operators, we have

$$
G_{\ell}^{\mu+1}\left((\mu+\ell) \widetilde{C}_{\ell}^{\mu}(z)+\widetilde{C}_{\ell-2}^{\mu+1}(z)\right)=-2(\mu+\ell)\left(\left(z \frac{d}{d z}-\ell\right) \widetilde{C}_{\ell}^{\mu}(z)-2 \widetilde{C}_{\ell-2}^{\mu+1}(z)\right)=0
$$

The second equality follows from 14.8 . Since $(\mu+\ell) \widetilde{C}_{\ell}^{\mu}(z)+\widetilde{C}_{\ell-2}^{\mu+1}(z) \in \operatorname{Pol}_{\ell}[z]_{\text {even }}$, according to Fact 14.1 there exists $A \in \mathbb{C}$ such that

$$
(\mu+\ell) \widetilde{C}_{\ell}^{\mu}(z)+\widetilde{C}_{\ell-2}^{\mu+1}(z)=A \widetilde{C}_{\ell}^{\mu+1}(z)
$$

Comparing the coefficients of the leading term $z^{a}$ in the both sides by using (14.5), we get $A=\mu+\left[\frac{a+1}{2}\right]$.

Lemma 14.7. Let $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$. Then we have

$$
\begin{equation*}
\gamma(\mu, \ell)\left(z^{2}-1\right) \widetilde{C}_{\ell-1}^{\mu+1}(z)+\left(\mu-\frac{1}{2}\right) z \widetilde{C}_{\ell}^{\mu}(z)=\frac{1}{2}(\ell+1) \gamma\left(\mu-\frac{1}{2}, \ell\right) \widetilde{C}_{\ell+1}^{\mu-1}(z) . \tag{14.16}
\end{equation*}
$$

Proof. We apply (14.7) to the left-hand side of the following formula (see [8, 3.15 (10)]):

$$
\frac{d}{d z}\left(\left(1-z^{2}\right)^{\mu-\frac{1}{2}} C_{\ell}^{\mu}(z)\right)=\frac{(\ell+1)(\ell+2 \mu-1)}{2(1-\mu)}\left(1-z^{2}\right)^{\mu-\frac{3}{2}} C_{\ell+1}^{\mu-1}(z) .
$$

By using the identity $2 \gamma(\mu, \ell-1) \gamma\left(\mu-\frac{1}{2}, \ell\right)=\ell+2 \mu-1$, we see that the renormalization (14.3) gives the formula (14.16).

Lemma 14.8. Let $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$. Then

$$
\begin{equation*}
\left(z^{2}-1\right) \widetilde{C}_{\ell-2}^{\mu+1}(z)+\left(\mu-\frac{1}{2}\right) \widetilde{C}_{\ell}^{\mu}(z)=\left(\mu+\left[\frac{\ell}{2}\right]-\frac{1}{2}\right) \widetilde{C}_{\ell}^{\mu-1}(z) \tag{14.17}
\end{equation*}
$$

Proof. It follows from the identities (14.13) and 14.9 in the Weyl algebra that

$$
\begin{aligned}
& G_{\ell}^{\mu-1}\left(\left(z^{2}-1\right) \widetilde{C}_{\ell-2}^{\mu+1}(z)+\left(\mu-\frac{1}{2}\right) \widetilde{C}_{\ell}^{\mu}(z)\right) \\
= & (2 \mu-1)\left(\left(z \frac{d}{d z}-\ell\right) \widetilde{C}_{\ell}^{\mu}(z)-2 \widetilde{C}_{\ell-2}^{\mu+1}(z)\right),
\end{aligned}
$$

which vanishes by (14.8). By the uniqueness of the solutions to $G_{\ell}^{\mu-1} f(z)=0$ for $f \in \operatorname{Pol}_{\ell}[z]_{\text {even }}$ (see Fact 14.1), there exists $c \in \mathbb{C}$, such that

$$
\left(z^{2}-1\right) \widetilde{C}_{\ell-2}^{\mu+1}(z)+\left(\mu-\frac{1}{2}\right) \widetilde{C}_{\ell}^{\mu}(z)=c \widetilde{C}_{\ell}^{\mu-1}(z)
$$

Comparing the coefficients of the leading term $z^{\ell}$ by (14.5), and using the identity

$$
\begin{equation*}
4\left(\mu+\left[\frac{\ell}{2}\right]-\frac{1}{2}\right)\left(\mu+\left[\frac{\ell-1}{2}\right]\right)=\ell^{2}-\ell+2(2 \mu-1)(\mu+\ell-1) \tag{14.18}
\end{equation*}
$$

we conclude that $c=\mu+\left[\frac{\ell}{2}\right]-\frac{1}{2}$.
Lemma 14.9. Let $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$. Then we have

$$
\begin{equation*}
\widetilde{C}_{\ell-2}^{\mu+1}(z)=\gamma(\mu, \ell) z \widetilde{C}_{\ell-1}^{\mu+1}(z)-\frac{\ell}{2} \widetilde{C}_{\ell}^{\mu}(z) \tag{14.19}
\end{equation*}
$$

Proof. The formula is a direct consequence of (14.7) and (14.8). Alternatively, the lemma is derived from the following three-term relation (see [8, 3.15 (27)]:

$$
\begin{equation*}
\ell C_{\ell}^{\mu}(z)=-2 \mu\left(z C_{\ell-1}^{\mu+1}(z)-C_{\ell-2}^{\mu+1}(z)\right) \tag{14.20}
\end{equation*}
$$

Lemma 14.10. For $\ell \in \mathbb{N}$ and $\mu \in \mathbb{C}$,

$$
\begin{equation*}
z \widetilde{C}_{\ell-1}^{\mu+1}(z)-\gamma(\mu, \ell+1) \widetilde{C}_{\ell}^{\mu+1}(z)+\gamma\left(\mu-\frac{1}{2}, \ell+1\right) \widetilde{C}_{\ell}^{\mu}(z)=0 \tag{14.21}
\end{equation*}
$$

Proof. By (14.10) and (14.11), we get
$G_{\ell}^{\mu}\left(z \widetilde{C}_{\ell-1}^{\mu+1}(z)-\gamma(\mu, \ell+1) \widetilde{C}_{\ell}^{\mu+1}(z)\right)=2 \frac{d}{d z} \widetilde{C}_{\ell-1}^{\mu+1}(z)-2 \gamma(\mu, \ell+1)\left(z \frac{d}{d z}-\ell\right) \widetilde{C}_{\ell}^{\mu+1}(z)$.
By 14.7) and 14.8, this amounts to

$$
4 \gamma(\mu+1, \ell-1) \widetilde{C}_{\ell-2}^{\mu+2}(z)-4 \gamma(\mu, \ell+1) \widetilde{C}_{\ell-2}^{\mu+2}(z)=0
$$

because $\gamma(\mu+1, \ell-1)=\gamma(\mu, \ell+1)$.
Since $z \widetilde{C}_{\ell-1}^{\mu+1}(z)-\gamma(\mu, \ell+1) \widetilde{C}_{\ell}^{\mu+1}(z) \in \operatorname{Pol}_{\ell}[z]_{\text {even }}$, there exists $A \in \mathbb{C}$ by Fact 14.1 such that

$$
z \widetilde{C}_{\ell-1}^{\mu+1}(z)-\gamma(\mu, \ell+1) \widetilde{C}_{\ell}^{\mu+1}(z)=A \widetilde{C}_{\ell}^{\mu}(z)
$$

Comparing the coefficients of the leading terms $z^{\ell}$ on both sides, we have

$$
A=-\frac{\gamma(\mu, \ell+1)(\ell+2 \mu)}{2\left(\mu+\left[\frac{\ell+1}{2}\right]\right)}=-\gamma\left(\mu-\frac{1}{2}, \ell+1\right) .
$$

Alternatively, the lemma follows directly from the three-term relation [8, 3.15 (28)] for the corresponding (unnormalized) Gegenbauer polynomials.
14.4. Duality of Gegenbauer polynomials for special values. We recall from (1.13) that $K_{\ell, a}=\prod_{j=1}^{\ell}\left(\left[\frac{a}{2}\right]+j\right)$ is a positive integer for any $\ell, a \in \mathbb{N}$.

Proposition 14.11. Let $a, \ell \in \mathbb{N}$. Then

$$
\begin{align*}
\widetilde{C}_{a}^{-a-\ell}(z) & =(-1)^{\ell} K_{\ell, a} \widetilde{C}_{a+2 \ell}^{-a-\ell}(z),  \tag{14.22}\\
\left(z^{2}-1\right)^{\ell} \widetilde{C}_{a}^{\frac{1}{2}+\ell}(z) & =K_{\ell, a} \widetilde{C}_{a+2 \ell}^{\frac{1}{2}-\ell}(z) . \tag{14.23}
\end{align*}
$$

Proof. The first equality (14.22) was proved in [19, Lem. 4.12]. We thus give a proof of the second equality (14.23). Since $G_{a}^{\frac{1}{2}+\ell} \widetilde{C}_{a}^{\frac{1}{2}+\ell}(z)=0$, we get from (14.14)

$$
G_{a+2 \ell}^{\frac{1}{2}-\ell}\left(\left(z^{2}-1\right)^{\ell} \widetilde{C}_{a}^{\frac{1}{2}+\ell}(z)\right)=0
$$

Since $\left(z^{2}-1\right)^{\ell} \widetilde{C}_{a}^{\frac{1}{2}+\ell}(z) \in \operatorname{Pol}_{a+2 \ell}[z]_{\text {even }}$, there exists $A \in \mathbb{C}$ such that

$$
\left(z^{2}-1\right)^{\ell} \widetilde{C}_{a}^{\frac{1}{2}+\ell}(z)=A \widetilde{C}_{a+2 \ell}^{\frac{1}{2}-\ell}(z)
$$

by Fact 14.1. Comparing the coefficients of the leading term $z^{a+2 \ell}$ by 14.5), we have

$$
A=\frac{\Gamma\left(\frac{1}{2}+\left[\frac{a+1}{2}\right]\right)(a+2 \ell)!}{2^{2 \ell} \Gamma\left(\frac{1}{2}+\ell+\left[\frac{a+1}{2}\right]\right) a!}=\prod_{j=1}^{\ell}\left(\left[\frac{a}{2}\right]+j\right)=K_{\ell, a} .
$$

Hence 14.23 is proved.
14.5. Proof of Theorem 6.7. As an application of the three-term relations of (renormalized) Gegenbauer polynomials developed in Section 14.3 , we give a proof of Theorem 6.7 (solving the F-system) in this section.

Let $a, i \in \mathbb{N}$ and $\mu \in \mathbb{C}$. We define a linear isomorphism $\Psi \equiv \Psi(a, i, \mu, n)$ by

$$
\begin{equation*}
\Psi: \bigoplus_{k=0}^{2} \operatorname{Pol}_{a-k}[t]_{\mathrm{even}} \xrightarrow{\sim} \bigoplus_{k=0}^{2} \operatorname{Pol}_{a-k}[z]_{\mathrm{even}}, \quad\left(g_{0}, g_{1}, g_{2}\right) \mapsto\left(f_{0}, f_{1}, f_{2}\right) \tag{14.24}
\end{equation*}
$$

with the following relations: $z=e^{\frac{\pi \sqrt{-1}}{2}} t$ and

$$
\begin{aligned}
g_{2}(t) & =f_{2}(z), \\
g_{1}(t) & =e^{-\frac{\pi \sqrt{ }-1}{2}} f_{1}(z), \\
g_{0}(t) & = \begin{cases}f_{0} & \text { if } a=0 \\
f_{0}(z)-\frac{1}{a}\left(a+\mu-\frac{n+3}{2}+i\right) z f_{1}(z) & \text { if } a \in \mathbb{N}_{+}\end{cases}
\end{aligned}
$$

Via the isomorphism (14.24), the convention (6.14) for $\left(g_{0}(t), g_{1}(t), g_{2}(t)\right)$ is translated into the following one for $\left(f_{0}(z), f_{1}(z), f_{2}(z)\right)$ :
(14.25)
$f_{1}=f_{2}=0 \quad$ for $a=0 ; \quad f_{2}=0 \quad$ for $a=1 ; \quad f_{2}=0 \quad$ for $i=1 ; \quad f_{1}=f_{2}=0 \quad$ for $i=n$.
In connection to the F -system for symmetry breaking operator from $I(i, \lambda)_{\alpha}$ to $J(i-$ $1, \nu)_{\beta}$, the parameter $\lambda \in \mathbb{C}$ in the principal series representation $I(i, \lambda)_{\alpha}$ will be related as

$$
\mu=\lambda-\frac{n-3}{2}
$$

If $\left.\left(g_{0}(t), g_{1}(t), g_{2}(t)\right)=(\sqrt{6.2}),(6.3),(6.4)\right)$ in Theorem 6.1, then

$$
\begin{equation*}
\Psi\left(g_{0}, g_{1}, g_{2}\right)=\left(C \widetilde{C}_{a-2}^{\mu}(z), A \widetilde{C}_{a-1}^{\mu}(z), \widetilde{C}_{a-2}^{\mu}(z)\right) \tag{14.26}
\end{equation*}
$$

with

$$
\begin{equation*}
A:=\gamma(\mu-1, a), C:=\frac{\lambda-n+i}{a}+\frac{i-1}{n-1}=\frac{1}{a}\left(\mu-\frac{n+3}{2}+i\right)+\frac{i-1}{n-1} . \tag{14.27}
\end{equation*}
$$

In what follows, we denote by $(L j)$ the differential equation $L_{j}\left(g_{0}, g_{1}, g_{2}\right)=0$ (see (6.6)-(6.13) ) for simplicity. Then, via the transformation $\Psi$, we observe that the differential equations $(L j)$ for $\left(g_{0}, g_{1}, g_{2}\right)$ in Section 6.2 are transferred to differential equations for $\left(f_{0}, f_{1}, f_{2}\right)$ as follows:

Lemma 14.12. Via the isomorphism (14.24), the triple $\left(g_{0}(t), g_{1}(t), g_{2}(t)\right)$ satisfies $(L j)$ if and only if $\left(f_{0}(z), f_{1}(z), f_{2}(z)\right)$ satisfies the corresponding differential equation (Gj) for each $j=1,2, \cdots, 9$, where we set:
(G1) $G_{a-2}^{\mu} f_{2}(z)=0$,
(G2) $G_{a-1}^{\mu} f_{1}(z)=0$,
(G3) $\quad\left(\vartheta_{z}-a+1\right) f_{1}(z)-\frac{d f_{2}}{d z}(z)=0$,

$$
\begin{align*}
& \left(\vartheta_{z}+2 \mu+a-2\right) f_{2}(z)-\frac{d f_{1}}{d z}(z)=0  \tag{G4}\\
& \frac{d f_{0}}{d z}(z)-\frac{1}{a}\left(a+\mu-\frac{n+3}{2}+i\right)\left(\vartheta_{z}-a+1\right) f_{1}(z)+\frac{n-i}{n-1} \frac{d f_{2}}{d z}(z)=0  \tag{G5}\\
& a f_{0}(z)=\left(\mu-\frac{n+3}{2}+i+\frac{a(i-1)}{n-1}\right) f_{2}(z) \tag{G6}
\end{align*}
$$

$$
\begin{equation*}
+e^{-\frac{\pi \sqrt{ }-1}{2}} z\left(\frac{d f_{0}}{d z}(z)-\frac{1}{a}\left(a+\mu-\frac{n+3}{2}+i\right)\left(\vartheta_{z}-a+1\right) f_{1}(z)+\frac{n-i}{n-1} \frac{d f_{2}}{d z}(z)\right) \tag{G7}
\end{equation*}
$$

(G7) $\frac{1}{2} G_{a}^{\mu-1}\left(f_{0}(z)-\frac{1}{a}\left(a+\mu-\frac{n+3}{2}+i\right) z f_{1}(z)\right)+\frac{n-i}{n-1} \frac{d f_{1}}{d z}(z)=0$,
(G9) $\frac{d f_{0}}{d z}(z)-\left(\frac{i-1}{n-1}+\frac{1}{a}\left(\mu-\frac{n+3}{2}+i\right)\right)\left(\vartheta_{z}-a+1\right) f_{1}(z)=0$.
With the constants $A, C$ as in 14.27 , we define polynomials $F_{k}(z)(k=0,1,2)$ by
(1) $i=1, a \geq 1$ :

$$
\begin{array}{ll}
\text { (1) } \quad i=1, a \geq 1: & \left(F_{0}(z), F_{1}(z), F_{2}(z)\right):=\left(C \widetilde{C}_{a-2}^{\mu}(z), A \widetilde{C}_{a-1}^{\mu}(z), 0\right) \\
\text { (2) } \quad 2 \leq i \leq n-1, a \geq 1: & \left(F_{0}(z), F_{1}(z), F_{2}(z)\right):=\left(C \widetilde{C}_{a-2}^{\mu}(z), A \widetilde{C}_{a-1}^{\mu}(z), \widetilde{C}_{a-2}^{\mu}(z)\right)
\end{array}
$$

$$
\text { (3) } \quad i=n, a \geq 1: \quad\left(F_{0}(z), F_{1}(z), F_{2}(z)\right):=\left(\widetilde{C}_{a-2}^{\mu}(z), 0,0\right)
$$

$$
\text { (4) } 1 \leq i \leq n, a=0: \quad\left(F_{0}(z), F_{1}(z), F_{2}(z)\right):=(1,0,0)
$$

Note that $F_{0}=C \widetilde{C}_{a-2}^{\mu}(z) \in \operatorname{Pol}_{a-2}[z]_{\text {even }} \subset \operatorname{Pol}_{a}[z]_{\text {even }}$. Then, Theorem 6.7 is equivalent to the following assertion via the transformation $\Psi$.

Proposition 14.13. Let $n \geq 3$ and $1 \leq i \leq n$. Suppose $f_{k}(z) \in \operatorname{Pol}_{a-k}[z]_{\text {even }}$ $(k=0,1,2)$ with the convention 14.25$)$. Then, up to scalar multiple, the solution
$\left(f_{0}, f_{1}, f_{2}\right)$ to

$$
\begin{array}{ll}
(G 2),(G 7),(G 9) & i=1 \\
(G r)(r=1,2, \ldots, 7) & 2 \leq i \leq n-1 \\
(G 1) & i=n
\end{array}
$$

is given by $\left(F_{0}, F_{1}, F_{2}\right)$.
Proposition 14.13 in the case $a=0$ is trivial. Since $f_{1}=f_{2}=0$ for $i=n$, Proposition 14.13 in the case $i=n$ is clear from Fact 14.1 because ( $G 7$ ) is reduced to the Gegenbauer differential equation $G_{a}^{\mu-1} f_{0}=0$.

For $2 \leq i \leq n-1$, the proof of Proposition 14.13 is divided into Lemmas 14.14 and 14.15 bellow.

Lemma 14.14. Suppose that $a \geq 1$ and $\mu \in \mathbb{C}$. Then we have

$$
\operatorname{dim}_{\mathbb{C}}\left\{\left(f_{0}, f_{1}, f_{2}\right) \in \bigoplus_{k=0}^{2} \operatorname{Pol}_{a-k}[z]_{\mathrm{even}}:\left(f_{0}, f_{1}, f_{2}\right) \text { solves }(G j), j=1,2,3,4,8\right\} \leq 1
$$

The following lemma shows that the left-hand side is equal to one.
Lemma 14.15. Suppose $2 \leq i \leq n-1$. Then, for any $a \in \mathbb{N}_{+}$and $\mu \in \mathbb{C}$, the triple $\left(F_{0}, F_{1}, F_{2}\right)$ solves $(G j)$ for all $j=1, \ldots, 9$.
Proof of Lemma 14.14. We shall prove that $\left(f_{0}, f_{1}, f_{2}\right) \in \bigoplus_{k=0}^{2} \operatorname{Pol}_{a-k}[z]_{\text {even }}$ satisfies $(G j)$ for $j=1,2,3,4,8$ only if $\left(f_{0}, f_{1}, f_{2}\right)=p\left(F_{0}, F_{1}, F_{2}\right)$ for some $p \in \mathbb{C}$. We consider the cases $a=1$ and $a \geq 2$, separately.

1) $a=1$ : If $a=1$, then $f_{2}=0$ by 14.25 . In turn, $f_{0}=0$ by (G8). Since $\operatorname{Pol}_{a-k}[t]_{\text {even }}=\mathbb{C} \cdot 1$ for $a=k=1, f_{1}$ is a constant function. Thus $\left(f_{0}, f_{1}, f_{2}\right) \in$ $\mathbb{C}(0,1,0)=\mathbb{C}\left(F_{0}, F_{1}, F_{2}\right)$.
2) $a \geq 2$ : First we apply Fact 14.1 to see that the polynomial solutions to (G1) $(G 2)$ are of the form $f_{2}(z)=p \widetilde{C}_{a-2}^{\mu}(z)\left(=p F_{2}(z)\right), f_{1}(z)=q \widetilde{C}_{a-1}^{\mu}(z)$ for some $p, q \in \mathbb{C}$. It then follows from (14.7) and (14.8) that (G3) is equivalent to

$$
\begin{equation*}
2(q-p \gamma(\mu, a-2)) \widetilde{C}_{a-3}^{\mu+1}(z)=0 \tag{G3}
\end{equation*}
$$

whence we get for $a \geq 3$

$$
\begin{equation*}
q=p \gamma(\mu, a-2)=p \gamma(\mu-1, a) \tag{14.28}
\end{equation*}
$$

Similarly it follows from (14.7) and (14.8), and Lemma 14.6 that ( $G 4$ ) is equivalent to

$$
\begin{equation*}
2 \gamma(\mu, a-1)(p \gamma(\mu, a-2)-q) \widetilde{C}_{a-2}^{\mu+1}(z)=0 \tag{G4}
\end{equation*}
$$

where we have used the identity

$$
\begin{equation*}
\gamma(\mu, a-1) \gamma(\mu, a-2)=\mu+\left[\frac{a-1}{2}\right] . \tag{14.29}
\end{equation*}
$$

Hence 14.28 holds if $\gamma(\mu, a-1) \neq 0$, in particular, if $a=2$. Thus $f_{1}=q \widetilde{C}_{a-1}^{\mu}=$ $p \gamma(\mu-1, a) \widetilde{C}_{a-1}^{\mu}=p F_{1}$ for any $a \geq 2$.

Finally, (G8) is equivalent to $f_{0}=C f_{2}$ with $C$ in (14.27). Since $f_{2}=p F_{2}$ and $F_{0}=C F_{2}$, this implies $f_{0}(z)=C p F_{2}(z)=p F_{0}(z)$. Hence $\left(f_{0}, f_{1}, f_{2}\right)=p\left(F_{0}, F_{1}, F_{2}\right)$, and the proof is completed.
Proof of Lemma 14.15. We consider the cases that $a=1$ and $a \geq 2$, separately.

1) $a=1$ : Obviously, $\left(F_{0}, F_{1}, F_{2}\right)=(0,1,0)$ satisfies the equations $(G 1)-(G 9)$.
2) $a \geq 2:\left(F_{0}, F_{1}, F_{2}\right)$ satisfies $(G r)(r=1,2,8)$ by the definition of $\left(F_{0}, F_{1}, F_{2}\right)$ and Fact 14.1, and $(G r)(r=3,4)$ as is in the proof of Lemma 14.14. Thus it remains to prove that $\left(F_{0}, F_{1}, F_{2}\right)$ solves (G5) and (G7). (We recall that (G6) and (G9) are linear combinations of the others.)

For $\left(f_{0}, f_{1}, f_{2}\right)=\left(F_{0}, F_{1}, F_{2}\right)$, the equation (G5) amounts to

$$
2\left(C+\frac{n-i}{n-1}\right) \gamma(\mu, a-2) \widetilde{C}_{a-3}^{\mu+1}(z)-\frac{2}{a}\left(a+\mu-\frac{n+3}{2}+i\right) A \widetilde{C}_{a-3}^{\mu+1}(z)=0
$$

by (14.7) and (14.8). This identity obviously holds by the definition 14.27) of the constants $A$ and $C$.

Finally, let us verify that the triple $\left(F_{0}, F_{1}, F_{2}\right)$ satisfies the equation (G7). For this we use (14.11) and (14.12). Since $G_{a-2}^{\mu} F_{0}=G_{a-1}^{\mu} F_{1}=0$, the left-hand side of (G7) applied to $\left(f_{0}, f_{1}, f_{2}\right)=\left(F_{0}, F_{1}, F_{2}\right)$ amounts to

$$
\begin{aligned}
& \left(\vartheta_{z}+a+2 \mu-2\right) F_{0}(z)-\frac{1}{a}\left(a+\mu-\frac{n+3}{2}+i\right) \frac{d F_{1}}{d z}(z)+\frac{n-i}{n-1} \frac{d F_{1}}{d z}(z) \\
= & \left(\vartheta_{z}-a+2\right) F_{0}(z)+2(a+\mu-2) F_{0}(z)-C \frac{d F_{1}}{d z}(z) \\
= & C\left(\left(\vartheta_{z}-a+2\right) \widetilde{C}_{a-2}^{\mu}(z)+2(a+\mu-2) \widetilde{C}_{a-2}^{\mu}(z)-\gamma(\mu-1, a) \frac{d}{d z} \widetilde{C}_{a-1}^{\mu}(z)\right) .
\end{aligned}
$$

By (14.7), 14.8) and (14.29) again, this equals

$$
2 C\left(\widetilde{C}_{a-4}^{\mu+1}(z)+(a+\mu-2) \widetilde{C}_{a-2}^{\mu}(z)-\left(\mu+\left[\frac{a-1}{2}\right]\right) \widetilde{C}_{a-2}^{\mu+1}(z)\right)
$$

which vanishes by the three-term relation given in 14.15). Hence the proof of Lemma 14.15 is complete.

Thus Proposition 14.13 for $2 \leq i \leq n-1$ is proved.
Finally, let us consider Proposition 14.13 in the case $i=1$. It is sufficient to show:

Lemma 14.16. For any $a \in \mathbb{N}_{+}$and $\mu \in \mathbb{C}$, we have

$$
\left\{\left(f_{0}, f_{1}\right) \in \bigoplus_{k=0}^{1} \operatorname{Pol}_{a-k}[z]_{\mathrm{even}}:\left(f_{0}, f_{1}, 0\right) \text { solves }(G 2),(G 7),(G 9)\right\}=\mathbb{C}\left(F_{0}, F_{1}\right)
$$

Proof of Lemma 14.16. Since $\left(F_{0}, F_{1}, F_{2}\right)$ solves $(G r)$ for all $r=1, \ldots, 9$, and since $(G r)(r=2,7,9)$ does not involve $g_{2}$, we conclude that $\left(F_{0}, F_{1}, 0\right)$ also solves $(G r)$ ( $r=2,7,9$ ).

Conversely, let us show $\left(f_{0}, f_{1}\right) \in \mathbb{C}\left(F_{0}, F_{1}\right)$ if $\left(f_{0}, f_{1}, 0\right)$ satisfies ( $G 2$ ), ( $G 7$ ), and (G9). We observe that for $i=1,(G 7)$ and (G9) amount to

$$
\begin{align*}
& \frac{1}{2} G_{a}^{\mu-1}\left(f_{0}(z)-\frac{1}{a}\left(a+\mu-\frac{n+1}{2}\right) z f_{1}(z)\right)+\frac{d f_{1}}{d z}(z)=0  \tag{G7}\\
& \frac{d f_{0}}{d z}(z)-\frac{1}{a}\left(\mu-\frac{n+1}{2}\right)\left(\vartheta_{z}-a+1\right) f_{1}(z)=0 \tag{G9}
\end{align*}
$$

respectively. By $(G 2)$, we have $f_{1}(z)=p \widetilde{C}_{a-1}^{\mu}(z)$ for some constant $p$. It follows from (14.8) that $\left(\vartheta_{z}-a+1\right) f_{1}(z)=2 p \widetilde{C}_{a-3}^{\mu+1}(z)$. Thus (G9) amounts to

$$
\begin{equation*}
\frac{d f_{0}}{d t}(z)=\frac{2}{a} p\left(\mu-\frac{n+1}{2}\right) \widetilde{C}_{a-3}^{\mu+1}(z) . \tag{14.30}
\end{equation*}
$$

By (14.7), $f_{0}(z)$ is then of the form $f_{0}(z)=q_{1} \widetilde{C}_{a-2}^{\mu}(z)+q_{2}$, where $q_{1}$ and $q_{2}$ are some constants satisfying

$$
\begin{equation*}
q_{1} \gamma(\mu-1, a)=\frac{1}{a} p\left(\mu-\frac{n+1}{2}\right) . \tag{14.31}
\end{equation*}
$$

Thus, for $f_{1}(z)=p \widetilde{C}_{a-1}^{\mu}(z)$ and $f_{0}(z)=q_{1} \widetilde{C}_{a-2}^{\mu}(z)+q_{2}$ with 14.31), by using the identities $(14.11)$ and $(14.12)$ of the Gegenbauer differential operator $G_{\ell}^{\mu} \mathrm{s}$ and the three-term relation 14.15 ), we see that ( $G 7$ ) implies

$$
0=\frac{1}{2} G_{a}^{\mu-1}\left(f_{0}(z)-\frac{1}{a}\left(a+\mu-\frac{n+1}{2}\right) z f_{1}(z)\right)+\frac{d f_{1}}{d z}=\frac{1}{2} G_{a}^{\mu-1} q_{2} .
$$

Therefore $q_{2}=0$ and so $f_{0}(z)=q_{1} \widetilde{C}_{a-2}^{\mu}(z)$. It is then clear from 14.31) that $\left(f_{0}, f_{1}\right)$ is proportional to $\left(F_{0}, F_{1}\right)$ when $\gamma(\mu-1, a) \neq 0$.

Now suppose that $\gamma(\mu-1, a)=0$. Since in this case we have $\left(F_{0}, F_{1}\right) \in \mathbb{C}\left(\widetilde{C}_{a-2}^{\mu}, 0\right)$, it suffices to show $p=0$ for $f_{1}(z)=p \widetilde{C}_{a-1}^{\mu}(z)$. It follows from (1.3) that if $\gamma(\mu-1, a)=$ 0 , then $\mu-1+\frac{a}{2}=0$. If $\mu-\frac{n+1}{2}=0$, then, as $n$ is assumed to be $n \geq 3$, we would have $a \leq-2$. Thus $\mu-\frac{n+1}{2} \neq 0$ and so, by 14.31, $p=0$. This proves the lemma.

Hence Proposition 14.13 is proved, and therefore the proof of Theorem 6.7 is completed.
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