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By means of large scale molecular dynamics simulations, we explore mesoscopic properties of pro-
totypical glycerol glass-former above and below the glass transition. The model used, in excellent
agreement with various experimental techniques, permits to carefully study the structure and the vi-
brational dynamics. We find that a medium range order is present in glycerol glass-former and arises
from hydrogen bond network extension. The characteristic size of the structural heterogeneities is re-
lated to the anomalous properties of acoustic vibrations (Rayleigh scattering, “mode softening,” and
Boson Peak) in the glassy state. Finally the characteristic size of these heterogeneities, nearly con-
stant in temperature, is also connected to the cross-over between structural relaxation and diffusion
in liquid glycerol. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4883504]

I. INTRODUCTION

In the glass transition field different theoretical ap-
proaches are stating that dynamical properties of glass-
forming systems have to be connected to the existence of
heterogeneities in the supercooled liquid and glassy state.1–3

Some crucial aspects of the glass transition are still actually
debated. In particular, the vibrational dynamics of glass form-
ing liquids is still unclear, mainly due to the absence of ex-
perimental and numerical techniques covering at the same
time a broad spectral and spatial domain. On one hand, In-
elastic Neutron or X Ray scattering permits to cover a spatial
range from Angstrom to nanometer, mainly in a narrow fre-
quency band around THz. On the other hand Brillouin scatter-
ing permits to cover the GHz domain with a spatial resolution
of hundred of nanometers. Hence a technical no man’s land
appears for the study of the spatially resolved dynamics in
the GHz-THz range in the nanometric domain. Unfortunately
the nanometric domain corresponds to the expected size of
heterogeneities in glass-forming liquids. Moreover, concern-
ing the collective acoustic like excitations, experimental tech-
niques are mainly able to study longitudinal polarization of
acoustic waves and few techniques permit to reach the trans-
verse component of the acoustic excitations4–8 near the THz
region. Fortunately, the contribution of numerical techniques,
facilitated by the increase of computers capacities, are able to
shed light on this typical size range of few nanometers. Re-
cently, large scale simulations upon model glass have shown
that some aspects of acoustic anomalies can be related to a
characteristic size in the glass.9, 10 At the same time experi-
mental works on real glasses have also shown the existence of
a mesoscopic scale11–15 related to anomalies in the longitudi-
nal acoustic excitations.

From another point of view, heterogeneities are also sus-
pected to play a critical role in the transport mechanism and
hence to modify the viscosity and density relaxation in liquid
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and supercooled state of glass-forming systems.16–23 There-
fore two different length scales are relevant in order to under-
stand the supercooled and glassy state of the glass-forming
systems: a microscopic scale which is the fundamental aspect
of original Mode Coupling Theory24 and a mesoscopic scale
related to heterogeneities characteristic size. In this work we
will demonstrate that in case of glycerol glass former such
a mesoscopic scale responsible for the anomalous properties
in acoustic excitations in glassy state is also responsible for
the microscopic to macroscopic transport cross-over in liquid
state and is intimately connected to structural heterogeneities
associated to hydrogen bond network.

II. MODELS AND METHODS

In this paper, we performed molecular dynamics (MD)
simulations of glycerol in liquid supercooled and glassy state.
We used an all-atoms model of glycerol,25 which consists
in an extension of the electrostatic and van der Waals point
charge potential of Chelli et al.26, 27 based on amber force
field. Each of the 14 atomic force centers of the glycerol
molecule was assigned to a partial charge to account for elec-
trostatic interaction and a 6–12 Lennard-Jones (LJ) poten-
tial to account for repulsive and dispersive interactions. Be-
cause of the symmetry of the molecule, distinction is made
between atoms located in the lateral positions and in the cen-
tral position. This potential nicely reproduces both the dy-
namical and structural properties of the liquid phase.20, 25–28

MD simulations have been performed using the large-scale,
massively parallel, molecular dynamics computer simulation
code LAMMPS.29 Interatomic interactions were calculated
using Lorentz-Berthelot mixing rules for the 6–12 LJ po-
tential and PPPM method30 for long-range electrostatic in-
teractions with cut-off radius of rcut = 12 Å. To investi-
gate mesoscale range, we used different system sizes up to
4000 molecules. Using those sizes, lowest wavevector reach-
ables are around 0.07 Å−1. Simulations at 350 K and 310 K
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were first annealed during 10 ns in NPT canonical ensem-
ble and then equilibrated in NVT ensemble using integration
time of 0.5 fs. The simulation at 250 K was obtained start-
ing from a configuration equilibrated at 350 K, then cooled
from 350 K to 250 K during a NPT run of 20 ns then equi-
librated during another 20 ns run in NPT ensemble at con-
stant temperature. After this process another additional NVT
run of 20 ns was performed. We obtained the starting config-
uration at 150 K using 350 K equilibrated configuration (liq-
uid state) and quenching during 40 ns simulation in isobaric-
isothermal ensemble. Then another additional 10 ns run in
NVT ensemble was applied. This standard procedure led to
mean density values of 1.29 g cm−3 at 150 K, 1.26 g cm−3

at 250 K, 1.22 g cm−3 at 310 K, and 1.18 g cm−3 at 350 K,
giving less than 5% of relative error with reported experimen-
tal values.31, 32 Starting from these configurations, production
runs of 250 ps were recorded in NVE ensemble using a time
step of 0.5 fs, saving instantaneous positions and velocities
every 0.01 ps.

The time correlation functions required to obtain the dy-
namic structure factor S(Q, ω), intermediate scattering func-
tion S(Q, t), longitudinal and transverse current correlation
function CL/T(Q, ω) were computed from the instantaneous
current functions:

ρ(−→q , t) = 1√
N

∑
i

wi exp(ı−→q −−→
ri(t)),

−−−−−→
JL(−→q , t) = 1√

N

∑
i

mi((
−−→
vi(t)q̂)q̂) exp(ı−→q −−→

ri(t)),

−−−−−→
JT (−→q , t) = 1√

N

∑
i

mi(q̂ ⊗ (
−−→
vi(t) ⊗ q̂)) exp(ı−→q −−→

ri(t)),

S(Q, t) = 〈ρ(�q, t) | ρ∗(�q, 0)〉,

CL/T (Q,ω) =
∫

〈−−−−−−→
JL/T (�q, t) | −−−−−−→

J ∗
L/T (�q, 0)〉eıωtdt,

where Q stands for the wavevector modulus, −→q is the
wavevector, q̂ is the normalized wavevector, vi(t), ri(t) are,
respectively, the instantaneous velocity and position of atom
i, and mi is the mass of atom i. During the analysis, we cal-
culate two different series of correlation functions, one using
all atoms (AA) in the system weighted by their correspond-
ing mass, the second serie was calculated upon position and
velocity of molecular center of mass (CoM). Using this bias,
we coarse-grained the analysis and became able to separate
the collective motions of molecules from the local motions.
Functions expressed in frequency domain were obtained via
Fourier transform of time dependent correlations. We used
Hanning window with a width of �t ≈ 100 ps, giving a reso-
lution function of 10 GHz in frequency domain. Density and
current functions were averaged over independent directions
of wavevector such q = 2π ( h

Lx
, k

Ly
, l

Lz
), where Lx, Ly, and Lz

are dimensions of parallelepipedic box, giving lowest q of
0.07 Å−1.
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FIG. 1. Static structure factor at 350 K. Black circles: static structure fac-
tor obtained from all-atom analysis and equal atom weighting. Red squares:
structure factor obtained from center of mass analysis.

III. RESULTS

A. Structure

Information about liquid structure was obtained via static
structure factor calculation. This magnitude was calculated
using AA position and the molecular CoM (Figure 1). Look-
ing to the atomic structure factor, the first sharp diffraction
peak (FSDP) appears around Qmax = 1.4 Å−1, this value is
in agreement with previous calculations obtained with differ-
ent weighting coefficient (see Refs. 20, 25, and 28).

We can notice that the first sharp diffraction peak ob-
tained from CoM positions (red squares), has the same
location, width and has a similar height as the atomic struc-
ture factor. At these wavevectors, structure factor mainly
reflects the intermolecular correlations (although intramolec-
ular correlations exist for those wavevectors)33 and then ex-
plains the agreement between AA and CoM structure fac-
tor. In AA structure factor, a broad peak is present at Q =
3 Å−1 and originates from intra and intermolecular correla-
tions between closer atoms (≈2 Å in direct space). In the same
time a small oscillation appears in the CoM S(Q) at 2.5 Å−1

and originates from damped oscillations in intermolecular
correlations.

Looking towards lower Q values, a shoulder is present
around 0.7 Å−1 in atomic structure factor. This shoulder has
previously been reported by Blieck et al.25 on the same model
and was interpreted as a pre-peak. A pre-peak located at low
Q-range is generally related to the presence of preferential
structure in liquids beyond the first atomic shell34–36 and then
indicates a medium range order present in our system.

As the total structure factor is averaged over all the pair
correlations in the system, it remains difficult to access from
this magnitude a detailed view of the local structural or-
der. To circumvent this problem, we also calculated the par-
tial structure factor for the atoms belonging to the hydroxyl
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FIG. 2. Black lines: partial structure factor between hydroxyl group at
350 K. Red dotted line: correlations between oxygen. Brown dashed line:
correlations between hydrogen from hydroxyl groups. Blue line: cross-
correlations between oxygen and hydrogens from hydroxyl group.

groups. Results of this analysis are reported on Figure 2.
Decomposition of hydroxyl structure factor leads to four dif-
ferent correlations: hydroxyl/hydroxyl correlations, oxygen-
oxygen correlations, hydrogen-hydrogen correlations, and
finally cross-correlations between oxygen and hydrogen.
Looking around the FSDP range (in the range 1–1.8 Å−1), in-
tensity for (OH)/(OH) correlations (black) is relatively high
and comparable to the atomic structure factor in Figure 1.
Contribution of H/H and O/H cross-correlations at those
wavevectors is on the contrary very low and we can conclude
straightforwardly that FSDP of hydroxyl groups is mainly
given by the O/O structure.

Looking to lower wavevectors and more precisely in the
0.5–1 Å−1 region, we clearly see in the OH/OH correlations a
pre-peak located around 0.7 Å−1. This pre-peak appears as a
shoulder in the O/O correlations as in atomic structure factor
(Figure 1). H/H correlations of alcohol groups show a promi-
nent intensity rise around 0.7 Å−1, indicating that the hydro-
gen of hydroxyl groups mainly dominates the intensity of the
pre-peak. The wavevector range at which this structural orga-
nization arises (Q ≈ 0.6–0.7 Å−1) indicates a characteristic
distance of nanometric size and hence cannot be understood
in terms of intramolecular organization. Thus we have to con-
sider that molecules are associating through hydrogen bonds
and form local structures separated with a typical nanometric
distance. This picture is consistent with structural behavior of
other molecular liquids showing a pre-peak35–38 or interact-
ing via hydrogen bonding as neat alcohols39–41 giving rise to
small clusters of hydrogen bonded molecules and thus tends
to form a medium range order. In our case, pre-peak arises
from hydroxyl group spatial organization and consequently
should not appear in partial structure factor which does not
integrate hydroxyl organization. This can be checked in the
case of CoM structure factor, as CoM of glycerol molecule

is located at the vicinity of the central carbon, its structure
factor is not influenced by the hydroxyl position and hence
no pre-peak or shoulder appears in CoM structure factor in
Figure 1.

Although a medium range order was suspected in previ-
ous works,42, 43 in some recent neutron scattering studies44, 45

the shoulder towards low Q is absent. Despite the model used
in our work remains compatible with neutron scattering ex-
periments for Q values higher than 1 Å−1 (Refs. 20 and 25) it
seems to overestimate the low Q range. In fact an explanation
of such discrepancy at low Q and agreement at higher Q might
arise in the glycerol backbone conformation. The model used
is based on the work of Chelli et al.26, 27 where the confor-
mations of glycerol backbone are mainly αα (48%) and αγ

(46%), in qualitative disagreement with empirical potential
structure refinement refinements of Ref. 44 where αβ confor-
mation is found, but close to ab initio calculations46 where the
proportions are 70% αα and 27% αγ conformers. It remains
possible that the conformer proportions in our model induce
slight changes in medium range order and finally conduce to
the shoulder observed in low Q region. In the same manner, in
neutron scattering experiments for 1-propanol47 a shoulder at
Q = 0.75 Å appears in the structure factor at low temperature
and is absent at high temperature. This low Q shoulder arises
from a subtle balance in partial structure factor ponderation
where small variations in the molecular conformation are re-
lated to the pre-peak apparition. Despite this overestimation
in low Q intensity, all the analysis of experimental diffraction
pattern42–44 indicate the presence of correlation lengths up to
18 Å, signature of the existence of a medium range order in
the liquid.

B. Density correlations

Structural relaxation can be studied through the den-
sity correlation function obtained in the time domain. As for
the structure factor we calculated density-correlation for all-
atoms (using mass weighting), and for the center of mass.
The normalized density correlator of the molecular CoM at
350 K, 310 K, and 150 K is displayed in Figure 3 for 3 differ-
ent wavevectors.

At high temperatures (350 K and 310 K) the coherent in-
termediate scattering functions show a standard behavior of
liquids: at short time (below 2 ps) a first decay associated to
vibrational modes, followed by along time decay, associated
to the α relaxation regime. For liquid states (350 K and 310 K)
we analyzed the long-time relaxation of density correlations
using the Kohlrausch-William-Watts (KWW) functional form

S(Q, t) = A(Q) exp

(
−

(
t

τ (Q)

)β(Q)
)

,

(Figure 3 dashed curves). This stretched exponential law is a
convenient empirical way to describe relaxation processes in
glass-forming materials beyond the vibrational regime. Here
τ (Q) stands for the wavevector dependence of coherent relax-
ation time, whereas β(Q) reflects the wavevector dependence
of the non-Debye character of the relaxation process. This ex-
pression is suitable for structural relaxation of glass-formers,
as glycerol, in liquid and supercooled states.19, 20, 48, 49 From
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FIG. 3. From left to right: coherent intermediate scattering function of CoM at different wavevectors: Q = 0.08 Å−1 (a), Q = 0.75 Å−1 (b), and 1.5 Å−1

(c). For each wavevector, we represent the intermediate scattering function at 350 K (black circles), 310 K (red squares), and 150 K (green diamonds).

this analysis, we obtained the collective mean relaxation time

〈τ (Q)〉 = τKWW(Q)

β(Q)



(
1

β(Q)

)
,

where 
 stands for Gamma function. The mean relaxation
time is often used in KWW analysis in place of relaxation
time due to the mutual dependency of β and τ during the fit
procedure. The β values obtained during the fit procedure are
around 0.6 at high Q values and progressively increase to-
wards 0.85 at lowest Q values in agreement with the exper-
imental ones found at those wavelengths for self19, 20, 48, 49 or
collective relaxation.50 We report the Q-dependence of the co-
herent mean relaxation time on Figure 4 in the liquid state.

Relaxation times obtained using both molecular CoM
analysis and AA reproduce the same global behavior for
both temperatures studied, despite some differences at high
wavevectors. At high Q, collective relaxation times are fast
and slowdown towards lower Q until a maximum located
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FIG. 4. Mean collective relaxation time at 350 K (black) and 310 K (red) for
all-atoms (empty symbols and lines) and CoM (filled symbol) obtained from
KWW analysis of coherent intermediate scattering function.

at 1.4 Å−1 where slow relaxation times are reached. Be-
low this point, relaxation times decrease until a minimum
at Q = 1 Å−1. Decreasing Q, the relaxation times increase
again to a second maximum located around 0.7 Å−1. Then to
lower Q values, relaxation times decrease. We would empha-
size two observations, first collective relaxation times found
at low Q (around pre-peak) are of the same order of mag-
nitude as collective relaxation times around main peak and
second CoM collective relaxation times are comparable to the
all-atoms relaxation times, including the low-Q rise in relax-
ation times. Definitely two peaks are present in τ (Q), one
located at 1.4 Å−1 and the second located around 0.7 Å−1.
The first peak is general when studying collective dynam-
ics of liquids and corresponds to the so-called De Gennes
narrowing,51–53 this rise in collective relaxation times occurs
in density-fluctuation at the cage scale and appears in both
CoM and AA analysis at the first sharp diffraction peaks cor-
responding to the correlation between first neighbors at Qp

= 1.4 Å−1. The second peak is more intriguing and the mi-
croscopic explanation is not direct. We would first underline
the location coincidence of the second maximum in collec-
tive density-fluctuation with the shoulder appearing in the
static structure factor S(Q) at Qpp = 0.7 Å−1 corresponding
to structural correlation arising from medium range order of
hydroxyl groups. However, S(Q) value for all-atoms at this
wavevector is around 0.4 and hence a De Gennes narrowing
effect cannot explain the sudden rise in the collective dynam-
ics. The situation is even worse in the case of CoM, where
structural relaxation times around Qpp = 0.7 Å−1 are still of
the same order of magnitude as for the collective relaxation
time obtained Qp = 1.4 Å−1, despite the very weak value of
S(Q) at low-Q, signature of the absence of structural corre-
lations between the CoM at those length scale. The coher-
ent relaxation times found in our study seem to agree well
with a recently proposed ansatz16, 23 connecting the local cage
scale and mesoscopic dynamics via viscoelasticity of the liq-
uid. This model implies a crossover between two different re-
laxation mechanisms of density fluctuations. This model is in
agreement with previous numerical and experimental works
on self dynamics of glycerol19, 20 where at Q values around
0.5 Å−1 a dynamic crossover appears in incoherent relax-
ation time from a non-Debye relaxation process to a Fickian
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diffusive process corresponding to hydrodynamic limit at low
Q values.

C. Current correlations

In order to study the acoustic excitations, we have calcu-
lated both transverse and longitudinal current using all-atom
calculations and CoM calculations. We calculated current cor-
relations starting from the lowest wavevector accessible un-
til the pseudo-Brillouin zone defined as the half value of the
structural peak which in our case is located at 0.7 Å−1. As we
are interested in acoustic-like excitations represented by the
low frequency part of the collective excitations spectra, we
mainly focus on the CoM expressions of the current density.
This kind of procedure is currently used in the acoustic-like
excitations analysis of water.54, 55 For glycerol, we checked
that this bias keeps unmodified the low frequency part of the
spectrum, comparing with the AA spectra. In Figure 5, we
report longitudinal and transverse current spectra at 350 K
for different Q values. At first sight, current density spec-
tra can be represented as a narrow peak for longitudinal and
transverse polarizations at low Q. Towards greater Q, current
density spectra become broader despite a marked maximum.
Clearly, the frequencies of maximum longitudinal excitations
shift faster with Q than transverse excitations. In the Q-range
presented in the following (0.07 to 0.7 Å−1), the longitudinal
(L) and transverse (T) excitations have only one clear contri-
bution. In order to extract the vibrational properties of liquid
and glasses, we analyzed the current spectra in terms of sim-
ple damped harmonic oscillator (DHO) function.

CL/T (Q,ω) ∝ ω2
L/T (Q)

(ω2 − �L/T(Q)2)2 + ω2
L/T (Q)2
.
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FIG. 5. Longitudinal (top) and transverse (down) current spectra of glycerol
at 350 K for different Q values.

In the latter formula �(Q) represents the Brillouin pul-
sation for wavevector Q and 
(Q) represents the Brillouin
linewidth associated to Q. In Figure 6, we present for each
studied temperature the resonance and linewidth of Brillouin
acoustic modes. The latter can be approximated by means of
propagating quasiplane-waves while the mean free-path as-
sociated to acoustic excitation is greater than half the wave-
length of the mode (�(ω) � λ(ω)

2 following the denomination
of Ref. (15). Rewriting this inequality in terms of Brillouin
frequency (related to the wavelength of acoustic mode) and
linewidth (related to the mean-free path of acoustic mode),
we obtained the so-called Ioffe-Regel criterion given by �(Q)
� π
(Q) or ν(Q) � 
(Q)

2 .9, 10, 15, 56–59 Beyond this criterion,
vibrations are no more propagating waves and hence the quan-
tification of acoustic modes with wavevector quantum number
loses its straightforward signification.56, 60, 61

In liquid state (Figs. 6(a) and 6(b), 350 K and 310 K), we
observed that ν for L modes evolves linearly in low-Q val-
ues up to 0.5 Å−1. After that, frequency progressively flat-
tens and decreases after 0.7 Å−1 (not shown), the position
of the pseudo-Brillouin zone of the system defined by half
the first sharp diffraction peak (Qp/2). In the same region, the
linewidth of L excitations evolves following a power law with
Q. Due to the linear evolution of frequency and power law
evolution of linewidth, both curves are crossing each other
when Ioffe-Regel criterion is reached around QIR

L = 0.2 Å−1

at 350 K and 0.22 Å−1 at 310 K for L modes. Hence, be-
low this limit the longitudinal wave behaves as propagating
quasiplane-wave and beyond this limit the acoustic excita-
tions are localized modes and do not propagate.

For T modes, the situation is rather different: below 0.24
Å−1 at 350 K and 0.28 Å−1 at 310 K, a strict relation ν(Q) =

(Q)/2 is followed. Thus half wavelength and mean-free path
of the corresponding modes are identical, implying an evanes-
cent nature of those modes and a non propagative character of
large wavelength T modes in liquid state. This observation is
an expected behavior of the liquid theory, directly connected
to the inability of liquids to sustain shear strains. Towards
higher Q and beyond IR criterion, linewidth is higher than
mode frequency and is a clear indication of the T modes local-
ization. Thus this limit indicates the crossover from evanes-
cent T waves (which do not propagate in liquids) to diffusive
or localized T waves (which do not propagate). However, both
non-propagating characters of shear waves are of different na-
tures and imply a cross-over from macroscopic (below QIR

T )
to microscopic (above QIR

T ) behavior.
Looking now to lower temperatures, in supercooled and

glassy state (Figs. 6(c) and 6(d), respectively), mode frequen-
cies ν(Q) for both polarizations have the same global be-
havior as in liquid state: a nearly linear evolution with Q
followed by a progressive flattening when approaching the
pseudo-Brillouin zone and finally a decrease of mode fre-
quency approaching the pseudo-Brillouin zone (not shown).
In the same time, Brillouin linewidth of both polarizations fol-
lows a power law in low Q part of the spectra, roughly until
0.5 Å−1, after this point another law with smaller power ap-
pears. Values of half Brillouin linewidths 
(Q)/2 are clearly
smaller than ν(Q) for L and T polarizations in the low Q
range, implying that IR criterion is not reached. Consequently
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FIG. 6. ν and 
/2 (respectively, Black and Red) for longitudinal and transverse polarizations (respectively, circles and square) at four different temperatures:
(a) 350 K, (b) 310 K (c) 250 K, and (d) 150 K. In figure (d) we superimpose the reduced density of states calculated for this temperature and plotted for the
same frequency range. Note the correspondence of Boson Peak with transverse Ioffe-Regel criterion.

the corresponding acoustic modes propagate in the system.
We must emphasize that Ioffe-Regel criterions are not located
to the exact same wavevector for L and T modes: at 250 K
we find (QIR

L ≈ 0.25 Å−1 ; QIR
T ≈ 0.32 Å−1) at 150 K (QIR

L

= 0.28 Å−1; QIR
T = 0.36 Å−1). At 150 K in glassy state

(Figure 6(d)), we also represent the reduced density of states
g(ν)
ν2 , calculated from CoM velocity correlations, for the same

frequency range as analyzed modes. The reduced vibrational
DOS presents a clear broad peak in the low frequency part.
This peak in the reduced density of states is known as “den-
sity excess” above the Debye model and called Boson Peak
(BP). Looking to the BP and despite its broadness, we can
locate the maximum around νBP ≈ 1 THz. Values around 1
THz or 4 meV for the BP in glycerol are in agreement with
numerous experimental publications.11, 48, 62, 63 Clearly, the ex-
cess of modes above the Debye level (or Boson Peak) takes
place in the same frequency range that Ioffe-Regel criterion
for transverse modes, observation previously reported in other
glass-forming systems.9, 10, 14, 64, 65

In Figure 7, we plot the frequency-dependence of the
Brillouin linewidth and velocity of acoustic-like excitations
for both polarizations. Looking to the top left graph, showing
the damping of the longitudinal waves with frequency in log-
log scale, we can see that modes are following a power law
with exponent 2 for the temperatures of 350, 310, and 250 K.
For these temperatures a relation 
 ∝ ν2 is fulfilled for all fre-
quencies in this range. Such a relation is expected in the case
of wave propagation in an isotropic medium and, due to our
previous observations, seems to be justified for low frequen-
cies. Surprisingly this relation holds until high frequencies,
hence beyond the IR frequency delimiting for L modes the

propagative to non-propagative nature of vibrational excita-
tions. We must recall here to the reader that in fact a purely

 ∝ ν2 relation is also expected at high frequencies arising
from the structural disorder in glasses.58, 66, 67 In definitive,
for longitudinal acoustic like excitations in supercooled and
liquid state, the damping is related to the mode frequency fol-
lowing a quadratic law. This situation is clearly not the case
for L mode in glassy state, where the damping parameter still
follows a quadratic law at high frequency but changes to a ν3

power law for frequencies smaller than 1 THz.
Looking to the phase velocity of the longitudinal modes

(Figure 7, left bottom), we observe a nearly constant phase ve-
locity at 350, 310, and 250 K for frequency range greater than
0.6 THz and a small decrease of the phase velocity for lower
frequencies. The longitudinal velocities at high frequencies
found in our simulations are in excellent agreement with the
unrelaxed sound values c∞ found by Brillouin light scattering
experiments,32 however the low frequency velocities found in
our work are incompatible with the relaxed sound of the same
reference. This suggests that at these high frequencies we do
not probe the relaxation occurring in the longitudinal modes
at lower frequencies. At 150 K, we observe that L velocity
shows a slight negative dispersion until 0.9–1 THz followed
by an almost flat dispersion towards higher frequencies.

Concerning the T waves, for all temperatures studied,
in high frequency domain (above 1 THz) we find a rela-
tion 
∝ν2, in the same manner as for L modes. Such a re-
lation at high frequencies can still be explained in the case
of T modes by the structural disorder of glasses. In coun-
terpart, different power laws in damping can be visible at
low frequencies. At 350K and 310 K (liquid state), we find a
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FIG. 7. Frequency dependence of broadening (top) and phase velocity (bottom) of the longitudinal (left) and transverse (right) acoustic-like excitations in
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linear law below 0.4 THz, confirming our previous observa-
tions of a strict relation ν(Q) = 
(Q)

2 for low wavevectors.
The situation is rather different in supercooled state (250 K),
where the aforementioned quadratic relation between damp-
ing and frequency is valid, and no change in power law can
be distinguished in the frequency range studied. Finally, in
glassy state (150K), the damping changes from a quadratic
law above 1 THz to a 
∝ν3 power law in low frequency part
(below 1 THz). Hence a clear change in a power law appears
in T modes. Looking to the velocity evolution of T modes
(Figure 7, right bottom), clear change of behavior appears. In
liquid state, the transverse velocity is increasing for frequen-
cies up to 0.5 THz and remains nearly constant in the range
between 0.5 THz and 1.2 THz. After this point the velocity
decreases because of the bending of dispersion curve near the
pseudo Brillouin zone. At 250 K, T velocity is constant in
all the frequency range studied. Finally in glassy state, be-
low 1 THz, velocities of T modes decrease when frequency
increases and after 1 THz increase again with frequencies. In-
voking a simple viscoelastic model for liquids states permits
to understand the increase of phase velocity as the presence of
a relaxation process owning a typical frequency of the same
magnitude as acoustic excitation. In the same time, the de-
crease of phase velocity at very high frequency is linked to
the bending of the dispersion curve near the pseudo-Brillouin
zone. The picture seems more complex in glassy state, where
a decrease in phase velocity is observed for frequencies far
from the pseudo-Brillouin zone. We would emphasize that all
our observations at 150K are in agreement with the experi-
ments of Monaco and Giordano11 realized on glycerol at the
same temperature and seems to be general for glassy state

of H-Bonds glass-formers.12 In Ref. 11 a change in the L
damping was find for wavevector of 0.22 Å−1 from a Q4 to
a Q2 power law and the wavevector quartic dependence of
damping was associated to a Rayleigh dispersion of acoustic
modes. Rayleigh dispersion appears when an inhomogeneous
medium is supporting propagating waves, giving an elastic
scattering such as 
∝ν4 (Ref. 68) or considering a linear rela-
tion between velocity and Q, 
∝Q4. We recall here that more
generally in the effective medium approximation, for a per-
colating network, the Rayleigh law becomes 
∝νd + 1 where
d is the Euclidean dimensionality.69, 70 Considering the cross-
over in longitudinal damping occurring at 0.22 Å−1 found by
Monaco et al., it remains fully comparable to our findings
of a cross-over in damping at frequency close to 1 THz (see
Figure 6 for q − ν correspondence). In the same time, the
value of damping itself falls in fair agreement with our val-
ues. The only notable discrepancy arises from the power law
found for the longitudinal damping at low frequency, hence
considering a linear behavior of frequency with Q, a pure
Rayleigh law (
∝Q4) is found at low Q. In our work we
are not following a pure Rayleigh dispersion law consider-
ing 
∝ν3 relationship. This apparent discrepancy vanishes
considering the nonlinear relationship between ν and Q at
low wavevector (attested by the velocity decrease at low fre-
quencies). The nonlinear relation between ν and Q, gives an
excellent agreement with a quartic power law. In the case of
T modes, considering a linear dependence of damping with
frequency in liquid state and a quasi-Rayleigh law in glassy
state, at intermediate temperatures and in particular for super-
cooled states, the power-law must change progressively from
1 to 3 with temperature decrease and hence a quadratic power



234505-8 Busselez, Pezeril, and Gusev J. Chem. Phys. 140, 234505 (2014)

law remains possible at 250 K. Nevertheless, in glassy state
we observe a steep increase of damping coupled to a negative
dispersion in phase velocities for both L and T modes. Fur-
thermore, the minimum in phase velocity happens at the ex-
act location of the BP and clearly indicates a breakdown of the
Debye approximation at these time and length scales. We also
want to point out the coincidence of the frequency at which
the cross-over and minimum of the velocity arise and the lo-
cation of the BP (around 0.9–1 THz) and, as stated before, the
coincidence of the BP and IR criterion in transverse modes.

IV. DISCUSSION

Considering on the one hand the wavevector values of
the different IR criterion (0.36 Å−1 at 150 K and 0.22 Å−1

at 350 K) and on the other hand the relation between the
wavelength of the mode and the associated mean-free path
(λ/2 ≈ �), it follows that the relation between wavevector
and mean free-path is given by QIR = 2π /λ ≈ π /�. Applying
this relation to the aforementioned IR criterion gives a mean
free path of acoustic vibrations between � ≈ 14 − 9 Å which
depends on the temperature. It is tempting to relate this
mean-free path found in both transverse and longitudinal
IR criterion to a structural origin, in particular, recalling
that the partial structure factor shows a shoulder at these
particular length. In fact our observations and primary con-
clusions are in agreement with simulations of LJ glass with
interconnected isocahedral order.71, 72 In this work, the meso-
scopic order induces a pre-peak in structure factor, pre-peak
located around half the First Sharp Diffraction Peak (Qpp

≈ Qp/2). This medium range order in turn deeply affects the
transverse and longitudinal acoustic branches for wavevectors
in the range of 0.2 Qp. Said differently, the introduction of
a medium range order of characteristic length ξ induces a
pre-peak in structural order around Qpp ≈ 2π /ξ and a pseudo-
Brillouin zone at wavevector of roughly QPBZ ≈ π /ξ (which
does not necessarily commensurate with the pseudo-Brillouin
zone given by the local order). In the case of glycerol, the lo-
cation of the pre-peak (around 0.6–0.7 Å−1) is globally com-
patible with the different IR criterion seen between 0.22 and
0.35 Å−1. In the case of glassy state, the coincidence between
three distinct features (Boson Peak, IR criterion, and strong
scattering process) may in fact be rationalized introducing a
characteristic size of the heterogeneities. For the lowest fre-
quencies studied, a strong damping process is present which
can be understood in terms of Rayleigh elastic scattering on
structural heterogeneities of nanometer size and consequently
there is no formal reason for the Debye model to hold in this
case. We note that, as stated in different works,9, 69, 70 the neg-
ative dispersion of sound velocity occurring in glassy state is
directly related to the variation of the power-law in damping
via Kramers-Kronig relation and is not a manifestation of
mode softening. Rayleigh regime will have to cease when
half the wavelength will be smaller than the characteristic
size of structural inhomogeneities, which in turn corresponds
to the IR criterion69 and the crossover from strong to weak
scattering regime.12, 73, 74 However, the negative dispersion of
transverse and longitudinal velocities at increasing frequency
will directly modify the DOS. Even taking a Debye approx-

imation, the DOS is inversely proportional to v3
L + 2v3

T and
hence a velocity decrease will manifests as a peak in DOS,
giving an excess of modes over the Debye model considering
a monotonic velocity.9, 10 The situation is even worse taking
a full expression of DOS.9 In this case, the mode damping
evolution will also contribute to the excess of mode above the
Debye level. Following this idea, as longitudinal and trans-
verse modes reach an IR criterion at different frequencies, the
previous picture does not explain the location of the BP with
the IR criterion in transverse modes only. Two reasons might
be invoked here, the first one is the natural degeneracy of
the transverse modes, twofold the longitudinal one. A second
simple explanation may arise from the prominent contribution
of the low frequency modes in reduced DOS. Then as shear
waves are slower than compression waves, the latter have a
smaller contribution in reduced DOS. Focusing on the liquid
state, from an acoustic point of view, the system behaves as a
liquid for wavevector less than 0.22–0.28 Å−1, limit lying in
close vicinity of a second pseudo-Brillouin zone defined by
the medium range order location in reciprocal space. In the
same time, the analysis of density autocorrelation indicates
that a pronounced collective relaxation occurs around this
wavevector. Based on these both observations, the collective
relaxation must be connected to a limit between a diffusive
process at low wavevectors to a non-diffusive process towards
higher wavevectors. Previous works on self-dynamics of
glycerol have shown a marked cross-over between two
regimes around 0.5–0.6 Å−1.19, 20 Below this wavevector
limit, the dynamics is mainly dominated by the standard Fick
diffusion whereas for greater wavevectors, the dynamics is
dominated by the structural relaxation, observations in agree-
ment with our analysis and recent works tempting to cover the
properties of density fluctuations between “local regime” and
the continuum limit in glass-forming systems.16, 17, 21, 75, 76 All
these works underline the critical role of mesoscopic order
connected to dynamical heterogeneities, which are expected
to grow when temperature decreases,17, 18, 77–79 observations
in contradiction with our work, where the heterogeneities
probed are slightly decreasing with temperature. In our work,
we are probing heterogeneities of structural nature (as seen
by the OH partial structure factor) which are not necessarily
connected to dynamical heterogeneities.80, 81 Thereby even
if some acoustic behaviors on glycerol intermediate glass
former are shared among fragile9, 10, 12 and strong glass
formers,13, 73, 74 a direct comparison with systems where
dynamical heterogeneities play a crucial role in the meso-
scopic order remains hazardous. Future works are planned in
order to disentangle the effects of structural and dynamical
heterogeneities in supercooled glycerol.

V. CONCLUSIONS

In conclusion, in the case of glycerol, we can detect
the presence of a structural order of mesoscopic size inti-
mately connected to the hydrogen-bond network extension.
It appears that medium range order has a collective life-
time comparable to the collective structural relaxation and
may be related to the cross-over between structural relaxation
and Fick diffusion observed when studying self or collective
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dynamics. In the same time, this structural mesoscopic orga-
nization seems to be related to different anomalies detected in
acoustic modes (comprising the Boson Peak) for glassy, su-
percooled, and liquid states simply by considering that mean-
free path of the acoustic waves is conditioned by the spa-
tial extent of the mesoscopic order in liquid and supercooled
states. Finally, we have to emphasize that even if our hypothe-
ses are strongly supported by our simulations, coupled to a re-
view of experimental literature, we do not pretend to be gen-
eral and we do not claim that the picture drawn here can be
directly applied out of the case of glycerol glass-former.
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