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Abstract
An incrementally nonlinear constitutive relation is formulated to describe the mechanical behaviour of infilled rock joints. This relation is calibrated using a discrete element model, which is validated by experimental data. Since the phenomenological relation fully combines the normal and tangential directions of a rock joint, it can reproduce rock joint features as the dilatancy process and the contribution of compression on tangential stress. To take into account the hardening of the material, the influence of the previous shear loading history on the mechanical response of the rock joint is considered. Finally, the performance of the constitutive relation is verified by showing the good agreement between the responses predicted by the relation and those obtained by the discrete model for different loading paths.

Rock joints present a wide variety of features that influence their mechanical behaviour. Among them is the presence and the type of filling material. Filled discontinuities can occur after erosion of adjoining blocks, due to relative shearing: crushing of asperities will then give birth to a gouge. Fillers can also have been deposited, by water flows for example. Many previous studies investigating different situations have emphasized that the presence of this filling material modifies the shear strength of the rock joint.

Papaliangas et al. [1] presented the experimental results of direct shear tests on model discontinuities (casted from a sandstone sample) filled with various thicknesses of pulverised fuel ash: a non-cohesive, fine-grained material. Obviously, increasing fill thickness, starting from a clean discontinuity, led to decreasing values of peak or residual tangential stresses. Decreases of the peak shear stress by a ratio between 2 and 3 have been shown.

The same type of results were observed by Pereira [2] on sandstone discontinuities filled or not with a river sand. After circular shear tests, the peak friction coefficient was found to decrease from 28° in a clean case to even 10.2°. A similar study (Kutter & Raunternberg [3]), also on sandstone discontinuities with sand, revealed the same trend.
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Other studies in the framework of cohesive infill materials presented the same results. Lama [4], who studied models of sandstone sample filled with kaolin, also observed a decrease of the peak shear strength depending on the thickness of the filling material. Indraratna and Haque [5] drew the same conclusions after experiments on artificial plaster discontinuities containing bentonite.

A last example of such results, within a different framework, can be found in the work of Boulon et al. [6]. These authors studied natural calcite-healed discontinuities of granodiorite. And the presence of calcite infill material led also to decreasing shear strength.

Because of this lower shear strength, filled discontinuities are critical in rock mass stability studies and they must be considered. They are therefore the subject of this paper focusing on their mechanical behaviour. The aim is hence to define a new constitutive relation able to simulate this behaviour.

Several constitutive laws have already been proposed in the literature. Historically let us mention Goodman [7] who defined three mechanical characteristics to represent the mechanical behaviour of rock joints: a constant normal stiffness, which links the normal stress to the normal displacement across the joint, a constant tangential stiffness, which links the tangential stress to the tangential displacement along the joint, and a maximum value for the tangential stress. This gives an elastic-plastic constitutive relation with a diagonal stiffness matrix. As Goodman said, because of the lack of nondiagonal terms (which could combine tangential displacement with normal stress, for example) in the matrix, it is not possible to take into account the dilatancy of rock joints that is often measured (as in [1] or [2] for infilled discontinuities). Bandis et al. [8] reconsidered only these two normal and tangential stiffnesses. The model was nevertheless improved as for the normal direction a nonconstant normal stiffness was considered, corresponding to the nonlinear functions \(\sigma(u)\) that these authors measured.

A constitutive relation with a full stiffness matrix was proposed by Leichnitz [9] and by Saeb and Amadei [10], both with non-constant coefficients.

But, linked with their (incrementally) linear nature, all these relations can describe only elastic behaviours — in [8] the inelasticity in normal direction is studied, but not in the tangential direction —, whereas rock joints often exhibit inelastic deformational behaviour.

Using the more conceptual elasto-plastic framework, as Plesha did [11], allows one to define inelastic models. In the corresponding study, the displacement increment is divided into two elastic and plastic parts. The elastic one is computed through a diagonal matrix whose coefficients are constant; for the plastic part, a yield function \(F\) and a plastic potential \(G\) are defined and used. The corresponding flow rule is nonassociated (\(G\) different from \(F\)) because this paper emphasises that associated models can hardly ever satisfactorily simulate dilatancy.

Unfortunately, flow rules are very difficult to obtain experimentally. This elasto-plastic framework will therefore not be used here. Instead, the present study is based on Darve’s incrementally nonlinear formalism [12], which has been shown to be efficient for soils [13] and which will be presented in first section of this paper. This formalism will allow the constitutive relation to take into account the inelasticity of
rock joints, to be as general as possible by not referring to any particular boundary
conditions (contrary to [7] or [8]) and to combine, as nature does, normal and tangent-
ial directions. As for rock joints, it is very difficult to obtain a consistent experimental
database, we have chosen to build first a numerical database using the discrete element
method (DEM, [14]); this method has recently been used in the rock joint context: see
[15, 16, 17]. The presence of an infill material in the discontinuities considered here
makes this a good choice. This material will be considered a granular material (as in
[1] or [2]), and the DEM has shown repeatedly its ability to describe the complex be-
haviour of granular media both qualitatively and quantitatively [18, 19, 20, 21, 22].

After a presentation of the construction of the constitutive relation, the second part
of the paper will present the discrete element model used. Then the numerical results,
with few available experimental data, will be used to calibrate the constitutive relation.
Finally this relation will be validated through comparisons with the same numerical
model, within a general rock joint loading framework.

1. The constitutive relation for rock joints

By defining $\sigma$ as the normal stress acting at the interface, $\tau$ as the tangential one, $u$
as the amount of normal relative displacement between the blocks and $\gamma$ the tangential
one, the rate-independent behaviour of a rock joint is described incrementally by the
following expressions:

$$
\begin{align*}
\frac{d\tau}{d\sigma} = f_h(dy, du) \\
\frac{d\gamma}{d\sigma} = g_h(dy, du)
\end{align*}
$$

(1)

where the vectorial functions $f$ and $g$ depend on state variables and memory parameters
denoted by $h$.

Because of the rate-independency condition, $f$ and $g$ have to be invariant with respect
to rates, which implies:

$$
\forall \lambda > 0 : \left\{ \begin{array}{l}
\lambda d\tau = f_h(\lambda dy, \lambda du) \\
\lambda d\sigma = g_h(\lambda dy, \lambda du)
\end{array} \right.
$$

(2)

Thus, $\forall \lambda > 0$ :

$$
\begin{align*}
& f_h(\lambda dy, \lambda du) = \lambda f_h(dy, du) \\
& g_h(\lambda dy, \lambda du) = \lambda g_h(dy, du)
\end{align*}
$$

(3)

which is the definition of homogeneous vectorial functions of degree 1. According to
Euler’s identity for homogeneous functions, it turns out that:

$$
\begin{align*}
& f_h(dy, du) = \frac{\partial f_h}{\partial (dy)} dy + \frac{\partial f_h}{\partial (du)} du \\
& g_h(dy, du) = \frac{\partial g_h}{\partial (dy)} dy + \frac{\partial g_h}{\partial (du)} du
\end{align*}
$$

(4)
or in an equivalent way:

$$
\left( \begin{array}{c}
d\tau \\
d\sigma
\end{array} \right) = \left( \begin{array}{c}
f_h(dy, du) \\
g_h(dy, du)
\end{array} \right) = \left( \begin{array}{cc}
\frac{\partial f_h}{\partial (dy)} & \frac{\partial f_h}{\partial (du)} \\
\frac{\partial g_h}{\partial (dy)} & \frac{\partial g_h}{\partial (du)}
\end{array} \right) \left( \begin{array}{c}
dy \\
du
\end{array} \right) = M_h(dy, du) \left( \begin{array}{c}
dy \\
du
\end{array} \right)
$$

This proves the existence of the elasto-plastic matrix $M_h$. Since the partial derivatives of homogeneous functions of degree 1 are homogeneous functions of degree 0, the matrix $M_h$ depends only on the direction of the vector $\left( \begin{array}{c}
dy \\
du
\end{array} \right)$ and not on its norm. Thus:

$$
M_h(dy, du) = M_h\left( \frac{dy}{\sqrt{dy^2 + du^2}}, \frac{dy}{\sqrt{dy^2 + du^2}} \right)
$$

Let us now consider the Taylor’s series expansion for $M_h$. This gives:

$$
M_h = M^1_h + \frac{1}{\sqrt{dy^2 + du^2}} M^2_h \left( \begin{array}{c}
dy \\
du
\end{array} \right) + \cdots
$$

where $M^1_h$ is a rank 2 tensor and $M^2_h$ rank 3.

Thus the rate-independent constitutive relation of rock joints can be written under the following form:

$$
\left( \begin{array}{c}
d\tau \\
d\sigma
\end{array} \right) = M^1_h \left( \begin{array}{c}
dy \\
du
\end{array} \right) + \frac{1}{\sqrt{dy^2 + du^2}} M^2_h \left( \begin{array}{c}
dy \\
du
\end{array} \right) + \cdots
$$

The general expression of the incrementally nonlinear second-order constitutive relation for rock joints is then given by:

$$
\left( \begin{array}{c}
d\tau \\
d\sigma
\end{array} \right) = M^1_h \left( \begin{array}{c}
dy \\
du
\end{array} \right) + \frac{1}{\sqrt{dy^2 + du^2}} N^2_h \left( \begin{array}{c}
dy^2 \\
du^2
\end{array} \right)
$$

where the crossed terms $du dy$ are not considered.

The matrices $M^1_h$ and $N^2_h$ are defined through two calibration paths:

– the first path is controlled by the following conditions $(du = 0; dy$ given constant), which is a constant normal displacement (CND) path. This is indeed a constant volume path.

– the second calibration path is defined by $(du$ given constant; $dy = 0$), which is called the constant tangential displacement (CTD) path. This corresponds to an edometric compression because possibility of lateral deformation is cancelled.

Considering the curves $\sigma(\gamma)$ and $\tau(\gamma)$ from the CND path and the curves $\sigma(u)$ and $\tau(u)$ from the CTD path, the following moduli, depending on the state variables and memory parameters, can be defined:
Let us now introduce the matrices $P^+$ and $P^-$ defined by:

$$
P^+ = \begin{pmatrix} G^+_\gamma & G^+_u \\ N^+_\gamma & N^+_u \end{pmatrix} \quad P^- = \begin{pmatrix} G^-_\gamma & G^-_u \\ N^-_\gamma & N^-_u \end{pmatrix}
$$

which contribute to the computation of $M^1_h$ and $N^2_h$ by identifying the incrementally nonlinear constitutive second-order relation on the calibration paths through matrices $P^+$ and $P^-$:

$$
\begin{cases}
M^1_h = \frac{1}{2} (P^+ + P^-) \\
N^2_h = \frac{1}{2} (P^+ - P^-)
\end{cases}
$$

Thus, the constitutive relation becomes:

$$
\left( \frac{d\tau}{d\sigma} \right) = \frac{1}{2} (P^+ + P^-) \left( \frac{dy}{du} \right) + \frac{1}{2} \sqrt{\frac{dy^2}{du^2} + \frac{dy^2}{du^2}} (P^+ - P^-) \left( \frac{dy^2}{du^2} \right)
$$

To use this relation, only the values of the moduli need to be known. Unfortunately, if experimental compressions of rock joints can generally be considered edeometric, there is clearly a lack of experimental data for the other calibration path: the constant normal displacement path. In the case of rock joints, which very often present dilatancy during shearing, the stiffnesses of the experimental device needed to cancel all normal relative displacements are indeed very difficult to obtain. We therefore decided to create a numerical model which could represent the behaviour of a rock joint and to use it to simulate these calibration paths.

2. The discrete element model

The discrete element method (DEM) [14, 21] considers a set of different elements (or particles) interacting with each other whose movements obey the second law of Newton. Using this numerical method, some authors have already simulated rock joints: see [15, 16, 17]. Starting from a set of bonded particles which represent the intact rock, the joints are simulated in these studies by suppressing the contact bond strengths for all contacts located across a line which represent the rock joint. These simulations are adapted for rock joints that correspond to rough blocks sliding directly over each other. On the other hand, the rock joints considered here present a filling material, which corresponds to a vanishing Joint Roughness Coefficient (JRC, see [23] for example). Consequently, the construction presented here will be slightly different.
However, as the discrete description has now proved its efficiency in simulating granular geomaterials such as soils (see [24, 25], for example), such discrete simulations can also be used to study the rock joints filled with gouge: we already stated that this filler is considered a granular material. Thus, the numerical model is developed with YADE [26, 27], open source discrete element software. The joint itself is simulated, as the spacing between two adjacent blocks which bounds the filling material. The interactions between the elements of the model are presented, then presentations of the model of the rock joint itself, and the simulations performed.

2.1. Contact laws used

Considering two spheres, A and B, in contact, whose centres are, respectively, \( C_A \) and \( C_B \), and whose radii are \( R_A \) and \( R_B \), a penetration depth is defined for this interaction by:

\[
u_n = R_A + R_B - |\overrightarrow{C_A C_B}|\]  

(14)

2.1.1. Normal contact force

It can be considered that rock joints nearly always present an inelastic behaviour in compression, with a greater stiffness in unloading than in loading (see [7]). This feature is introduced in the numerical model at the scale of the interaction between spheres by computing the value of the normal contact force at each time step “\( i \)” as follows:

\[
F_n^i = \begin{cases} 
   k_n u_n^i & \text{if } u_n^i \geq \max_{k,k\in[1:i-1]}(u_n^k) \\
   F_n^{i-1} + K k_n(u_n^i - u_n^{i-1}) & \text{if } u_n^i < \max_{k,k\in[1:i-1]}(u_n^k)
\end{cases}
\]

(15)

where \( k_n = \frac{2 Y_A R_A Y_B R_B}{Y_A R_A + Y_B R_B} \)

The “\( Y \)” are parameters of the numerical model and control the interaction stiffness \( k_n \). \( K \) is another parameter setting the difference in stiffnesses between loading and unloading (\( K > 1 \)).

2.1.2. Tangential contact force

This force is computed incrementally. Starting from \( \overrightarrow{F}_t^i = \overrightarrow{0} \) at the creation of the interaction, \( \overrightarrow{F}_t^i \) is incremented at each time step indexed “\( i \)” as follows:

\[
\overrightarrow{F}_t^i = \overrightarrow{F}_t^{i-1} + k_s v_{rel}^M(A/B) \times dt
\]

(16)

where \( k_s = \frac{2 Y_A P_A R_A Y_B P_B R_B}{Y_A P_A R_A + Y_B P_B R_B} \)

In this equation, \( v_{rel}^M(A/B) \) is the relative velocity between the two interacting discrete elements at the contact point \( M \) and \( dt \) the value of the time step used for the simulations. Parameters \( P_A \) and \( P_B \) control the tangential stiffness \( k_s \). The value of the tangential force is limited by a plastic threshold, depending on the normal force in a
classical Coulombian way. Thus:

$$\left( \| \vec{F}_t \| \geq \| \vec{F}_n \| \tan(\phi_{\text{micro}}) \right) \Rightarrow \left( \vec{F}_t = \frac{\vec{F}_t}{\| \vec{F}_t \|} \| \vec{F}_n \| \tan(\phi_{\text{micro}}) \right)$$

(17)

2.1.3. Computation of a torque transmitted between the particles

In this numerical model, as in many others using the discrete element method, the discrete elements used are spherical for practical reasons (this shape speeds up contact detection, for example). But because spheres roll easily over each other, it is now recognized that this leads to underestimating the shear strength of generally non-spherical granular materials (see [24]) that have to be simulated. A choice (made by the same authors [24]) is to cancel any rotation of the spheres in the numerical model. However some experimental studies on filled discontinuities consider infill material as more or less spherical ones: for example Papaliangas et al. [1] who focused on pulverised fuel ash, and Pereira [2] who investigated river sand. These authors both emphasized the existence of rolling infill grains. Thus, in order to approach reality, we made here the intermediate choice of using spherical particles, but with a transfer moment law that will induce resistant torques; so that particle rolling is reduced but not cancelled. The formulation of this moment transfer law is the one introduced by Iwashita and Oda [28] in two dimensions and developed in three dimensions by Plassiard [29].

A rolling angular vector $\vec{\theta}_r$ is defined for the interaction between spheres $A$ and $B$. This rolling vector represents the relative changes in orientation between the two particles. In a transfer moment law, these changes should induce a resistant couple $\vec{M}_r$. This couple is computed from an elastic-plastic point of view, such that:

$$\vec{M}_r = \begin{cases} k_r \vec{\theta}_r' & \text{if } \| k_r \vec{\theta}_r' \| < \| \vec{M}_r \|_{\text{lim}} \\ \| \vec{M}_r \|_{\text{lim}} \frac{\vec{\theta}_r'}{\| \vec{\theta}_r' \|} & \text{else} \end{cases}$$

(18)

where $k_r = \beta_r \left( \frac{R_A + R_B}{2} \right)^2$, and $\| \vec{M}_r \|_{\text{lim}} = \eta_r \| \vec{F}_n \| \frac{R_A + R_B}{2}$.

Increasing the value of the numerical parameter $\beta_r$ leads to greater stiffness in rotation, and increasing the value of the numerical parameter $\eta_r$ induces a higher value of the couple’s plastic threshold. All the values of the numerical parameters used in the model are presented in Table 1.

<table>
<thead>
<tr>
<th>$Y$ (Pa)</th>
<th>$P$</th>
<th>$\phi_{\text{micro}}$ (°)</th>
<th>$K = \frac{k_n(\text{unload})}{k_n(\text{load})}$</th>
<th>$\beta_r$</th>
<th>$\eta_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4e9</td>
<td>0.04</td>
<td>37</td>
<td>4</td>
<td>0.12</td>
<td>1</td>
</tr>
</tbody>
</table>

Once the contact forces are applied to each element, Newton’s law is considered for each spherical element. To ensure convergence towards equilibrium states a damping
term is added to the sum of acting forces $\Sigma \vec{F}$. It is a nonviscous damping [30], $F^a$ defined as:

$$F^a = -D \times \text{sign} \left( \Sigma \vec{F}^{(i)} \cdot \left( \vec{v}^{(i)} + \frac{dt}{2} \dot{\vec{d}}^{(i)} \right) \right)$$  \hfill (19)$$

The advantage of this non-viscous damping is to increase the convergence speed, without disturbing simulations which would imply steady flows. $D$ is chosen equal to 0.2. It is verified that this value does not modify the results.

Velocities and positions are finally updated through a second-order finite difference scheme.

2.2. Numerical model

In our numerical model of a rock joint, six plates delimit a deformable parallelepiped box representing filling material of the rock joint between two adjacent blocks: the upper plate of the box represents the in-contact surface of the upper block (its lower side), whereas the bottom plate of the box represents the in-contact surface of the lower block (its upper side) (see Figure 1). This parallelepiped box is filled with discrete elements, which represent the gouge material filling the rock joint. Deformations of the box simulate the relative movements of the two adjacent blocks.

The stresses and relative displacements which describe the mechanical state of the rock joint are deduced, respectively, from the forces acting on the upper plate of the box and from its displacements. By defining $F_{\text{sup}}^{\sigma}$ as the force sustained by the upper side, $S$ as its surface in contact with the discrete elements, and $Y_c$ and $X_c$ as the current coordinates of its centre, we obtain:

$$\sigma^x = \frac{F_{\text{sup}}^{\sigma}.\vec{y}}{S} \quad \tau = -\frac{F_{\text{sup}}^{\sigma}.\vec{x}}{S} \quad u = -(Y_c - Y_0^c) \quad \gamma = X_c - X_0^c$$  \hfill (20)$$

$X_0^x$ and $Y_0^c$ are the initial values of $Y_c$ and $X_c$, which will be defined below. A “−” sign is chosen in the definition of $\tau$ to obtain positive values of $\tau$ and positive values of $\gamma$ during shear loading (for the sake of clarity of the curves). The other “−” sign of the definition of $u$ corresponds to the conventional choice of having positive values in compression.

Before going into the details of the simulations, let us note that gravity is ignored in this problem. As for the sample’s boundaries, the surrounding vertical plates (with
normal directed by \( \vec{x} \) or \( \vec{z} \) are perfectly non-sliding, whereas the upper and lower ones (with the normal directed by \( \vec{y} \)) have a friction coefficient equal to \( \tan(37^\circ) \): the same as between the spheres inside the sample. This allows to obtain an homogeneous stress field in the sample, which justifies the definition of the mechanical state from the state of the upper side: the previous equation (20).

The box is filled with discrete spherical elements using the packing algorithm developed by Jerier [31]. Spheres of different radii are chosen. Numerical samples of spheres with the same radius have the disadvantage of showing very different mechanical behaviours, depending only on their initial fabric, as Antonellini [32], for example, emphasised. Moreover, crystallisation occurs with such samples. These two phenomena are physically meaningless for rock joint studies and must be avoided. The exact values of the radii are not calibrated on physical specimens; they will be justified by the final results of the model.

In order to obtain a dense sample that will dilate under shear, as rock joints do, an isotropic compression, with an inter-particle friction angle equal to zero, is performed by moving all plates towards the sample. Once a given state is reached, the inter-particle friction angle is set to 37°. This value corresponds to the one to be used in the simulations. Moreover, the plates are moved apart in order to cancel any confinement (or to set it to a negligible value). The sample is then considered to be in its virgin state, i.e. \( \tau = \sigma = 0 \) kPa and \( u = \gamma = 0 \) m (this is how \( X^0_c \) and \( Y^0_c \) from equation (20) are defined), and ready to be loaded in different ways.

2.3. Simulation of the different loading paths

Various loading paths can be simulated by the numerical model. Constant normal displacement and constant tangential displacement paths will be considered first because they represent the basic calibration paths, determining the moduli defined in equation (10). Other paths, such as the constant normal load (noted CNL, defined by \( \sigma = \text{cst} \)) or the constant normal stiffness shearings, will also be performed below, in order to validate the constitutive relation defined by equation (13).

2.3.1. Calibration paths

The two calibration paths are controlled by applying at each time step:
- \( du = v_{\text{comp}} \, dt \), \( dy = 0 \) for the CTD path
- \( du = 0 \), \( dy = v_{\text{cis}} \, dt \) for the CND path.

It is verified that \( v_{\text{comp}} \) and \( v_{\text{cis}} \) are small enough so that the numerical sample remains in quasi-equilibrium over the entire loading paths, which ensures that these two numerical parameters have no influence on the results. In particular, numerical tests always include a “rest” phase when movement of the box is stopped (once a required shear displacement is reached, for example), in order to verify whether or not, without loading, evolving stresses stop (as they should in quasi-equilibrium).

During the movement of the upper side, Figure 2 shows how the other sides move. The lower one and those in front of or behind the sample (whose normal is \( \vec{z} \)), do not move. The lateral ones are both translated and rotated so that the box always remains closed.
2.3.2. First validation path: constant normal load shearing (CNL)

Shearing the numerical sample and maintaining a constant normal stress (i.e. the normal force acting on the top of the box), is straightforward with the discrete element method. When $\sigma$ is different from the desired value of the applied stress $\sigma_0$, the stiffness $K_n$ of the contact [sample-top plate of the box] $K_n$ is determined by adding all stiffnesses of all acting interactions spheres of the [sample-top plate of the box]. Then the top plate is moved in the vertical direction with an amplitude of $dy = \frac{\sigma - \sigma_0}{K_n}$ in order to obtain $\sigma = \sigma_0$. In fact, this is not perfectly true because, for example, this change in $dy$ could correspond to a change in the penetrations of $du_n = -dy$ only if the spheres do not move vertically at all, which is never the case in numerical simulations. However, this algorithm allows $\sigma$ to be maintained at a desired value with errors less than 1%.

2.3.3. Second validation path: constant normal stiffness shearing (CNS)

This path can be considered an intermediate configuration, in terms of stiffness, between the CNL and the CND paths. It is defined by the application of a shear deformation on the sample, while verifying the following condition,

$$\forall t \quad \sigma(t) = \sigma_0 + K_nC (Y(t) - Y_0) \quad (21)$$

In this equation, $K_nC$ is the desired normal stiffness value imposed for this loading path. For $K_nC = 0$, we obtain the CNL conditions, and for $K_nC$ increasing towards $\infty$, the loading tends towards the CND conditions. The method used to carry out such tests with the numerical model is exactly the same as the one used to obtain CNL paths, with vertical displacements $dy$ computed so that equation (21) is verified instead of $\sigma(t) = \sigma_0$.

3. Results of the discrete element model

3.1. Numerical loading paths

Starting from the virgin state of the sample, the CTD path - a calibration path - is performed in loading and unloading. During all this compression, the tangential stress $\tau$ can be considered equal to zero, whereas Figure 3 represents the changes in the normal stress $\sigma$. The changes in $\tau$ are no longer negligible if such paths are applied from other initial mechanical states, corresponding to increasing shearing (e.g. different values of
The resulting $\sigma(u)$ and $\tau(u)$ curves for such tests are plotted in Figure 4. They will be used to define the moduli of the constitutive relation, since those moduli correspond to the slopes of the curves.

![Figure 3: Normal stress versus normal displacement from a simulated CTD test, from the virgin state of the numerical sample](image)

The $\sigma(u)$ (from which $N_u^+\gamma$ and $N_u^-\gamma$ are defined) curves are nonlinear and show that normal stiffness decreases with the initial shearing level of the sample. Note that these two classical results were previously observed experimentally by Bandis et al. [8] and Saeb and Amadei [10], which shows that the present numerical model is capable of reproducing realistic behaviour. For $\tau(u)$ and its corresponding moduli $G_u^\gamma$ and $G_u^-\gamma$, about which very little information is available in the literature, the discrete model shows an increase of these two moduli with previous shearing.

The results obtained from simulations for the CND calibration path, starting from different initial states defined by different initial normal stresses $\sigma_0$ (with $\gamma_0 = 0$ mm), are presented in Figure 5. As for the changes in $\sigma$ with respect to $\gamma$ (which is described by the moduli $N_\gamma^+\gamma$ and $N_\gamma^-\gamma$), we see that the behaviour of the numerical joint contracts first before dilating, as it was observed for infilled discontinuities by Papaliangas et al. [1]. The change is controlled by a given $\frac{\tau}{\sigma}$ ratio, which corresponds to a characteristic frictional angle $\phi_c$. Before and after this state, these two moduli, $N_\gamma^+\gamma$ and $N_\gamma^-\gamma$, seem to be constant during the shearing process (the related parts of the curves are considered to be linear) and not to depend on the state in compression of the joint. As for the $\tau(\gamma)$ curve (thus the $G_u^\gamma$ and $G_u^-\gamma$ moduli), $G_u^-\gamma$ could probably be considered constant, whereas it seems to be convenient to let $G_u^\gamma$ evolve during shearing to take into account the material hardening (the exact definitions of the moduli will be detailed hereafter).
Figure 4: Stresses versus normal displacement curves resulting from simulated CTD tests, from sheared states of the numerical sample.
Figure 5: Stresses versus tangential displacement curves resulting from simulated CND tests. For $u_0 = 0.07; 0.21; 0.35; 0.58$ mm, corresponding to $\sigma_0 = 1; 5; 10; 20$ MPa
3.2. Taking into account the current shearing state

It has been shown that some moduli must depend on the current shearing state in order to reproduce a realistic behaviour. One option is to choose these moduli depending on the value of a state variable, such as the tangential relative displacement $\gamma$. This choice has been suggested by the results obtained by Goodman [33] and Leichnitz [9], known as the “constant displacement model”. These models give a physical meaning of $\gamma$ when considering its values at peak states or at residual states such as material constants. However, the failure criterion, such as the Mohr-Coulomb criterion used here, does not depend on a displacement variable. This is why another choice of state variable is proposed by considering $\tau/\sigma$ as the state variable which will control the moduli.

Two sets of pairs ($G_u$ versus $\gamma$ or $\tau/\sigma$) are considered (see Figures 6 and 7). For the first set, the values of $G_u$ are computed from unloading oedometric compressions performed immediately after a CNL path.

For the second one, a CND shear, then a loading oedometric compression, are performed before the unloading oedometric compression so that $G_u$ can be computed.

This leads to different $\tau/\sigma$ ratios for the same value of $\gamma$, and Figure 6 shows that this impacts the values of $G_u$ determined from the numerical simulations. On the other hand, Figure 7 shows that plots according to $\tau/\sigma$ seem to unify all the results so that $\tau/\sigma$ is indeed the right variable to represent shearing. This conclusion tends to disagree with the “constant displacement models” of [33] and [9].

![Figure 6: $G_u$ versus $\gamma$](image1)

![Figure 7: $G_u$ versus $\tau/\sigma$. A single master curve appears](image2)

3.3. Determination of a macroscopic friction angle

When using the $\tau/\sigma$ ratio in the constitutive relation, its variation range needs to be set up. As was suggested by the experimental results of Papaliangas et al. [1], we assume that a Mohr-Coulomb criterion, with zero cohesion, can be used to describe the domain of ($\tau/\sigma$) values that can be endured by the infilled joint.

To determine the value of the corresponding macroscopic friction angle $\phi$, it is possible to see how the mobilised friction angle $\phi_m$ (defined by $\tan(\phi_m) = \tau/\sigma$) evolves during five different numerical tests (see Figure 8). This figure considers two constant
normal stress shearings (at two normal different stresses), two constant normal displacement shearings (at two different initial stresses), and one edometric unloading, from a completely sheared initial state (which is the state of the numerical sample at the end of one of the constant normal stress shearings).

Because the macroscopic maximum value of $\phi_m$ should be equal to $\phi$, we conclude from Figure 8 that our numerical model of a rock joint has a friction angle of around $29^\circ$. Moreover, one can observe first that the CND shearing in fact does not reach the Mohr-Coulomb criterion exactly (their maximum value of $\phi_m$ is smaller than $\phi$). Second, the results also reveal that once the sample has reached the Mohr-Coulomb criterion after one CNL shearing, it follows this criterion downwards during the CTD (edometric) unloading: $\tau$ decreases whereas $\tan(\phi_m) = \tau/\sigma$ remains constant and equal to $\tan(29^\circ)$.

![Figure 8: Determination of a macroscopic friction angle: changes of the mobilised friction angle during numerical tests](image)

3.4. Experimental results

Before achieving the calibration process of the constitutive relation from the numerical model, let us present experimental data, which confirm the relevancy of the discrete model used to reproduce the behaviour of the infilled rock joints. Some quantitative comparisons will be presented, but we will focus here on qualitative comparisons: we aim at checking if the trends shown by our numerical model (especially the link between $d\tau$ and $du$) correspond to a real behaviour. Because our main goal is to define a constitutive relation relying on these observed trends, we lay stress on qualitative checks for this first step. Quantitative calibration will be a future part. This shows the advantages of the numerical model, which can give exhaustive and less scattered results.

These experiments were conducted by partners of the French LRPC (Laboratoire Régional des Ponts et Chaussées) of Toulouse on natural specimens of gneiss from...
the Gorges de Valabres site located in southern France. Figure 9 shows the state of one sample after one shearing: the presence of an infill material in these specimens is obvious. Experimentally, one CND shear was carried out, as well as oedometric compressions.

3.4.1. An experimental CND path

It was emphasised in Section 1 that CND paths are very difficult to follow with rock joints. One must remain critical when considering these experimental results. Figure 10 verifies whether the experimental loading path succeeded in preventing all normal displacements.

The relative normal displacement $u$ obtained during the experiment is plotted for four shear paths: three CNL paths at different stresses and the CND path. This relative normal displacement is obtained by considering the mean of four sensor measurements located at each corner of the shear box. It can be observed that in this experimental CND path the values of $u$ are not strictly null; however, their values remain low compared to other shear loading tests.

Let us now consider Figure 11 where the stresses obtained during this experimental test are plotted. The left part shows the whole curves and it appears that the curves, $\sigma(\gamma)$ especially, are similar to those obtained from the discrete numerical model (see Figure 5), noting that smaller stresses are reached experimentally than those obtained by the numerical model. On the right part of Figure 11, a zoom on the beginning of the curves is represented. This zoom allows one to compute the values of moduli $N^+_\gamma$ and $G^+_\gamma$ corresponding to this experiment. A value between 2 and 4 MPa/mm, which is very similar to the 3.4 from the numerical model, has been evaluated for $N^+_\gamma$ $dil$". For $G^+_\gamma$, the initial values of the slopes indicate a value around 2 MPa/mm, which is here again similar to the values deduced numerically, ranging from 1.2 to 3.8.
Figure 10: Dilation obtained experimentally for various shear paths, including the CND calibration path

Figure 11: Whole (left) or zoomed (right) experimental responses of a rock joint along a CND path
3.4.2. Experimental CTD paths

A number of oedometer compression tests were also carried out. The same sample was brought under a constant normal stress of 0.5 MPa to different values of $\gamma$. Then different CTD paths were performed using loading and unloading steps. Figure 12 shows resulting $\sigma(u)$ curves. Experimental results illustrate the decrease in normal stiffness due to shearing, which was mentioned in paragraph 3.1. The first curve, with $\gamma_0 = 0$ mm, is an exception, because of the experimental setting up. A numerical curve, issued from the discrete model, shows that the normal stiffness of our model, in a non-sheared state, is close to the one experimentally measured.

![Figure 12: Experimental and numerical (“num.”) $\sigma(u)$ curves for CTD paths](image)

Then, because of the lack of knowledge on the changes in $\tau$ during these experiments, particular attention is paid to the changes in $\tau$ depending on $u$ (see Figure 13). Because of the dilatancy occurring during the CNL shear loading, the initial values of $u$ at the beginning on each CTD path are in fact different; therefore, to clarify the figure, the values are set to zero for each compression test.

Except the curve for $\gamma = 9.8$ mm, it appears that the slopes of the experimental $\tau(u)$ curves, which define the moduli $G_u^+$ and $G_u^-$, increase when a previous shearing loading has been applied to the sample, i.e. when $\gamma_0$ increases. This was shown by the numerical discrete element model and is now experimentally confirmed. Moreover, it should be noted that this sample exhibits a peak for curve $\tau(\gamma)$ for CNL shear, and that the last value of $\gamma_0$ considered corresponds to the post-peak region. The fact that the curve corresponding to this $\gamma_0$ does not have the higher slope value confirms the choice of the variable $\tau/\sigma$, instead of $\gamma$, to describe the influence of the previous shearing path on the moduli. This curve presents a $\tau/\sigma$ ratio lower than the ratio determined on the curve at $\gamma = 0.74$ mm, and it confirms that describing the influence of shearing through $\tau/\sigma$ explains why the slopes are smaller, even if $\gamma_0$ is higher.
4. Calibration of the constitutive relation

The moduli will now be clearly defined and we will verify that their definition reproduces the behaviour of the numerical model for the calibration paths, i.e. that our constitutive relation is well calibrated.

4.1. Definition of the moduli

Considering all remarks formulated in previous sub-sections, we define the values for the moduli in equations (22) and (23):

\[
N_\gamma^+ = \begin{cases} 
-N_0^\gamma & \text{if } \tau/\sigma < \tan(\phi_c) \\
N_{\gamma, \text{dil}}^+ & \text{if } \tan(\phi_c) \leq \tau/\sigma < \tan(\phi) \\
0 & \text{if } \tau/\sigma = \tan(\phi)
\end{cases}
\]

\[
N_\gamma^- = \begin{cases} 
-N_0^\gamma & \text{if } \tau/\sigma < \tan(\phi_c) \\
3.5 N_{\gamma, \text{dil}}^+ & \text{if } \tan(\phi_c) \leq \tau/\sigma \leq \tan(\phi)
\end{cases}
\]

\[
G_\gamma^+ = \begin{cases} 
G_0^\gamma - \left(G_0^\gamma - G_0^\gamma f\right) \frac{1 - e^{\frac{-\tau/\sigma}{\tan(\phi)}}}{1 - e^{-1}} & \text{if } \tau/\sigma < \tan(\phi) \\
0 & \text{if } \tau/\sigma = \tan(\phi)
\end{cases}
\]

\[
G_\gamma^- = G_0^\gamma
\]
The $N\left(\frac{\tau}{\sigma}\right)$ function which describes the decrease in normal stiffness of the rock joint due to shearing is a power function, defined by:

$$N\left(\frac{\tau}{\sigma}\right) = N_0^+ \left(\frac{\sigma}{\sigma_0}\right)^{\gamma}; \quad N_u^- = 2.7N_u^+$$

$$G_u^+ = G_u^{+ \max} \frac{1 - e^{-\frac{\tau}{\tan(\phi)}}}{1 - e^{-1}}; \quad G_u^- = G_u^{- \max} \frac{1 - e^{-\frac{\tau}{\tan(\phi)}}}{1 - e^{-1}}$$

(23)

This expression corresponds to a decrease in normal stiffness, which is increasingly important while shearing takes place (the derivative of $N\left(\frac{\tau}{\sigma}\right)$ increases with $\frac{\tau}{\sigma}$), as the numerical simulations have shown.

The parameters introduced in the previous equations are summarized in Table 2, with the retained values.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0^+$</td>
<td>2.4</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>3.4</td>
</tr>
<tr>
<td>$G_u^+$</td>
<td>3.8</td>
</tr>
<tr>
<td>$G_u^{+ \max}$</td>
<td>1.2</td>
</tr>
<tr>
<td>$N_0^-$</td>
<td>20</td>
</tr>
<tr>
<td>$\phi_c$</td>
<td>8</td>
</tr>
<tr>
<td>$G_u^-_{\max}$</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>3.7</td>
</tr>
<tr>
<td>$\phi$</td>
<td>17.5</td>
</tr>
<tr>
<td>$N_u^+$</td>
<td>29</td>
</tr>
<tr>
<td>$\phi_c$</td>
<td>12</td>
</tr>
</tbody>
</table>

$N_0^+$ is the opposite of the slope (supposed to be constant) of the contractant part of the $\sigma(\gamma)$ curve measured during a CND path: the higher its value is, the more contractant the joint is. $N_0^+_{\gamma \text{ dil}}$ is similar but concerns the dilatant part of the same curve. The parameter $\phi_c$ governs the contractant-dilatant transition, which occurs for $\frac{\tau}{\sigma} = \tan(\phi_c)$.

$G_u^+$ and $G_u^{+ \max}$ correspond respectively to the initial or final tangential rigidity - the slope of curve $\tau(\gamma)$ - during the same CND path. $G_u^{+ \max}$ is reached for $\frac{\tau}{\sigma} = \tan(\phi)$, with $\phi$ an other parameter which corresponds to a macroscopic friction angle.

$N_0^-$ corresponds to the normal rigidity during a CTD path in load, under a value of $\sigma$ equal to $\sigma_0$ and without previous shearing: $\tau = 0$; while $N_u^+$ is obtained when the joint is completely sheared $\tau = \tau_{\max} = \sigma \tan(\phi)$.

$G_u^{- \max}$ are the slopes of $\tau(u)$ curves along CTD paths, under complete shearing: $\frac{\tau}{\sigma} = \tan(\phi)$, for $du > 0$ or $du < 0$ respectively. All these parameters are obtained through trial and error attempts, by approximating non-linear curves by linear ones when needed (for $N_0^+$ or $N_0^+_{\gamma \text{ dil}}$ for example).
4.2. Comparisons between the constitutive relation and the numerical model along the calibration paths

Let us first verify that these expressions of the moduli presented in equations (22) and (23) are satisfactory according to the numerical model and can indeed reproduce its behaviour along the calibration paths. Figures 14 and 15 compare the responses of the numerical model and the responses of the constitutive relation along these paths.

These two figures show good agreement and prove that the constitutive relation is properly calibrated.

5. Validation of the constitutive relation by considering other loading paths

The relation can now be validated using comparisons along the validation paths: paths other than the calibration paths. Other loading paths were simulated with the numerical discrete element model in order to validate the constitutive relation by checking if equation (13) is able to predict the behaviour of the numerical model. Four CNL and
three constant normal stiffness shearings were carried out. The responses are compared with predictions of the constitutive relation established in equation (13) (see following sections and Figures 16 and 17).

5.1. Validation for CNL paths

Four numerical CNL shear paths were so carried out for different initial stresses \( \sigma_0 \). Figure 16 shows the comparison between the constitutive relation and the numerical model on these paths and validates the relation quite well. Let us note that the results (of the numerical model or of the constitutive relation) do not present any peak of the tangential stress on these loading paths. This lack of peak was observed experimentally by Papaliangas et al. [1] for discontinuities presenting a given filler thickness.

![Figure 16: Responses of the numerical model and the constitutive relation along the CNL paths: \( u(\gamma) \) (left) and \( \tau(\gamma) \) (right) curves](image)

5.2. Validation for CNS paths

The constant normal stiffness paths are now considered. Three CNS shearing tests using the same initial normal stress, \( \sigma_0 = 5 \text{ MPa} \), but three different rigidity moduli, \( KnC \), were performed with the numerical model. Their respective results were compared to the constitutive relation (see Figure 17). Here again the predictive capacities of the constitutive relation are verified.

6. Conclusion

Using the results of a numerical discrete model of an infilled rock joint, complemented by experimental data, a constitutive relation has been built, calibrated and validated. Because of the incrementally nonlinear nature of the relation, it has been possible to avoid introduction of yield surfaces and flow rules, which are difficult to determine experimentally in the case of rock joints. Irreversibilities due to the plastic strain are described directly (i.e. without considering any loading-unloading criterion) through incremental nonlinearity. The method to build the relation was deduced from the general incremental nonlinear formalism proposed by Darve and Labanieh [12] and Darve et al. [34].
Figure 17: Comparison between predictions of the discrete model (solid lines) or the constitutive relation (dotted lines) for CNS paths.
The definition of this relation is very general and it can describe the effects of the normal relative displacement variations on the tangential stress, acting along rock joints. Numerical and experimental tests have shown that such effects are crucial for joint behaviour, especially when the joint is increasingly sheared. Moreover, this shearing process, which also influences the value of the normal stiffness, is properly simulated when the $\tau/\sigma$ ratio is used as a state variable, instead of the tangential displacement $\gamma$.

Finally, we have shown that this constitutive relation is capable of predicting the response of the numerical rock joint along various paths, such as constant normal loads as well as constant normal stiffnesses. Implemented in UDEC [35] - a discrete software using a “block system” approach - it has been used to compute the stability of actual cliffs.
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