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Abstract. The transport of particles in the presence of energetic geodesic acoustic modes
(EGAMs) is analysed by means of full-f global gyro-kinetic simulations using the multi-
species version of the Gysela code and a test-particle tracking post-treatment that solves
the equations of motion of passive gyro-centres embedded in the self-consistent EGAM
potential obtained from Gysela simulations. It is found that EGAMs induce transport of
particles that eventually results in counter-passing particle losses modulated at the EGAM
frequency. A detailed analysis of the trajectories of test gyro-centres is performed and
evidences of the interaction between the EGAM island and the region of magnetically
trapped particles (trapping cone) is observed. In particular, we report for the first time
on the complex interaction between the stochastic separatrix of the EGAM island and the
X-point of the trapping cone, creating a channel for the transport of particles from v‖ < 0
to v‖ > 0 regions. Therefore, for the cases analysed in this work, co-injection of energetic
particles might lead to a significant reduction of EGAM-induced losses. This result opens
up new perspectives for further studies of the selection of energetic particle injection in
order to minimize the losses due to EGAMs.
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1. Introduction

Energetic particles (EP) are ubiquitous in both
laboratory and astrophysical plasmas. By definition,
they exhibit velocities much larger than the thermal
velocity of the bulk plasma, which is characterized by
a Maxwellian distribution function. The presence of
a substantial population of particles at high energies
leads to gradients in phase space, which may result in
instabilities called energetic particle modes (EPM). In
this paper, we explore a class of EPM called energetic
geodesic acoustic modes (EGAMs), characteristic of
toroidal devices, such as tokamaks, but the present
work can be extended to other complex systems.
As reported in [1, 2], EGAMs are born from either
the standard geodesic acoustic modes (GAMs) [3] or
from an initially Landau damped mode that becomes
unstable in the presence of a population of energetic
particles [4]. As the standard GAMs, EGAMs have
the particularity to be axi-symmetric modes, meaning
that there is no dependence on the toroidal angle,
and they correspond to the oscillating component of
the zonal flows. Because of the beneficial impact
that zonal flows can have on turbulence, GAMs
have received much attention in the last years, and
EGAMs have been seen as a possible way to control
turbulence by injection of energetic particles. EGAMs
have been observed in many experimental devices
[5–8], modelled in numerical simulations [1, 9–14] and
explained in analytic theory [1, 2, 4, 9, 15–22]. Since
they are axisymmetric modes, the toroidal canonical
momentum, Pϕ, is conserved. For low toroidal
velocities the toroidal canonical momentum can be
approximated by the poloidal flux, which is directly
related to the radial position. Therefore, under this
assumption, axisymmetric modes (and in particular
EGAMs) are not expected to induce a significant radial
transport of particles. However, for energetic particles,
the contribution of the toroidal velocity can no longer
be neglected in the toroidal canonical momentum. In
this case, any modification of the toroidal velocity
will result in a substantial variation of the radial
position, in virtue of the conservation of Pϕ. We should
note that thermal particles can also be transported
by this mechanism, since the effect comes from the
modification of the toroidal velocity. Nevertheless,

energetic particles that are thermalized will explore a
region in phase space that is wider than that explored
by thermal particles. The losses of particles due
to EGAMs were first observed in DIII-D discharges
[7], where 10% - 15% drops in the neutron emission
occurred, indicative of strong beam ion redistribution
and even losses. It was speculated that EGAMs might
modify the pitch angle of counter-passing particles,
resulting in unconfined trapped particles. This was
later corroborated in [8] by comparison between a DIII-
D discharge, where fast-ion loss detector (FILD) [23]
data were available, and numerical results from full
orbit simulation code SPIRAL [24]. Also, a recent
work provides analytical calculation of the effect of
the EGAM on well passing particles that are trapped
in the EGAM island and subsequent impact on the
neutron emission [25]. However, further systematic
analysis of particle transport in phase space for all
classes of particles in the presence of EGAMs has so
far not been conducted, nor the fundamental physics
for the trapping of particles has been analysed in
detail. In this paper we report for the first time on
evidences of particle transport using data from global
gyro-kinetic full-f Gysela code [26]. In particular,
we show that an interaction between the magnetically
trapped particles region and the EGAM island is
possible, creating a chaotic region in phase space,
allowing the losses of particles by interaction with the
X-point of the trapping cone. For this purpose a test-
particle tracking post-treatment has been developed,
which solves numerically the equations of motion of
gyro-centres in a tokamak, as done in Gysela code,
with the only assumption that all fluctuations are axi-
symmetric. The remainder of this paper is structured
as follows. In section 2 we give a brief description of
the Gysela code and of the EP simulations used to
observe and analyse the linear excitation and nonlinear
saturation of EGAMs. Section 3 is devoted to the
description of the newly developed diagnostic used
to integrate the particle trajectories. In section 4
we analyse in detail the transport of particles in
the presence of EGAMs, their losses as well as the
interaction between the EGAM island and the trapping
cone. Conclusions are given in section 5.
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2. Brief description of GYSELA code and
excitation and nonlinear saturation of EGAMs
with two kinetic ion species

Regarding Vlasov equation, Gysela [26] is a full-f
global flux-driven gyro-kinetic code that was initially
developed for the analysis of electrostatic turbulence
in tokamaks. The code solves in a self-consistent
way the Vlasov gyro-kinetic equation coupled to the
quasi-neutrality condition. Later, the capabilities
to add energetic particles using one single kinetic
ion species were reported within the framework of
the linear excitation of EGAMs and their nonlinear
saturation [9]. Moreover, the implementation of a
simplified energetic particle source allowed the study
of the nonlinear interaction between EGAMs and ion-
temperature gradient turbulence [10, 14, 27]. Recently,
Gysela was upgraded to have the possibility to
introduce two kinetic ion species. Exploiting this
new feature, EGAMs have been excited in Gysela
using one kinetic species for thermal particles and
one kinetic species for energetic particles. For this
purpose, the thermal population is modelled by a
centred Maxwellian

Fth =
nth

(2πTth/mth)
3/2

e
−
mthv

2
‖+2µthB

2Tth (1)

whereas the energetic particle population is modelled
by a double shifted Maxwellian in parallel velocity

FEP =
1

2

nEP

(2πTEP/mEP)
3/2

(
e
−
mEP(v‖−vEP)

2
+2µEPB

2TEP

+ e
−
mEP(v‖+vEP)

2
+2µEPB

2TEP

)
(2)

In the previous expressions, ns, Ts, ms and µs are,
for each species s, the density, temperature, mass and
magnetic moment, respectively. Subscripts th and EP
stand for thermal and energetic particles, respectively.
The thermal and energetic particle densities satisfy
quasi-neutrality condition Zthnth + ZEPnEP = ne,
where Zs is the charge number of species s and
ne the total plasma density. Please, note that the
choice of energetic particle distribution function is
based on verification purposes against analytic theory.
Nevertheless, as shown in [9], the basic features of
the EGAM are not significantly modified when using
a more experiment-relevant distribution function and
therefore the results reported in the following can be
generalized. We have performed a scan on the fraction,
mass and charge of energetic particles using deuterium
as thermal population. The linear excitation of EGAM
has been verified against theoretical predictions [2].
This is shown in figure 1, where lines represent
theoretical predictions from [2] and symbols represent
values measured from Gysela simulations. Both the
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Figure 1: Frequency (left) and growth rate (right) of
EGAM as predicted in [2] (lines) and as measured
from Gysela simulations (symbols). The scan is
performed using the same species for the thermal
population and modifying the mass and the charge
for the energetic particle population, as done in [2].

growth rate and the real frequency are normalized to
the transit frequency of passing particles as defined
in [2], ωt = (qR0)

−1√
2Tth/mth. For the simulations

reported in that figure, all the radial profiles are flat,
the safety factor is set to q = 1.8, the ion Larmor
radius normalized to the minor radius is ρ? = 1/128,
the temperatures are chosen so that Tth = TEP =
Te and the energetic particle mean velocity is set to
vEP = 4vth,EP, where vth,EP is the thermal velocity of

energetic particles defined as vth,EP =
√
TEP/mEP.

The nonlinear saturation of EGAMs was analysed
in [9], where the flattening of the equilibrium
distribution function was evidenced by conveniently
averaging the full distribution function over flux
surfaces. However, in that work thermal and energetic
particle distribution functions were indistinguishable.
Also, using different distribution functions for thermal
and energetic particles allows one to determine to
what extent the excitation of EGAMs by energetic
particles affects the thermal population. In particular,
the existence of higher order resonances can lead
to a significant interaction between energetic and
thermal particles through the excitation and damping
of EGAMs. For instance, if energetic particles excite
the main component m = 1 of EGAM by resonating
around the velocity v‖ = vres leading to the EGAM
frequency ωEGAM = vres/ (qR), the appearance of
higher order resonances m > 1 leads to resonant

velocities v
(m)
res = qRωEGAM/m with smaller absolute

values when m increases and therefore approaching the
thermal velocity. In addition, higher order resonances
in frequency may occur, leading to frequencies lωEGAM,
for l > 1. Therefore, for a given poloidal mode number
m, this will result in more general expressions for

resonant velocities v
(m,l)
res = qRlωEGAM/m. For the

main poloidal harmonic m = 1, we have v
(m=1,l)
res =
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qRlωEGAM, representing an interaction between the
EGAM and suprathermal particles. In the remainder
of this paper, we focus on the nonlinear phase of the
EGAM and the formation of the EGAM island. For
this purpose we perform three simulations, the only
difference being the fraction of energetic particles. For
these three simulations we select a D-D plasma and the
parameters of the equilibrium distribution functions
are TEP = 2Tth and vEP = 6vth. The reason for this
set of parameters is that the energetic population is
sufficiently far from the thermal population and its
distribution function sufficiently wide to observe the
formation of the EGAM island around the various
resonances. The fractions of energetic particles for
these three simulations are nEP = 0.01neq, nEP =
0.02neq and nEP = 0.05neq. Nevertheless, for the sake
of clarity and simplicity, most of the figures will be
shown for the intermediate fraction nEP = 0.02neq and
the behaviour of the system will be illustrated only
for comparison of a few cases. The EGAM frequency
has been measured using a Fourier transform of the
flux-surface averaged electrostatic potential plotted in
figure 2 for the simulation nEP = 0.02neq. The
Fourier transform of the electrostatic potential over
the entire time window is plotted in figure 2b. The
main peak provides the value ωEGAM = 4.28·10−3ωc,s0.
A spectrogram of the time trace of the electrostatic
potential (not shown here for the sake of simplicity)
would reveal that the mode does not exhibit any
chirping. Note that the chirping of EGAM was
reported in previous publications, both experimentally
[7] and numerically [12]. Very recently, in global
gyrokinetic simulations using the Orb5 code [28], a
chirping of EGAM was also observed [29], when only
wave-particle nonlinearities are kept in the gyro-kinetic
equations. It was later shown in [30] that adding
wave-wave nonlinearities in that case may result in the
strong reduction of the chirping. In our simulations,
both wave-particle and wave-wave nonlinearities are
kept. This might explain why no chirping is observed
for our particular case. In addition, as reported
in [31, 32], a steady-state solution is not completely
excluded, which indicates that a set of parameters
exist for which Gysela should not predict any
chirping. Nevertheless, further parametric studies and
quantitative comparisons between Gysela and other
gyro-kinetic codes such as Orb5 in nonlinear regime
are required. This will be done in a future publication,
in order to conveniently categorize the behaviour of
the EGAM depending on the different parameters that
characterize the gyro-kinetic simulations.

The modification of the distribution function
is quantified by computing the distance between
the equilibrium distribution function and the initial

equilibrium distribution function, averaged over time:

δFeq

(
v‖
)

=
1

T

∫ T

0

dt
(〈
F
(
v‖, µ = 0, θ, ϕ, t

)〉
FS

− F
(
v‖, µ = 0, θ, ϕ, t = 0

))
(3)

where 〈· · ·〉FS represents the flux-surface average and
T is a sufficiently large time, which is set to the
total time of the simulation for the present paper.
We first focus only on the value µ ≈ 0, i.e. deeply
passing particles, since those are not affected by the
magnetically trapped particle region, which we will call
in the following trapping cone for the sake of simplicity.
This perturbed distribution function is plotted for both
thermal and energetic particles in figure 3 for the
fraction nEP = 0.02neq and represented by thick lines
(solid blue line for thermal particles on the left axis and
dashed red line for energetic particles on the right axis).
The structure, composed of a clump and a hole, is
similar to the one obtained in global simulations using
Orb5 [33]. Thin vertical lines indicate the position in
parallel velocity of the resonances for different values
of l and m. The main resonance (l,m) = (1, 1) is given
by dashed black lines. The higher order resonances
m = 2 and m = 3 for l = 1 are given by dashed red and
blue lines, respectively. The higher order resonance in
l for m = 1 is represented by the dashed-dotted black
line. Note that only l = 2 is visible in the figure. For
l > 2 and m = 1, the resonant velocity is outside the
parallel velocity grid used for the simulation. Finally
the higher order resonance in both m and l is shown
by the solid magenta line for (l,m) = (2, 3). For the
sake of clarity all the discussed resonances are labelled
in the figure and a magnified view of the (l,m) = (2, 3)
resonance is provided on the top left panel. Note that
higher order resonances satisfying l = m are reduced to
the main resonance (l,m) = (1, 1). In figure 3 it can be
observed that the distribution function of both thermal
and energetic particles is perturbed around the various
resonances discussed above, showing a good agreement
between Gysela results and nonlinear predictions.

The regions where the distribution function is
perturbed have a width that is linked to the width
of the island in phase space given by the amplitude
of the mode. Since the EGAM is given by φ ∼
sin θ, observing the EGAM island requires to keep
the dependence on the poloidal angle, hence not to
perform any flux surface average. Note that avoiding
the flux-surface average will not introduce any toroidal
dependence, since the EGAM is an axi-symmetric
mode. Therefore, the analysis can be performed at
a given toroidal angle. Figure 4 shows the perturbed
distribution function for thermal (left) and energetic
(right) particles as a function of the parallel velocity
and the poloidal angle for µ ≈ 0, i.e. deeply passing
particles, at ωc,s0t = 4 · 104, which corresponds to a
time after nonlinear saturation. The EGAM island at
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Figure 2: For the simulation nEP = 0.02neq. (Left panel) Time trace of the flux-surface averaged electrostatic
potential evaluated at the mid radial position. (Right panel) Fourier transform of the signal plotted on the left
panel over the entire time window.

Figure 3: For the simulation with nEP = 0.02neq,
plotted is the perturbed distribution function as
defined by expression 3 for thermal (thick solid blue
line) and energetic (thick dashed red line). The
vertical thin lines indicate the different resonances
(l,m), explained in the text.

the main resonance (l,m) = (1, 1) is clearly visible for
the energetic particle population, whereas the thermal
population is mostly affected by the higher order
resonance (l,m) = (1, 2) EGAM island. Figure 5 shows
the same quantities at the same time but when µ is
increased, so that the presence of the trapping cone
can be observed, mainly in the thermal population,
which is closer to the trapping cone than energetic

population. Moreover further higher order resonances
are evidenced for thermal particles, getting closer
to the trapping cone and being therefore distorted.
When increasing the time well beyond the nonlinear
saturation, filamentation can be observed in the phase
space. The question that we will address in the
following is how the formation of islands in phase
space can affect the transport of particles. To perform
this analysis in the remainder of the paper we will
solve the equations of motion for test particles and
determine the existence of chaotic region in phase
space responsible for the transport of particles. It is
though to be noted that the analysis of the particle
transport that will be performed in the next sections
should be ideally carried out using a self-consistent
approach, i.e. with particles that have an impact on
the electrostatic potential. Nevertheless, the goal of
this work is to explain the fundamental mechanism for
the losses due to axisymmetric modes and the self-
consistent approach is therefore beyond the scope of
the present manuscript and left for future publications.

3. Integration of the equations of motion of
gyro-centres in toroidal geometry

Within the electrostatic limit, the evolution of the
gyro-centre coordinates of species s solved in Gysela
code is given by the equations [26]

dxi

dt
= v‖b

∗
s · ∇xi + vE · ∇xi + vD · ∇xi (4a)

ms

dv‖

dt
= − µb∗s · ∇B
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(a) (b)

Figure 4: Snapshots of the perturbed distribution function for the simulation nEP = 0.02neq for thermal (left
panel) and energetic (right panel) particles as a function of the parallel velocity and the poloidal angle, for
µ ≈ 0.

(a) (b)

Figure 5: Snapshots of the perturbed distribution function for the simulation nEP = 0.02neq for thermal (left
panel) and energetic (right panel) particles as a function of the parallel velocity and the poloidal angle, for
µ = 6, normalized to B0/T0.

− eZsb∗s · ∇J0φ+
msv‖

B
vE · ∇B (4b)

where xi is the ith contravariant component of the
coordinate x (x1 ≡ r in the radial direction, x2 ≡ θ
in the poloidal direction and x3 ≡ ϕ in the toroidal
direction), v‖ the parallel component of the velocity
along the magnetic field lines, vE is the E × B drift,
vD is the magnetic drift, µ is the magnetic moment,
which is an invariant within the present model, ms is
the mass of particles, e is the elementary charge, Zs

is the atomic number, φ is the electrostatic potential,
B is the magnitude of the magnetic field, J0 is the
gyro-average operator and b∗s is defined as

b∗s =
B

B∗‖,s
+

msv‖

eZsB∗‖,sB
∇×B (5)

with

B∗‖,s = B +
ms

eZs
v‖b · ∇ × b (6)

the volume element in guiding-centre velocity space,
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where we have introduced the magnetic field B and
the unit vector along the magnetic field lines b.
The fundamentals of tensor calculus and toroidal
geometry used in Gysela code and in this paper are
summarized in appendix Appendix A. In particular, we
use the simple model of concentric circular magnetic
flux surfaces, with the magnetic field defined by
equation A.18. With this simple model, we show in
appendix Appendix A that the radial and poloidal
contravariant components of b∗s vanish and that the
only contravariant component of b∗s that remains is
therefore the toroidal one.

The ith contravariant components of the drifts are
calculated as follows

vE · ∇xi =
1

B∗‖,s
b ·
(
∇J0φ×∇xi

)
(7a)

vD · ∇xi =
msv

2
‖ + µB

eZsB∗‖,sB
b ·
(
∇B ×∇xi

)
(7b)

where the triple product is calculated for two scalar
fields F and G as

b · (∇F ×∇G) =
1

Jx
εijkbk∂iF∂jG (8)

with Jx = rR the Jacobian in space and εijk the
Levi-Civita tensor. The covariant and contravariant
components of a vector A are calculated as explained
in appendix Appendix A.

For convenience, when comparing with Gysela
simulations we use the same normalisations with
respect to a reference species s0 as in the code, i.e.
the time is normalized to the cyclotron period of
the reference species t = t̂/ωc,s0, all the distances
are normalized to the thermal Larmor radius of the
reference species L = L̂ρs0, the mass and charge of
species s are trivially normalized as ms = Âsms0 and
eZs = ẐsZs0, respectively. However, parallel and
perpendicular velocities of species s are normalized
to the thermal velocity of the species s itself, i.e.
v‖ = vth,sv̂‖ and v⊥ = vth,sv̂⊥. The magnetic
field is normalized to the value of the magnetic field
at the magnetic axis, i.e. B = B̂B0 and the
electrostatic potential is normalized as φ = eφ̂/T0,
where T0 is the reference electron temperature. In
the previous expressions, the ·̂ symbol represents
normalized quantities. With these normalisations, the
normalized equations of motion of gyro-centres read

dxi

dt
=

1√
As
v‖b
∗
s · ∇xi + vE · ∇xi + vD · ∇xi (9a)

dv‖

dt
= − 1√

As
µb∗s · ∇B

− Zs√
As

b∗s · ∇J0φ+
v‖

B
vE · ∇B (9b)

where all quantities are normalized, the ·̂ symbols have
been dropped for the sake of clarity and expression 5

is rewritten as

b∗s =
B

B∗‖,s
+

√
Asv‖

ZsB∗‖,sB
∇×B (10)

with

B∗‖,s = B +

√
As
Zs

v‖b · ∇ × b (11)

To make further progress we need to explicitly
calculate B∗‖,s and b∗s, the contravariant components of
the drift velocities and the projection of the∇ operator
on b∗s. These details of the calculation can be found
in Appendix Appendix B. The final set of equations of
motion is

α
dr

dt
= − 1

B

1

r

∂φ̄

∂θ
−
v2‖ + µB

ZsB2

1

r

∂B

∂θ
(12a)

α
dθ

dt
=

1√
As

1

qR0
v‖ +

1

B

1

r

∂φ̄

∂r
+
v2‖ + µB

ZsB2

1

r

∂B

∂r
(12b)

α
dϕ

dt
=

1√
As

1

R0
v‖ + α

v2‖

ZsB∗‖,sB

1

rR

∂

∂r

(
r2

qR

)
(12c)

α
dv‖

dt
= − µ√

As

1

qR0

∂B

∂θ
− Zs√

As

1

qR0

∂φ̄

∂θ

+
v‖

B2

1

r

(
∂φ̄

∂r

∂B

∂θ
− ∂φ̄

∂θ

∂B

∂r

)
(12d)

where α = B∗‖,s/B
√

1 + ζ2, ζ = r/(qR0), q being the
safety factor and R0 the major radius at the magnetic
axis. The time integration of these equations is done
with a 4th order Runge-Kutta explicit algorithm. The
interpolation of the fields when following the test
particles can be done by using an Inverse-Distance-
Weighting (IDW) method with a power parameter p >
1 for 2D interpolations [34] or Lagrange polynomials
on 4 or 16 points in the poloidal cross section. The
diagnostics are saved from the simulations every two
time steps. For the post-treatment analysis the same
time step as in the simulations is used, which means
that we need to interpolate in time the electrostatic
potential in between two diagnostics. For this we use
linear interpolation.

As an example of the test-particle tracking post-
treatment, we show in the top panel of figure 6
the projection onto the poloidal cross-section of the
trajectories of two particles, passing (left) and trapped
(right), with a total energy E = 14Eth. The
difference between the passing and the trapped particle
is the pitch angle defined as Λ = µB0/E. For the
passing particle Λ = 0.43, whereas for the trapped
particle Λ = 0.86. The external circle represents the
boundary of the simulation. The set of equations
12a-12d conserves energy and toroidal momentum
(see appendix Appendix C). The time traces of the
relative error of the energy (thick black line) and
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Figure 6: Top panel: poloidal projection of the
unperturbed trajectories of a passing (left) and a
trapped (right) particle having the same energy.
Bottom panel: relative error of toroidal canonical
momentum (thin blue line) and energy (thick black
line) for passing (left) and trapped (right) particles.

the toroidal canonical momentum (thin blue line) for
both passing (left) and trapped (right) particles are
plotted in the bottom panel of figure 6. In terms
of conservation properties, Lagrange interpolation is
preferred to IDW method, since the latter increases
the relative error by two orders of magnitude. For
the Lagrange interpolation, regarding the number of
points, it has been observed that 4 points Lagrange
interpolation is enough to achieve a relative error up to
∼ 0.0001% for the energy and ∼ 0.01% for the toroidal
canonical momentum.

4. Losses of particles due to EGAM

In the present section we use the particle tracking post-
treatment explained earlier and apply it to an ensemble
of particles within 0 < µ < 16 and −7 < v‖ < 7 at two
different radial positions representing an inner region
(r/a = 0.2) and an outer region (r/a = 0.6). For the
remainder of the paper, in order to analyse the radial
transport of gyro-centres, we run Gysela simulations
with a larger radial domain, which translates into a
smaller normalized thermal ion Larmor radius ρ? =
1/150. All particles are initialized at θ = 0 and
ϕ = 0. The equations of motion are solved for the
three energetic particle fractions: nEP = 0.01neq,
nEP = 0.02neq and nEP = 0.05neq. The result is
summarized in figure 7. Losses represented by blue
points indicate prompt losses. These are losses that
exist even in the absence of EGAMs due to the fact

that the initialisation of particles is such that their
orbits intercept the boundary and are lost from the
very beginning of the simulation. These losses are also
called first-orbit prompt losses. Red points represent
losses that exist only in the presence of EGAMs and are
therefore called EGAM losses. Several comments can
be made based on the observation of this figure. First,
mainly counter-passing particles experience EGAM
losses, independently of the radial position and the
energetic particle fraction. Second, the region of initial
conditions where particles are lost is denser when
increasing the energetic particle fraction. Actually,
for small fraction of energetic particles (top panel of
figure 7), EGAM losses occur only for outer radial
positions. This indicates that EGAMs have indeed an
impact on the transport and losses of particles. The
transport of particles in phase space due to the EGAM
might modify the orbits in the sense that passing
particles might be trapped and trapped particles might
be de-trapped. This is due to the conservation of the
toroidal momentum Pϕ = −Zsψ +

√
As

Bϕ
B v‖, which

makes the link between the radial position given by the
poloidal flux ψ and the parallel velocity v‖. For ions
(Zs > 0), conserving Pϕ implies that an acceleration of
particles leads to a radial transport towards the outer
region of the tokamak. The acceleration in the parallel
direction makes counter-passing particles approach the
trapping-cone and become trapped. Their orbits can
subsequently intercept the wall of the tokamak, as
speculated in experimental work [7] and confirmed in
simulations [8]. Note that for co-passing particles that
approach the trapping-cone, their parallel velocity is
decreased. Therefore the radial position is also reduced
owing to the conservation of Pϕ. They are therefore
transported to a region where the trapping-cone is
narrower. As a result co-passing particles are unlikely
trapped by the magnetic field. This explains why
neither the trapping/de-trapping mechanism due to
EGAM nor the losses shown in figure 7 are symmetric
with respect to v‖. This asymmetry might shed some
light on the preferential energetic particle injection
direction. In particular, co-injection of energetic
particles would likely reduce the losses due to EGAMs.
More in depth analysis of the EGAM losses indicates
that the red points in figure 7 are actually two types
of losses. To clarify this, we have analysed the exit
time of particles, texit, defined as the time a particle
takes to reach the boundary of the simulation. We have
subsequently obtained the histogram of the exit time
for two radial positions (r/a = 0.2 and r/a = 0.6) for the
simulation with nEP/neq = 0.02. This is given in figure
8. The blue lines indicate the fuirst-orbit prompt losses
and the red lines the EGAM-indeuced losses. The
exit time is normalized to the saturation time of the
EGAM, tsat,EGAM. The saturation time is measured by
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locating the global maximum of the time trace of the
electrostatic potential. Therefore, tsat,EGAM/texit >
1 represents events that occur before the EGAM
saturation, where linear effects are dominant, and
tsat,EGAM/texit < 1 represents events that occur after
the EGAM saturation, where nonlinear effects are
dominant. The separation between both domains is
highlighted by a vertical line. It is evidenced that
prompt losses occur well before the EGAM is excited,
which indicates that these losses are independent of
the EGAM, as expected. However, the EGAM losses
can be divided into losses occurring before and after
the EGAM saturation. One can see that for particles
initialized in the inner region of the tokamak, losses
are mainly due to the nonlinearities, whereas for
particles initialized in the outer region of the tokamak
a significant fraction of losses occurs during the linear
phase. In the left frame, we show the projection
onto the poloidal cross-section of two particles that
are lost during the linear excitation of the EGAM. We
have identified two classes of particles: counter-passing
particles that are sufficiently close to the trapping
cone (left) and trapped particles that approach the
boundary when v‖ > 0. For those particles the
transfer of energy during the linear phase is enough
to induce their losses after very few periods. These
losses are therefore called EGAM-enhanced prompt
losses. Note that these losses are similar to the losses
reported in [35, 36], but in the electrostatic limit.
In the following we analyse in detail the dynamics
of the particles initialized in the inner region of the
tokamak and lost during the nonlinear regime and we
provide an explanation for the fundamental underlying
mechanism of the transport and losses.

The losses reported here imply that a transport
due to EGAMs is possible. To elucidate whether
this transport is due to the interaction between the
mode and the particles in velocity space or not, we
analyse the trajectories of individual particles. If an
interaction in velocity space occurs, the conservation
of Pϕ will lead to a radial transport of particles
and eventually their losses. The trajectories of three
particles identified as nonlinearly-EGAM-induced lost
particles are studied in detail and plotted in the top
panel of figure 9. The left panel shows the projection
onto the poloidal cross-section of one of the particle
trajectories represented by solid blue lines (note that
for the sake of clarity, only one trajectory can be
plotted on the cross-section). The middle panel shows
the time trace of the parallel velocity for the three
particles (solid blue line, dashed black line and dotted
red line), and the radial position of the particles as
a function of time is given in the right panel. For
reference, the bottom panel shows the same quantities
for the unperturbed trajectory of the blue particle,

i.e. the trajectory of the blue particle without EGAM.
For both perturbed and unperturbed trajectories, the
boundary domain in real space, corresponding to a
circular flux-surface, is given in the left panel and
represented by a dotted black line. The three particles
are initialized with slightly different parallel velocities
in the neighbourhood of v‖ (t = 0) = −5.5vth, which
is close to the main EGAM resonance, and in figure
3 it is located on the left side of the resonance
indicated by the black dashed line. The three particles
are also initialized with slightly different magnetic
moments in the neighbourhood of µ = 13T0/B0. When
the EGAM is excited, the particle parallel velocities
start exhibiting low frequency oscillations during a
syncrhonisation process with the m = 1 component of
the mode. This phase is represented by the magnified
view only for the blue particles. Depending on the
analysed particle, the subsequent behaviour exhibits
different characteristics. For example, for the blue
particles, these oscillations end at the same time as
the EGAM saturates (t ≈ 35000). At that moment the
particle experiences a motion that makes it cross the
main EGAM island (it is de-trapped from the EGAM)
and v‖ explores the range between the harmonic m =
1 (indicated by a horizontal dashed black line) and
m = 2 (indicated by a horizontal dashed red line).
The proximity between the m = 2 harmonic and the
trapping-cone makes the particle become trapped and
eventually lost. However, the black particle remains
trapped inside the EGAM longer and only around
t ≈ 80000 is it de-trapped, approaching the trapping-
cone and being eventually lost. Finally, the red
particle exhibits a trapping-detrapping (inside EGAM)
oscillating state in an apparently random manner until
it interacts with the trapping-cone and is eventually
lost. This particle takes much more time to be lost
than the particle corresponding to the black and blue
lines.

To elucidate the reason for this behaviour, we
perform the same test-particle tracking for an ensemble
of particles initialized close to the main EGAM
resonant velocity for the simulation nEP = 0.02neq.
We carry out this analysis only for particles initialized
at r/a = 0.2, i.e. well confined into the inner core
of the tokamak. Since the main losses in that region
come from particles having a high µ value, we initialize
particles within the interval Sµ = {12 < µ < 16}.
The parallel velocity is initialized within the interval
Sv‖ =

{
−6 < v‖ < −5

}
. The ensemble of tracers

is defined using a uniform distribution of particles
in both domains. Note that, since the distribution
function we use in the present paper to excite EGAMs
is Feq ∝ exp (−µB), the fraction of particles in S×Sv‖
is ≈ 2·10−4% of the total energetic particle population.
Nevertheless, it was shown in [9] that EGAMs can be
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Figure 7: Losses of particles for three fractions of energetic particles, nEP = 0.01neq (top panel), nEP = 0.02neq
(middle panel) and nEP = 0.05neq (bottom panel) for particles initialized at r/a = 0.2 (left) and r/a = 0.6
(right). The black line represents the trapping region. Blue (resp. red) points represent prompt (resp. EGAM)
losses.
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Figure 8: Histogram of the exit time of particles for the simulation nEP = 0.02neq at two radial positions
r/a = 0.2 (left) and r/a = 0.6 (right). In the right panel we plot also the projection onto the poloidal
cross-section of two EGAM-induced lost particles before the saturation of the mode.

Figure 9: Perturbed (top) and unperturbed (bottom) trajectories of test gyro-centres. The middle and right
panels on the top present trajectories of three particles that are lost at different times during the simulation.
The left panel on the top presents only the projection onto the poloidal cross section for one of the particles
(dotted blue line). For both perturbed and unperturbed trajectories, the boundary domain in real space,
corresponding to a circular flux-surface, is given in the left panel and represented by a dotted black line.
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excited in Gysela with a more experiment-relevant
equilibrium distribution function. This function was
built upon a slowing-down distribution exhibiting a
strong dependence on the pitch angle [4] and the
properties of the EGAMs were found to be similar
independently of the distribution function. We can
for instance consider a critical energy Ec ≈ 14Eth

assume that energetic particles are born with an energy
Eb ≈ 40Eth and a pitch angle Λ0 = 0.5. We also
consider that the distribution in pitch angle has a width
∆Λ = 0.2. With these parameters, the fraction of
energetic particles in the interval Sv‖ would be ≈ 8% of
the total energetic particle population and the pressure
associated with these particles would represent ≈ 9%
of the energetic particle pressure.

Since the main dynamics of the EGAM occurs in
the (θ, v‖) sub-space, we use a higher resolution in v‖
than in µ. In order to improve the statistics of our
analysis, the total number of integrated trajectories is
∼ 16000. This domain is indicated in the left-hand side
top panel of figure 7 by a blue solid rectangle. The
integration is done by using 16 points in the poloidal
cross-section for interpolation and one additional point
in between two Gysela diagnostics. The losses of
particles in (v‖, µ) space are represented in the left
panel of figure 10. The losses diagram exhibits a
cloud of points aligned with the trapping cone. This
indicates that the interaction between the EGAM and
the trapping cone might indeed be a key point for
the dynamics of the physical system. Nevertheless,
no clear pattern can be identified within the cloud
of points, suggesting that a deterministic process is
unlikely to result in the observed losses. The number
of particles that are lost is plotted as a function of
time in the middle panel of figure 10, represented by a
black line. The time-trace of the flux-surface averaged
electrostatic potential is over-plotted and represented
by a magenta line. This figure indicates that there
is a maximum in the number of losses right after
the EGAM saturates and the losses occur during the
whole nonlinear phase of the EGAM, suggesting that
the losses are due to nonlinear effects. Finally, the
time-Fourier transform of the losses of particles after
filtering out the zero frequency has been performed and
plotted in the right panel of figure 10. The amplitude
of the Fourier modes exhibit dominant components at
the EGAM frequency and its harmonics, in agreement
with experimental results [7].

To explain why the losses occur at the EGAM
frequency and only during the nonlinear phase we
plot in figure 11 the position of the whole ensemble
of particles, i.e. for all µ ∈ Sµ, in the (v‖, θ) sub-
space at different instants, indicated by dashed vertical
lines (blue, red and green, respectively) in the middle
panel of figure 10: (1) before, (2) just after and (3)

well after the nonlinear saturation of the EGAM. For
the sake of clarity, the radial position of particles is
indicated by colours, being blue and red the two limits
representing r/a → 0 and r/a → 1, respectively. The
trapping cone is represented by a dashed black line.
This region is calculated as follows. For each point
in the poloidal angle grid of Gysela, θg ∈ [0 , 2π[,
we determine the ensemble Sθg of test particles with
a poloidal angle between θg and θg + ∆θg, where
∆θg is the grid step in the poloidal direction. Since
the trapped fraction increases with the minor radius,
we subsequently identify the particle at the outest
radial position, i.e. we determine i such that ri =
maxj∈Sθg rj . Once this particle is identified by its

radial position ri, its poloidal angle θi ∈ [θg, θg + ∆θg]
and its magnetic moment µi, we calculate the parallel
velocity v‖,sep the particle would have if it was on the
separatrix of the unperturbed trapping cone. For this
purpose we make use of the conservation of the energy,
which establishes that the energy at the X-point must
equal the energy at any point of the separatrix, and
assume that the radial position ri of the particle is the
same as the position of the particle on the separatrix.
Note that the conservation of energy is not satisfied
in our physical system, since the Hamiltonian depends
explicitly on time. Therefore, the trapping cone we
obtain must be understood as an unperturbed trapping
cone. Under these assumptions, the only equation of
the trapping cone is

µi

√
1 +

(
ri
qR0

)2
1− ri

R0

=
1

2
v2‖,sep + µi

√
1 +

(
ri
qR0

)2
1 + ri

R0
cos θi

(13)

where all quantities are normalized as in Gysela. In
the left panel of figure 11 it is observed that some
particles remain passing (in terms of EGAM island)
and other particles are trapped inside the EGAM. The
trapping of some of the particles allows one to observe
clearly the formation of the EGAM island in phase
space. In addition, as stated earlier in this paper, the
main EGAM island is distorted by the presence of the
trapping-cone located around v‖ = 0. In the same
panel, the initial ensemble of tracers is represented by
a solid black line. When the EGAM saturates, the
EGAM island strongly interacts with the trapping-
cone, as observed in the middle panel of figure 11.
This panel shows the instant where the first particles
of the ensemble are lost and indicates that the losses
are produced by the interaction between the O-point of
the EGAM island and the X-point of the trapping cone.
The right panel of figure 11 shows the same structure
later on in the simulation, where a chaotic channel from
counter-passing particles and lost-particles is observed
through the interaction of the EGAM island and the
X-point of the trapping-cone. This interaction occurs
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Figure 10: (Left) Losses of particles for the zoomed area shown in figure 7. (Middle) Time trace of the losses of
particles (black line) together with the time-trace of the electrostatic potential (magenta line). (Right) Fourier
transform of the time-trace of the losses of particles, exhibiting dominant components at the EGAM frequency
and its harmonics.
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Figure 11: Position of particles in (v‖, θ) space at three different instants: before (left), just after (middle) and
well after (right) the nonlinear saturation of the EGAM.

during the whole nonlinear phase, but it is observed to
be maximum when the O-point of the EGAM island
and the X-point of the trapping-cone are aligned, which
occurs at exactly the EGAM frequency, consistently
with the time-Fourier transform plotted in the right
panel of figure 10. Note that this picture is slightly
different from the general understanding à la Chirikov
[37]. It is usually believed that chaos originates
from the overlap of two contiguous islands, making
it possible for a particle to explore regions inside the
two islands. This overlap is likely to be produced
in the region where the separatrices are closer, i.e.
when the two O-points are aligned with each other.
Nevertheless, one has to consider that the separatrix of
one island is nothing else but the stable and unstable

manifolds of its X-point, which merge into one single
manifold when the Hamiltonian system is integrable
in the sense of Poincaré. When the system is not
integrable (which is our case here), the unstable and
stable manifolds of the X-point do not merge into one
single surface and they start being folded, leading to
the homoclinic tangle. Now, if one considers the X-
point of the contiguous island, the same picture occurs,
resulting in the heteroclinic intersection of the stable
manifold of one X-point (that of the trapping cone)
and the unstable manifold of the other X-point (that
of the EGAM) [38–40]. Finally, and only as a graphical
illustration of the already analysed interaction EGAM-
trapping cone, we give the three dimensional view of
the right panel of figure 11, showing that the losses due
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to EGAM are produced by the complexity of a chaotic
system in three dimensions.

5. Conclusions

In this paper, we have analysed the impact of
EGAMs on the transport of particles in a tokamak.
This has been done by means of full-f global gyro-
kinetic simulations using the multi-species version
of the Gysela code. A test-particle tracking
post-treatment has been developed to integrate
the trajectories of passive gyro-centres using the
self-consistent electrostatic potential obtained from
Gysela simulations where energetic particles have
been introduced to excite EGAMs. We have verified
the linear excitation of EGAMs against analytic
predictions and shown a good agreement in terms of
frequency and growth rate. Also, the position of the
different poloidal harmonics in phase space has been
verified. We have shown that the flattening of the
distribution function in velocity space occurs with the
formation of an island in (v‖, θ) space, centred around
the main EGAM resonant velocity, with additional
islands formed in phase space related to different
poloidal harmonics m > 1. We have shown that
EGAMs induce particle losses and we have for the
first time evidenced that these losses are due to the
deformation and interaction between the separatrix of
the EGAM island and the X-point of the trapping
cone, creating in nonlinear regimes a chaotic channel
of transport from v‖ < 0 to v‖ > 0 regions, leading
to losses of counter-passing particles at the EGAM
frequency. The fact that only counter-passing energetic
particles are significantly affected and eventually lost,
opens new perspectives for further analysis to optimize
the injection of energetic particles in order to minimize
the losses.
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Appendix A. Geometry basics: tensor calculus
and toroidal geometry

Note that we give here only a brief introduction to
the geometry basics. This is done for the sake of
completeness. Nevertheless, the reader can find more
material in textbooks such as Ref. [41].

A vector field A can be expressed by its
components in terms of a basis set, which is a
linearly independent set of vectors spanning the set
of directions. In Cartesian coordinates, the basis
set is composed of a set of mutually orthogonal unit
and constant vectors so that the vector field A is
decomposed as

A = Axex +Ayey +Azez (A.1)

In a more general way, we can use a basis set
built upon a set of three vector fields {xi}i=1,2,3 that
span the set of directions at each point (x, y, z). The
covariant representation of any vector field A is written
as

A = Ai∇xi (A.2)

where the covariant component is given by the product

Ai = Jx
εijk
2

(
∇xj ×∇xk

)
·A (A.3)

with Jx =
[(
∇x1 ×∇x2

)
· ∇x3

]−1
the Jacobian in

space and εijk the covariant components of the Levi-
Civita tensor. The term covariant comes from the
transformation properties of the components. To
express the vector in a different covariant system x̃i

we use the chain rule for the derivatives as follows

A = Ai∇xi = Ai
∂xi

∂x̃j
∇x̃j (A.4)

which gives straightforwardly the covariant compo-
nents in the basis ∇x̃i

Ãj = Ai
∂xi

∂x̃j
(A.5)

Since the new components vary with the basis
vectors in the sense that xi is in the numerator,
this representations is called covariant. However,
the contravariant components vary against the basis
vectors in the sense that xi appears in the denominator.
The contravariant components are obtained by scalar
product

Ai = A · ∇xi (A.6)
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Figure 12: Three dimensional view of the position of test gyro-centres in phase space well after the nonlinear
saturation of the EGAM.

Applying the chain rule for the derivatives, we
have

Ai = A · ∇x̃j ∂x
i

∂x̃j
(A.7)

which gives

Ãj = Ai
∂x̃j

∂xi
(A.8)

The contravariant vectors can be built using
expression A.6, which gives

∇xi =
1

Jx
εijk
2
∇xj ×∇xk (A.9)

The relationship between covariant and con-
travariant components is written

Ai = Aj∇xj · ∇xi = gijAj (A.10)

where gij are the contravariant components of the
metric tensor

gij = ∇xi · ∇xj (A.11)

and the covariant tensor is given by the inverse of the
contravariant tensor and satisfies

det (gij) = J 2
x (A.12)

The gradient of a scalar field A can be written as

∇A =
∂A

∂xi
∇xi (A.13)

and the contravariant components of the rotational of
a vector field A are expressed as

(∇×A)
i

=
1

Jx
εijk

∂Ak
∂xj

(A.14)

We will use the toroidal coordinate system, i.e. the
set of coordinates (x1, x2, x3) is reduced to the radial
position and the poloidal and toroidal angles

(x1, x2, x3) = (r, θ, ϕ) (A.15)

where r is the radial position, θ is the poloidal angle
and ϕ is the toroidal angle. The metric tensor is given
by its contravariant components as

gij =

 |∇r|2 ∇r · ∇θ 0
∇θ · ∇r |∇θ|2 0

0 0 |∇ϕ|2

 (A.16)

are then g11 ≡ grr = 1, g22 ≡ gθθ = r−2,
g33 ≡ gϕϕ = R−2 and gij = 0 for all i 6= j. The
major radius of the tokamak is given by

R (r, θ) = R0 + r cos θ (A.17)

We use simplified magnetic geometry, with
poloidal cross-sections of the magnetic surfaces as
circular and concentric. In this case∇r·∇θ = ∇θ·∇r =
0 and the metric tensor is diagonal with g11 ≡ grr = 1,
g22 ≡ gθθ = r−2 and g33 ≡ gϕϕ = R−2. Therefore, the
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Jacobian in space is simply Jx = rR. The magnetic
field is written in the simplified form

B =
B0R0

R
(ζeθ + eϕ) (A.18)

with B0 the magnetic field at the magnetic axis, R0

the major radius at the magnetic axis, R the major
radius at a given position R = R0 + r cos θ, eθ = r∇θ,
eϕ = R∇ϕ are the unit vectors in the poloidal and
toroidal directions, respectively, and

ζ =
r

qR0
(A.19)

where q is the safety factor, which measures the
helicity of the magnetic field lines. The covariant
and contravariant components of the magnetic field are
calculated using expressions A.3 and A.6, respectively,
which leads to

Br = 0, Bθ =
B0

qR
, Bϕ =

B0R0

R2
(A.20)

Br = 0, Bθ =
B0r

2

qR
, Bϕ = B0R0 (A.21)

Appendix B. Explicit expression of the
equations of motion in toroidal coordinates

In this appendix we will calculate explicitly the
expressions of the differential operators in the
simplified toroidal geometry of Gysela. First we will
give the form of the curvature terms in expressions 10
and 11. We will then derive the equations for the
spatial coordinates (r, θ and ϕ) and for the parallel
velocity v‖.

Appendix B.1. Curvature terms

We need to calculate (∇×B) · ∇xi, the operator
(∇×B) · ∇ and b · ∇ × b.

The first term is calculated as

(∇×B) · ∇xi =
1

Jx
εljk∂jBk∂lx

i

The radial component i = r can be written as

(∇×B) · ∇r =
1

Jx
εrθϕ (∂θBϕ − ∂ϕBθ) (B.1)

Taking into account that the equilibrium magnetic
field is axisymmetric and that ∂θBϕ = 0 we have

(∇×B) · ∇r = 0 (B.2)

The poloidal component i = θ can be written as

(∇×B) · ∇θ =
1

Jx
εθrϕ (∂rBϕ − ∂ϕBr) (B.3)

Since Bϕ = cst and the magnetic field does not
have any radial component we have

(∇×B) · ∇θ = 0 (B.4)

The toroidal component i = ϕ can be written as

(∇×B) · ∇ϕ =
1

Jx
εϕrθ (∂rBθ − ∂θBr) (B.5)

Since the magnetic field does not have any radial
component, we have

(∇×B) · ∇ϕ =
1

rR

∂Bθ
∂r

(B.6)

Following the previous calculation the second term
is calculated using only the toroidal component i = ϕ.
However, since all the modes we are considering are
axisymmetric, this term can be straightfowardly not
considered when integrating the equations of motion.

The third term is calculated as

b · ∇ × b =
1

Jx
εijkbi∂jbk (B.7)

Taking into account that the magnetic field does
not have any radial component, we have

b · ∇ × b =
1

Jx
(bϕ∂rbθ − bθ∂rbϕ) (B.8)

Using the fact that bϕ = B−1Bϕ and bθ = B−1Bθ
and taking into account that Bϕ = cst we finally have

b · ∇ × b =
1

rR

Bϕ
B2

∂Bθ
∂r

(B.9)

This expression will be used to calculate B∗‖,s.

Appendix B.2. Contravariant components of the drifts

The contravariant components of the drifts in toroidal
coordinates are calculated as follows. The radial
contravariant component of the E×B drift is calculated
using expressions 7a and 8

vE · ∇r =
1

B∗‖,s

1

rR
εirkbk∂iφ̄ (B.10)

where φ̄ ≡ J0φ. Taking into account that we consider
only axi-symmetric modes, then i ≡ θ and therefore
k ≡ ϕ. The covariant component of the unit vector
along the magnetic field lines can be written in terms
of the covariant component of the magnetic field as
bϕ = Bϕ/B. Using expression A.20 we can write

bϕ = R0/B (B.11)

The contravariant component of the E × B drift
can be finally written as

vE · ∇r = − 1

B∗‖,s
√

1 + ζ2
1

r

∂φ̄

∂θ
(B.12)

Using again expressions 7a and 8 and perform-
ing similar calculations one can find the poloidal con-
travariant component

vE · ∇θ =
1

B∗‖,s
√

1 + ζ2
1

r

∂φ̄

∂r
(B.13)
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The radial contravariant component of the
magnetic drift is calculated using expressions 7a and
8

vD · ∇r =
v2‖ + µB

ZsB∗‖,sB

1

rR
εirkbk∂iB (B.14)

Since the magnetic field has only poloidal and
toroidal components and does not depend on ϕ, the
only term in the sum is bϕ∂θB. Therefore, we can
write

vD · ∇r =
v2‖ + µB

ZsB∗‖,sB

1

rR
εθrϕbϕ∂θB (B.15)

The covariant component bϕ has been calculated
before. We can therefore write the radial contravariant
component of the magnetic drift as

vD · ∇r = −
v2‖ + µB

ZsB∗‖,sB

1√
1 + ζ2

1

r

∂B

∂θ
(B.16)

The poloidal contravariant component of the
magnetic field is calculated in the same way and reads

vD · ∇θ =
v2‖ + µB

ZsB∗‖,sB

1√
1 + ζ2

1

r

∂B

∂r
(B.17)

Note that the contravariant toroidal components
of the drifts vanish for axisymmetric modes.

Appendix B.3. Parallel gradients

Based on the previous results of the calculation of ∇×
B, the parallel gradient of r does not contribute to the
evolution of r. For the evolution of the poloidal angle,
only the projection of the gradient on b contributes

1√
As
v‖b
∗
s · ∇θ =

1√
As

1

B∗‖,s/B
√

1 + ζ2
1

qR0
v‖ (B.18)

where B∗‖,s/B =
(
1 +
√
As/Zsv‖/Bb · ∇ × b

)
.

As for the toroidal angle, we have

1√
As
v‖b
∗
s · ∇ϕ =

1√
As
v‖

(
1

B∗‖,s/B
√

1 + ζ2
1

R0

+
msv‖

eZsB∗‖,sB

1

rR

∂Bθ
∂r

)
(B.19)

The parallel gradients of any axisymmetric field
A, where A can be either the magnetic field or the
electrostatic potential, can be calculated as follows

b∗s ·∇A = b∗s ·∇xi∂iA = b∗s ·∇r∂rA+b∗s ·∇θ∂θA(B.20)

where the contravariant components of b∗s were already
calculated.

b∗s · ∇A =
1

B∗‖,s/B
√

1 + ζ2
1

qR0
∂θA (B.21)

Therefore, the two first terms in the right hand
side of equation 9b can be written as

− µ√
As

b∗s · ∇B =

− µ√
As

1

B∗‖,s/B
√

1 + ζ2
1

qR0

∂B

∂θ
(B.22)

− Zs√
As

b∗s · ∇φ̄ =

− Zs√
As

1

B∗‖,s/B
√

1 + ζ2
1

qR0

∂φ̄

∂θ
(B.23)

The third term of the right hand side of equation
9b, E × B, due to the curvature is calculated using a
generalized expression of 7a

vE · ∇B =
1

B∗‖,s
b ·
(
∇φ̄×∇B

)
(B.24)

which gives the expression for the third term as follows

v‖

B
vE ·∇B =

v‖

BB∗‖,s

1√
1 + ζ2

1

r

(
∂φ̄

∂r

∂B

∂θ
− ∂φ̄

∂θ

∂B

∂r

)
(B.25)

Appendix B.4. Final set of equations of motion

The time evolution of the coordinates
(
r, θ, ϕ, v‖

)
is

thus written as follows

α
dr

dt
= − 1

B

1

r

∂φ̄

∂θ
−
v2‖ + µB

ZsB2

1

r

∂B

∂θ
(B.26)

α
dθ

dt
=

1√
As

1

qR0
v‖ +

1

B

1

r

∂φ̄

∂r
+
v2‖ + µB

ZsB2

1

r

∂B

∂r
(B.27)

α
dϕ

dt
=

1√
As

1

R0
v‖ + α

v2‖

ZsB∗‖,sB

1

rR

∂

∂r

(
r2

qR

)
(B.28)

α
dv‖

dt
= − µ√

As

1

qR0

∂B

∂θ
− Zs√

As

1

qR0

∂φ̄

∂θ

+
v‖

B2

1

r

(
∂φ̄

∂r

∂B

∂θ
− ∂φ̄

∂θ

∂B

∂r

)
(B.29)

where α = B∗‖,s/B
√

1 + ζ2

Appendix C. Conservation properties

The set of equations derived in the previous section
conserves energy (for the unperturbed trajectories, i.e.
for φ = 0) and toroidal canonical momentum (even
if φ 6= 0 as long as the modes are axisymmetric).
The toroidal canonical momentum is defined, using
normalized quantities, as

Pϕ = −Zsψ +
√
As
Bϕ
B
v‖ (C.1)

where ψ is the poloidal flux defined as

ψ (r) =

∫ r

0

r′

q (r′)
dr′ (C.2)
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where r and r′ are normalized distances. Note that
with this definition dψ/ dr > 0. The total time
derivative reads

dPϕ
dt

= −Zs
dψ

dt
+
√
As

dbϕ
dt

v‖ +
√
Asbϕ

dv‖

dt
(C.3)

The time derivative of the poloidal flux is written,
up to a multiplying factor introducing B∗‖,s effects, as

dψ

dt
=
r

q

(
− 1

B

1

r

∂φ̄

∂θ
+
v2‖ + µB

ZsB2

1

r

R0

R2

√
1 + ζ2

∂R

∂θ

)
(C.4)

where the partial derivative of B with respect to θ has
been expressed in terms of the partial derivative of R
with respect to θ. The time derivative of Bϕ/B is

dtbϕ = dt

(
R/
√

1 + ζ2
)

. The time derivative of the

major radius is written as dtR = ∂rR dtr + ∂θR dtθ
Expressing the total time derivatives of r and θ and
the partial derivatives of B as a function of the partial
derivatives ofR we can write, up to a multiplying factor
introducing theB∗‖,s effects, dtbϕ = ( dtbϕ)1+( dtbϕ)2+

( dtbϕ)3, where

α1

(
dbϕ
dt

)
1

= − 1

B

1

r

∂φ̄

∂θ

+
v2‖ + µB

ZsB2

1

r

R0

R2

√
1 + ζ2

∂R

∂θ
(C.5)

α2

(
dbϕ
dt

)
2

=
1√
As

1

qR0
v‖ +

1

B

1

r

∂φ̄

∂r

−
v2‖ + µB

ZsB2

1

r

R0

R2

√
1 + ζ2

∂R

∂r

+
v2‖ + µB

ZsB2

1

r

1

R

ζ√
1 + ζ2

dr/q

dr
(C.6)

α3

(
dbϕ
dt

)
3

= − 1

B

1

r

∂φ̄

∂θ

+
v2‖ + µB

ZsB2

1

r

R0

R2

√
1 + ζ2

∂R

∂θ
(C.7)

with

α−11 =
1√

1 + ζ2
∂R

∂r
(C.8)

α−12 =
1√

1 + ζ2
∂R

∂θ
(C.9)

α−13 = − 1√
1 + ζ2

R

R0

ζ

1 + ζ2
dr/q

dr
(C.10)

Finally, the last term of equation C.3 is written,
up to a multiplying factor introducing the B∗‖,s effects,

as bϕdtv‖ =
(
bϕ dtv‖

)
1
+
(
bϕ dtv‖

)
2
+
(
bϕ dtv‖

)
3
, where

the first term includes the radial derivative of B, the
second term includes the poloidal derivative of B and
the thirm term does not include any derivative of B,
i.e.

(
bϕ dtv‖

)
1

=
1√

1 + ζ2
R

(
µ√
As

1

qR0

−
v‖

B2

1

r

∂φ̄

∂r

)
R0

R2

√
1 + ζ2

∂R

∂θ
(C.11)

(
bϕ dtv‖

)
2

=
1√

1 + ζ2
R
v‖

B2

1

r

∂φ̄

∂θ

(
R0

R2

√
1 + ζ2

∂R

∂r

− 1

R

ζ√
1 + ζ2

dr/q

dr

)
(C.12)

(
bϕ dtv‖

)
3

= − 1√
1 + ζ2

R
Zs√
As

1

qR0

∂φ̄

∂θ
(C.13)

Introducing equations C.4 to C.13 in equation
C.3, using the expression of B = R0

√
1 + ζ2/R

and rearranging the terms, we can prove that the
toroidal canonical momentum is an exact invariant for
axisymmetric modes, i.e.

dPϕ
dt

= 0 (C.14)

The kinetic energy (total energy in the absence
of electrostatic potential) reads E = v2‖/2 + µB.
Therefore, under the hypothesis of adiabatic invariance
of µ, the time derivative is written as dtE = v‖ dtv‖+
µ (∂rB dtr + ∂θB dtθ). Using the equations of motion
with φ̄ = 0 we can prove the conservation of energy

dE

dt
= v‖

(
− µ√

As

1

qR0

∂B

∂θ

)
+ µ

(
−
v2‖ + µB

ZsB2

1

r

∂B

∂θ

)
∂B

∂r

+ µ

(
1√
As

1

qR0
v‖ +

v2‖ + µB

ZsB2

1

r

∂B

∂r

)
∂B

∂θ

= 0 (C.15)
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