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Abstract: The goal of this paper is to study sufficient conditions to stabilize an autonomous
discrete-time switched system, for which the switching law should belong to a constrained
language characterized by a nondeterministic automaton. Based on a decomposition into
strongly connected components of the automaton, it is shown that it suffices to consider only a
nontrivial strongly connected component. Sufficient conditions are provided as a set of Linear
Matrix Inequalities (LMIs) related to the automaton states and associated with a min-switching
strategy. Equivalence with the periodic stabilization is investigated. A numerical example is
provided to illustrate the main result.
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1. INTRODUCTION

Discrete-time switched systems consist in the combination
of a finite set of difference equations and a switching
law, that is a function indicating at each time the single
difference equation which is active (Liberzon, 2003). This
class of systems belongs to the more generic class of
hybrid ones. Switched systems are of particular interest
in the community of automatic control because they can
model complex systems that are encountered in practice.
In particular the stability of switched systems is not simple
and has generated a large literature (see for some samples
(Gurvits, 1995; Daafouz et al., 2002; Sun and Ge, 2011)).

The problem of stabilizability of autonomous switched
systems via the switching law is the natural extension
of the stability analysis of those systems. Several con-
tributions have been provided by taking several tools or
points of view. Without being exhaustive, we can cite the
min-switching strategy associated with Lyapunov-Metzler
inequalities (Geromel and Colaneri, 2006), the use of
joint spectral subradius (Jungers and Mason, 2017), the
graph control Lyapunov functions (Lee and Hu, 2016,
2017a) extending the contribution in (Ahmadi et al.,
2014), or periodic control Lyapunov functions (Lee and
Hu, 2017b) and finally the geometric approach (Fiacchini
and Jungers, 2014) that has been augmented and com-
pared with LMIs tools and Lyapunov-Metzler inequalities
in (Fiacchini et al., 2016).

A large number of these contributions assumes that the
switching law can be chosen at each time among the
whole set of modes, which is a very conservative assump-

tion in practice. Actually the switched systems are fre-
quently associated with a collection of constraints: (av-
erage) dwell time, maximal duration in a mode, modal
constraints prohibiting some transitions, etc. An elegant
way to avoid a frame dedicated to a specific constraint
is to consider language constraints that are generated by
a nondeterministic finite state automaton (Bang-Jensen
and Gutin, 2008). Although such a framework has been
already studied for stability analysis (Mancilla-Aguilar
et al., 2005; Wang et al., 2017) or (Athanasopoulos et al.,
2017), there are only few contributions on the stabilizabil-
ity of language constrained discrete-time switched systems.
Among them we can cite the extension of the geometric
approach (Fiacchini et al., 2018) leading to necessary and
sufficient conditions and also the extension of Lyapunov-
Metzler inequalities (Jungers et al., 2016) leading to suf-
ficient conditions. Here, we consider a distinct point of
view and we extend the sufficient conditions based on
LMIs introduced in the unconstrained case in (Fiacchini
et al., 2016). The decomposition into strongly connected
components is recalled from (Jungers et al., 2016) to check
only the stabilizability of a nontrivial strongly connected
component.

The paper is organized as follows. Section 2 details the
problem formulation. Section 3 presents as preliminaries
the tools dedicated to automata and also the main guide-
lines of the result. Section 4 offers the main contribution
in Theorems 9 and 13. It is shown that under LMIs condi-
tions, the system is stabilizable and we exhibit two kinds
of min-switching stabilizing policies: one straightforwardly
deduced from the LMIs and one which is modified but



associated to a exponentially stabilizing control Lyapunov
function. Discussions related to retrieving the results for
the periodic stabilizability belong to Section 5. A numer-
ical example is provided in Section 6 before concluding
remarks in Section 7.

Notation: The notation is standard. R+ denotes the
nonnegative reals. Given n ∈ N, define Nn = {x ∈ N :
1 ≤ x ≤ n}. Given α ∈ Rn, αi denote its i-th element. AT
denotes the transpose of matrix A. In (0n×p) is the n-order
identity matrix (n×p-order null matrix). For a finite set S,
|S| denotes its cardinality. A real square matrix is called
Schur if its eigenvalues have absolute value less than one.

2. PROBLEM FORMULATION

Let us consider the discrete-time switched linear system
xk+1 = Aσ(k)xk, (1)

with xk ∈ Rn the state and σ : N → Nq the switching
law and finally matrices Ai ∈ Rn×n for all i ∈ Nq. Here
we consider that the switching law σ(·) is the controlled
input of the system (1) and should be an infinite word
of the constrained language defined by a nondeterministic
finite automaton (Baier and Katoen, 2008).
Definition 1. A nondeterministic finite automaton is a
tuple A = (S,Σ, δ,S0) where S is a finite set of automaton
states; Σ is a finite set of labels for the transitions; δ : S ×
Σ → 2S is a set-valued transition map, and S0 ⊆ S is a
subset of initial states.

In this paper, the labels are the modes of the system (1),
leading to Σ = Nq and we denote p = |S| the number of
automaton states and S = {ei}i∈Np . In order to introduce
Problem 3, let us provide the following definition.
Definition 2. The system (1) is globally exponentially sta-
bilizable relatively to the language L(A), if there are c ≥ 0,
λ ∈ [0, 1) and s ∈ S0, such that for all x ∈ Rn, a switching
law σ(·), function of (x, s) exists as an infinite word of
L(A) and verifies ‖xσk(x)‖ ≤ cλk‖x‖. Such a switching
law is called an Exponentially Stabilizing and Language
Constrained Switching Law (ESLCSL).
Problem 3. Let us consider the system (1) and the au-
tomaton A defining the language constraints for the
switching laws. Determine switching laws σ ∈ L(A) that
are ESLCSL.

3. PRELIMINARIES

This section is devoted to several notions and notations
related to automata.
Definition 4. A transition is a triplet τ = (š, i, ŝ) ∈ S ×
Σ × S such that ŝ ∈ δ(š, i). A path of A is a sequence
of transitions p = {(š1, i1, ŝ1), (š2, i2, ŝ2), · · · } such that
šk+1 = ŝk. The set of finite paths of m transitions is
denoted Pm(A) and the set of infinite paths P∞(A).

For a path p = {(š1, i1, ŝ1), · · · , (šm, im, ŝm)} ∈ Pm(A),
the projection w(p) = (i1, i2, · · · , im) ∈ Σm is a word,
admissible of the language L(A) characterized by the
automaton A, and we denote wj(p) = ij for j ∈ Nm.
In adddition, π(p) = (š1, · · · , šm, ŝm) ∈ Sm+1 is the
projection of the path over the set of automaton states,
and we denote πj(p) = šj with j ∈ Nm and πm+1(p) =

ŝm. A path p ∈ Pm(A) is a cycle of the automaton if
πm+1(p) = π1(p). We denote l(p) the length of p, that
is the number of its transitions. Moreover for a sake of
clarity, we will denote Aw(p) = AimAim−1

· · ·Ai1 . For two
paths p1 ∈ Pm1(A) and p2 ∈ Pm2(A), if these paths are
compatible, in the sense that the last automaton state of
p1 is the first automaton state of p2, that is πl(p1)+1(p1) =
π1(p2), then we can define the concatenation of these paths
denoted p1 ◦ p2 ∈ Pm1+m2

(A). We have thus Aw(p1◦p2) =
Aw(p2)Aw(p1). A state s ∈ S is said to be reachable from
a state s̃ ∈ S if s = s̃ or if there exists a finite path
p ∈ P(A) such that π1(p) = s̃ and πl(p)(p) = s. With
some abuse of vocabulary, we will say that a switching law
σ : N → Σ belongs to the language L(A) if there exists a
path p ∈ P∞(A) such that wk(p) = σ(k), ∀k ∈ N.

Problem 3 can be solved by determining a path control
policy pν : Rn × S0 → P∞(A) such that w(pν(x, s)) is a
ESLCSL. Let us consider now tools related to A.
A finite directed graph or digraph can be associated with
the automaton A: G = (S, E), with the set of vertices S
and the set of edges E = {(s, r) ∈ S2, ∃` ∈ Σ, r ∈ δ(s, `)}.
Definition 5. Let (s, r) ∈ S2. s and r are strongly con-
nected if s = r or if there exist a path p ∈ Pm such that
π1(p) = s, πm+1(p) = r and a path p̃ ∈ Pm̃ such that
π1(p̃) = r, πm̃+1(p̃) = s. This relation is an equivalence
relation on the nodes.

Thanks to this equivalence relation, the set S may be
partitioned into disjoint sets as follows.
Definition 6. Strongly Connected Components (SCCs).
Let G = (S, E) be a finite digraph and C ⊂ S. C is
strongly connected if for every pair of vertices (s, r) ∈ C2,
s and r are strongly connected. C is a strongly connected
component (SCC) of the digraph G, if this is a strongly
connected set and if no additional vertex of S can be
included in C without breaking its strongly connectivity. In
other words, this is an equivalence class for the relation of
strongly connectivity. A SCC C is called trivial if C = {s}
and (s, s) 6∈ E . A SCC C is called terminal if there is no
SCC D 6= C such that (s, r) ∈ E for some s ∈ C and
r ∈ D. Finite digraph G is cyclic if and only if G contains
a nontrivial SCC.

By definition, the SCCs are disjoint and their union is
equal to S. In the following, we will denote CGi (i ∈ Nd)
the d SCCs of the digraph G and di = |CGi |. The digraph
of the SCCs (for which the vertices are the SCCs), or
condensation graph is acyclic by definition of the SCCs.
We can thus define a partial relation order between the
SCCs. We denote Ci � Cj if there exists a path between
one vertex in Ci and a vertex in Cj .
Some generic observations for our contribution follow:

• We are interesting into switching laws of infinite
length for exponential stabilization, then we can as-
sume without loss of generality that the automaton
has only non-blocking states (∀s ∈ S, ∃j ∈ Σ such
that δ(s, j) 6= ∅) and also consider that there is no
terminal SCC which is trivial.
• Thanks to the partial relation order concerning the
SCCs, for any p ∈ P∞(A), w(p) ultimately enters



and does not exit a nontrivial SCC. See for in-
stance (Jungers et al., 2016, Proposition 2).

Based on these observations, we will focus on nontrivial
SCCs of the automaton A. Let us introduce the restriction
to a nontrivial SCC of a path and of an exponentially
stabilizing control Lyapunov function (ECLF) as follows.
Definition 7. Let C be a nontrivial SCC induced by the
automaton A. We define the set of finite paths of m
transitions restricted to C, Pm(A, C) such that
Pm(A, C) = {p ∈ Pm(A), πj(p) ∈ C, ∀j ∈ Nm+1}. (2)

Definition 8. Let us consider a nontrivial SCC C of the
digraph G induced by the automaton A. A nonnegative
continuous function V : Rn × C → R+ is an exponentially
stabilizing control Lyapunov function (ECLF) of the sys-
tem (1) in C if for any (x, r) ∈ Rn × C, we have

(1) κ1‖x‖2 ≤ V (x, r) ≤ κ2‖x‖2 for some finite positive
constants κ1 and κ2;

(2) There exists pν : Rn × C → P1(A, C), such that
π1(pν(x, r)) = r, and V (Aw(pν(x,r))x, π2(pν(x, r))) −
V (x, r) ≤ −κ3‖x‖2, for a constant κ3 > 0.

We will decompose Problem 3 into two parts:

(1) For each nontrivial SCC C of A, sufficient conditions
ensuring the stabilizability of the system (1) over C
will be checked, in order to detect if there is at least
a SCC that is stabilzable.

(2) If at least a SCC is stabilizable, then we will check
if one of them is reachable by an automaton state
belonging to the set of initial automaton set S0

(see for instance the Dijkstra’s algorithm (Dijkstra,
1976)). More precisely, let define the set of initial
automaton states that can be chosen to reach a SCC
that admits an ECLF

S̃0 = S0
⋂(⋃

j∈Q
⋃
i∈Nd,Ci�CjCi

)
(3)

with Q = {i ∈ Nd, Ci admits an ECLF}. Finally if
S̃0 6= ∅, then Problem 3 admits a solution.

The next section is devoted to obtain LMI-based suf-
ficent conditions allowing to exponentially stabilize the
system (1) with an admissible switching law of the lan-
guage L(C) generated only by a nontrivial SCC C of the
automaton A instead of the language L(A).

4. LMI-BASED SUFFICIENT CONDITIONS FOR
STABILIZABILITY OF A SCC

The main result of this paper is given in the following
theorem.
Theorem 9. Let be C a nontrivial SCC of the automaton
A, containing h = |C| automaton states, denoted C =
{c1, · · · , ch}. For given h positive integers Ni ∈ N, (i ∈
Nh); let us define Pi,Ni(A, C) as the set of paths starting
from the state automaton ci, admissible to the language
A remaining in the SCC C of length less than or equal to
Ni, that is

Pi,Ni(A, C) =
⋃

j∈NNi

{p ∈ Pj(A, C), π1(p) = ci} (4)

and N i the number of paths in Pi,Ni(A, C). If there exist
h vectors ηi ∈ RNi (i ∈ Nh), such that ηi ≥ 0 and

∑
p∈Pi,Ni (A,C)

ηi,p = 1 (with the abuse of notation that the

components of ηi are indexed by the path p) and finally
such that the h Linear Matrix Inequalities (LMI) are
satisfied. ∑

p∈Pi,Ni (A,C)

ηi,pATw(p)Aw(p) < In, i ∈ Nh, (5)

then the system (1) is exponentially stabilizable with a
switching law admissible to the language L(C). �

Proof 1. The proof is constructive by designing an infinite
path p∗ that is restricted to C and that exponentially
stabilizes the system (1). If the inequalities (5) hold, then
there exists a scalar µ ∈ [0, 1) such that∑

p∈Pi,Ni (A,C)

ηi,pATw(p)Aw(p) < µ2In, i ∈ Nh. (6)

The latter inequalities yield that for all x ∈ Rn,
min

p∈Pi,Ni (A,C)
xTATw(p)Aw(p)x ≤ µ2xTx, i ∈ Nh. (7)

Now to design p∗, let us define iteratively as follows a
sequence of indexes of automaton states {ij}j∈N ∈ (Nh)N

and a sequence of instants {kj}j∈N ∈ N, with kj < kj+1,
j ∈ N. The algorithm to build p∗ is as follows:

Initialization: Choose k0 = 0, arbitrarily i0 ∈ Nh, x0 ∈
Rn and finally p∗ = ∅.

Iteration j: Select p̃ such that
p̃ ∈ arg min

p∈Pij ,Nij (A,C)
xTkjA

T
w(p)Aw(p)xkj , (8)

and define ij+1 as the unique value in Nh such that cij+1

is the last automaton state of p̃:
πl(p̃)+1(p̃) = cij+1

, (9)
and kj+1 = kj + l(p̃). Build p∗k+1 by p∗k ◦ p̃, because the
definition of ij+1 by equation (9) ensures the compat-
ibility of the paths and allows the concatenation. The
state is then given by
xkj+z = Awz(p̃)xkj+z−1, z ∈ {1, · · · , kj+1−kj}, (10)

and in closed form
xkj+1

= Aw(p̃)xkj . (11)

We have only to prove that this resulting trajectory xk is
exponentially stable. From relation (11) and equation (7),
we have ‖xkj+1‖ ≤ µ‖xkj‖, and ‖xkj‖ ≤ µj‖x0‖, j ∈ N.

Let us denote a constant Γ ≥ max(1,maxi∈Σ(‖Ai‖)) and
N = maxi∈Nh(Ni). Then between two instants kj+1 and
kj : ‖xk‖ ≤ Γk−kj‖xkj‖, k ∈ {kj , · · · kj+1 − 1}. Because
kj+1 − kj ≤ Nij ≤ N , j ≥ k/N − 1 and we infer
‖xk‖ ≤ µk/N−1ΓN−1‖x0‖, k ∈ N, that is the exponential
stability of trajectory xk. �

Remark 10. It should be noted that the length of the
considered paths in inequalities (5), namely Ni are related
to the starting automaton state ci ∈ C. The LMIs (5)
are a priori independent and the value of Ni leading the
feasibility of each LMI may be sought independently.
Remark 11. The automaton A has only labels that are
letters belonging to Σ. It is possible to complete the au-
tomaton A by considering in addition labels (and further



transitions) that are admissible words of L(A). This princi-
ple is shown in Figure 1. This operation on the automaton
does not modify the language and make appear labels of
length less than or equal to Ni involved in (5).

c1 c2 c3 c4

c1 c2 c3 c4
i1 i2 i3

i1

w(p0) = i1i2i3

i2 i3

Fig. 1. Example of equivalent paths, with p0 =
{(c1, i1, c2), (c2, i2, c3), (c3, i3, c4)}.

Theorem 9 shows sufficient conditions to ensure the expo-
nential stabilization of a switched system (1), by provid-
ing a switching law solving Problem 3. However neither
Euclidean norm nor the function V : C × Rn 7→ R+,
V (ci, x) = min

p∈Pi,Ni (A,C)
xTATw(p)Aw(p)x are strictly decreas-

ing functions for the resulting trajectory and thus are not
associated ECLF. Nevertheless, it is possible to provide
an ECLF and a related exponentially stabilizing switch-
ing law (in general distinct from the one provided in
Theorem 9), based on LMIs (5), at the price of some
modifications and by adding the following assumption:
Assumption 12. We assume that the matrices Ai, i ∈ Nq
are invertible.

The main modification allowing to build an ECLF is
based on the following observation. If LMIs (5), involving
automaton state dependent lengths of paths, are feasible,
they are also feasible by considering a common maximal
length N = maxi∈Nh(Ni), by setting to zero the scalar
weights for the extra terms.
Theorem 13. By using the notation of Theorem 9, assume
that inequalities (5) and Assumption 12 hold. Let consider
λ = µ2/N ∈ [0, 1), with µ defined in Theorem 9. Let us
build iteratively the infinite path p∗∗ solving Problem 3:

Initialization: Set x0 ∈ Rn. Choose arbitrarily i0 ∈ Nh
and p∗∗0 = ∅.

Iteration at instant k ∈ N: Select p̂k such that
p̂k ∈ arg min

p∈Pik,N (A,C)
xTk λ

−l(p)ATw(p)Aw(p)xk, (12)

that implies in particular that π1(p̂k) = cik and define
ik+1 as the unique value in Nh such that

π2(p̂k) = cik+1
, (13)

which means that only the first transition in the path p̂k
is applied. Build p∗∗k+1 = p∗∗k ◦ (π1(p̂k), w1(p̂k), π2(p̂k)),
because the definition of ij+1 by equation (13) en-
sures the compatibility of the paths and allows the
concatenation between the path p∗∗k and the transition
(π1(p̂k), w1(p̂k), π2(p̂k)). The path p∗∗ = p∗∗∞ finally veri-
fies πk(p∗∗) = π1(p̂k) and πk+1(p∗∗) = π2(p̂k). The state
is then given by xk+1 = Aw1(p̂k)xk.

We introduce

V :

{ C × Rn −→ R+,
(ci, x) 7−→ min

p∈Pi,N (A,C)
xTλ−l(p)ATw(p)Aw(p)x (14)

which is a Lyapunov function candidate thanks to As-
sumption 12 and that verifies

V (πk+1(p∗∗), Awk(p∗∗)xk) ≤ λV (πk(p∗∗), xk). (15)
In other words V defined by (14) is an ECLF for (1). �

Remark 14. It is crucial to mention here that the min-
switching strategy given by inclusion (12) differs from the
min-switching strategy used in inclusion (8) on two points:
the terms are weighted by a scalar depending on the length
of each path and also the maximal length of the paths, that
is Ni, should be identical (Ni = N).
Proof 2. By using µ defined in the proof of Theorem 9, we
have µ−2 = λ−N ≥ λ−l(p), for p ∈ Pi,N (A, C), that is∑

p∈Pi,N (A,C)

ηi,pλ
−l(p)ATw(p)Aw(p) < In. (16)

From inequality (16), we infer that the function V defined
by equation (14) verifies

V (ci, x) ≤ xTx, ∀i ∈ Nh. (17)

Then two cases should be considered depending on the
length of the path p̂ defined in equation (12). If l(p̂k) = 1

V (πk(p∗∗), xk) = V (π1(p̂k), xk)

= λ−1(xTkA
T
w1(p̂k))In(Aw1(p̂k)xk), (18)

and due to inequality (17) and selecting i = πk+1(p∗∗) ∈
Nh therein, we have

V (πk(p∗∗), xk) ≥ λ−1V (πk+1(p∗∗), Aw1(p̂k)xk), (19)
that is inequality (15).

If l(p̂k) ≥ 2, let decompose the path p̂k = τk ◦ ˆ̂pk,
where the transition τk is given by definition by τ =

(π1(p̂k), w1(p̂k), π2(p̂k)) and π1(ˆ̂pk) = π2(p̂k) = πk+1(p∗∗).
Then

V (πk(p∗∗), xk) = V (π1(p̂k), xk)

= λ−l(p̂k)xTkATw(p̂k)Aw(p̂k)xk,

= λ−1xTkA
T
w1(p̂k)(λ

−l(ˆ̂pk)AT
w(ˆ̂pk)

Aw(ˆ̂pk))Aw1(p̂k)xk, (20)

The path ˆ̂pk, of length up to N − 1, belongs by def-
inition to Pπk+1(p∗∗),N (A, C) (and not necessarily to
Pπk+1(p∗∗),Nπk+1(p∗∗)(A, C)). That yields

V (πk(p∗∗), xk) ≥ λ−1V (πk+1(p∗∗), Aw1(p̂k)xk), (21)
implying (15). �

5. RELATION WITH PERIODIC STABILIZABILITY

This section is devoted to show the equivalence between
the feasibility of our condition and the periodic stabiliz-
ability in the case of language constrained switching law,
to extend (Fiacchini et al., 2016, Theorem 22). First of all,
we need to define the periodic stabilizability in the context
of language constrained switched system.
Definition 15. The system (1) is periodic stabilizable with
the language constraint L(A) if there exist an automaton
state s ∈ S0 (or ultimately periodic stabilizable if there
exists a reachable automaton state s ∈ S from S0) and
a cyclic path pper ∈ Pm(A) with π1(pper) = s such that
Aw(pper) is Schur.



A cyclic path belongs to a SCC. As in the previous
sections, we will consider only a SCC C of the automaton
A and a periodic stabilizability restricted to this SCC C.
Theorem 16. The system (1) is periodic stabilizable on a
SCC C of A if and only if there exist h = |C| natural
integers Ni, (i ∈ Nh) and vectors ηi in the simplex of
dimensions N i, such that LMIs (5) are satisfied.
Proof 3. We prove both implications. Let us assume that
the system (1) is periodic stabilizable and prove that
the LMIs (5) are satisfied. There exists a cyclic path
pper ∈ Pm(A) such that Aw(pper) is Schur. Let us denote
ciper = π1(pper). Then there exists a concatenated path
p = ◦niperpper = pper ◦ · · · ◦ pper (niper times) such that

ATw(p)Aw(p) = (An1

w(pper)
)TAn1

w(pper)
< In (22)

for a sufficiently large n1 ∈ N. Note that the concatenation
is possible thanks to the fact that pper is cyclic. Thus
we obtain a particular solution to the LMI related to
the automaton state ciper of C, with Ni = niper l(pper).
For the LMIs related to the other automaton states of
C, we use the connectivity of the automaton states. For
all i ∈ Nh/{iper}, there exist a finite path in C, pi→iper

with π1(pi→iper) = i and πl(pi→iper )+1(pi→iper) = iper and
ni ∈ N sufficiently large such that

AT
w(pi→iper◦nipper)

Aw(pi→iper◦nipper)

= (Aniw(pper)
Aw(pi→iper ))

TAniw(pper)
Aw(pi→iper ) < In, (23)

which is a particular solution of the LMIs (5) related to
the automaton states ci, with Ni = nil(p

i→iper).

Now let us prove the reciprocity. Assume that LMIs (5)
are feasible and consider µ ∈ [0, 1) such that LMIs (6),
with common maximal length N = maxi∈Nh(Ni) without
loss of generality. Let us start for a given LMIs (6).
For each path p ∈ Pi,N (A, C), we modify the term
ATw(p)Aw(p) = ATw(p)InAw(p) in order to insert one of the
LMIs (6) and to concatenate the paths. However to allow
the concatenation, we need to select the LMI (6) related
to the last automaton state of p, πl(p)+1(p), which depends
on the considered path p. It results

ATw(p)

( ∑
p̃∈Pπl(p)+1,N

(A,C)

ηπl(p)+1,p̃A
T
w(p̃)Aw(p̃)

)
Aw(p)

< µ2ATw(p)Aw(p). (24)

By taking the weighted sum over Pi,N (A, C) leads to∑
p∈Pi,N (A,C)

∑
p̃(p)∈Pπl(p)+1,N

(A,C)

ηi,pηπl(p)+1(p),p̃(p)×

× ATw(p◦p̃(p))Aw(p◦p̃(p)) < µ4In. (25)

By noticing that the concatenated paths p◦p̃(p) belongs to
Pi,2N (A, C) and that the weights ηi,pηπl(p)+1(p),p̃(p) can be
reformulated, we can build a new vector η̃ in the simplex
of dimension 2N such that∑

p∈Pi,2N (A,C)

η̃i,pATw(p)Aw(p) < µ4In. (26)

For the paths of Pi,2N (A, C) which cannot be decomposed
into such a concatenation p ◦ p̃, the associated weight in

LMI (26) is set to zero. This is, for instance, always the
case for the paths of length one. By following the same
way, we obtain for any integer z ∈ N that∑

p∈Pi,zN (A,C)

η̂i,pATw(p)Aw(p) < µ2zIn. (27)

Now we set z such that µ2z < (n2Γ2h)−1, where Γ ≥
max(1,maxi∈Σ(‖Ai‖)). This implies that there exists pm ∈
Pi,zN (A, C) such that

Tr(ATw(pm)Aw(pm)) = min
p∈Pi,zN (A,C)

Tr(ATw(p)Aw(p)) <
1

nΓ2h
.

The SCC C containing h automaton states, there ex-
ists a path pcomp of length less than or equal to h
joining πl(pm)+1(pm) = π1(pcomp) to π1(pm) = i =
πl(pcomp)+1(pcomp). Finally it yields

Tr(ATw(pm◦pcomp)Aw(pm◦pcomp))

= Tr(ATw(pm)Aw(pm)Aw(pcomp)ATw(pcomp))

≤ Tr(ATw(pm)Aw(pm))Tr(Aw(pcomp)ATw(pcomp))

≤ nΓ2l(pcomp)Tr(ATw(pm)Aw(pm))

≤ nΓ2hTr(ATw(pm)Aw(pm)) < 1, (28)
implying that Aw(pm◦pcomp) is Schur with pm ◦ pcomp being
a cyclic path. �

6. ILLUSTRATION

Let us consider the switched system (1) with q = 3 modes,
x0 = ( 2 −1 )

T and

[A1 A2 A3 ] =

[
1.3 0.8 0.6 0 1.1 0
0 0.5 −0.4 −1/0.6 0 −0.9

]
.

The automaton A defining the constrained language is the
one in Figure 2, with all the automaton states as initial
ones: S0 = {e1, e2}. We select the automaton state e1 as
the initial one in the simulation. By applying Theorem 9,
the inequalities (5) are feasible with N1 = 3, and N2 = 4,
leading to the following number of terms in the LMIs:
N1 = 48 and N2 = 192.

e2e1

1, 3

3
2, 3

3

Fig. 2. Automaton related to the numerical example.

The constant mode 3 is admissible, roughly speaking there
exists (at least) a path p ∈ P∞(A) such that wk(p) = 3,
but the matrix A3 is not Schur.

An exponential stabilizing path p∗ defined in the proof
of Theorem 9 is depicted as follows: w(p∗) and π(p∗)
in Figure 3. The resulting trajectory of the state of the
switched system (1) is given in Figure 4. One can observe
that the close loop trajectory converges to the origin as
expected.

7. CONCLUSION

The problem of obtaining sufficient conditions to stabilize
an autonomous discrete-time switched system with lan-
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Fig. 3. Trajectory of the automaton state k 7→ sk = πk(p∗)
(top) and switching law σ(k) = wk(p∗) (bottom) by
applying Theorem 9.
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Fig. 4. Trajectory k 7→ xk for the resulting switching law.

guage constraints for the switching law has been studied
in this paper. The nondeterministic automaton character-
izing the language is decomposed into strongly connected
components allowing one to focus only on a nontrivial
strongly connected component, in addition of the reacha-
bility of this component from the initial automaton states.
The stabilizability reduced to this strongly connected
component is checked with a finite set of Linear Matrix
Inequalities related to its automaton states. When these
LMIs are feasible, an exponential stabilizing switching
law, that belongs to the language constraints, is provided
thanks to a min-switching strategy. It is also shown that
the feasibility of the LMIs is equivalent to the periodic sta-
bilizability taking into account the language constrained.
A numerical example has illustrated the result.
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