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Abstract

We construct the continuous Anderson hamiltonian on (—L, L)? driven by a white noise and endowed
with either Dirichlet or periodic boundary conditions. Our construction holds in any dimension d < 3
and relies on the theory of regularity structures [Hail4]: it yields a self-adjoint operator in L?((—L, L)?)
with pure point spectrum. In d > 2, a renormalisation of the operator by means of infinite constants is
required to compensate for ill-defined products involving functionals of the white noise. We also obtain
left tail estimates on the distributions of the eigenvalues: in particular, for d = 3 these estimates show that
the eigenvalues do not have exponential moments.
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1 Introduction
We are interested in the so-called Anderson hamiltonian in dimension d € {1, 2, 3} formally defined as
H=-A+¢, ze(-L,0D)7, (1.1)

where L > 0, £ is a white noise on (— L, L)% and A is the continuous Laplacian. The boundary conditions
will be taken to be either Dirichlet or periodic.
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The operator H belongs to the class of random Schrodinger operators that model, for instance, the
evolution of a particle in a random potential £. An important question about such operators is whether
there exist parts of the spectrum where the eigenfunctions are localised in space. This question was
originally addressed in the discrete setting where the underlying space is 7, starting with the work of
Anderson [And58] who showed that in dimension 3 the lower part of the spectrum gives rise to localised
eigenfunctions. This and many other related questions have given rise to a vast literature in physics and
mathematics.

The operator ‘H that we consider here arises - at least formally - as the continuum limit of discrete An-
derson hamiltonians whose random potentials are given by i.i.d. r.v. with finite variance. As white noise
is arandom Schwartz distribution with Holder regularity index slightly below —d /2, we are in a situation
where the potential is singular and the construction of # as a self-adjoint operator on L2((—L, L)?) is far
from being a simple task. While the case of dimension 1 was covered by “standard” functional analysis
arguments in a work of Fukushima and Nakao [FN77], a renormalisation of the operator by means of
infinite constants is required in higher dimensions. The case of dimension 2 under periodic boundary
conditions was carried out only recently by Allez and Chouk [AC15] and relied on novel techniques
coming from the field of stochastic analysis. One of the main achievements of the present paper is the
construction of the operator in dimension 3 under periodic and Dirichlet b.c., and in dimension 2 under
Dirichlet b.c. Note however that for the sake of completeness we present a construction that works in all
dimensions d € {1, 2,3} and for the two aforementioned types of boundary conditions.

Localisation of the eigenfunctions at the bottom of the spectrum of H in dimension 1 and under
Dirichlet b.c. was addressed in [DL17]. It is shown therein that when the size L of the segment goes to
infinity, the smallest eigenvalues, rescaled as (log L)l/ 3\ + (log L)Q/ 3), converge to a Poisson point
process of intensity e*dz and the corresponding eigenfunctions are localised: the localisation centers are
asymptotically i.i.d. uniform over (— L, L), and each eigenfunction, considered on a space scale of order
(log L)~1/3 around its localisation center, converges to the inverse of a hyperbolic cosine. Localisation
of the eigenfunctions in higher parts of the spectrum is under investigation.

A similar localisation phenomenon is expected at the bottom of the spectrum of H in dimensions
2 and 3: we intend to address this question in future works, based on the present construction. Let us
mention a work in progress by Chouk and van Zuijlen [Cv19] that determines the speed at which the
lowest eigenvalue of H in dimension 2 goes to —oo when L — oo.

Let us now present briefly the reasons why the construction of H is non-trivial. First of all, let us
observe that while 7 f is well-defined whenever f is a smooth (say C?) function, it never belongs to 2.
Indeed, the product ¢ - f is not a function but only a distribution so that for 7 f to belong to L? one needs
a subtle cancellation to happen between —A f and £ - f, and this requires — A f itself not to be a function.
Consequently the domain of A does not contain any smooth functions, and therefore, the operator cannot
be defined as the closure of its action on smooth functions.

In dimension 1 Fukushima and Nakao [FN77] constructed the operator H under Dirichlet b.c. Let us
recall the main steps of their construction (note that it can be adapted to cover other types of boundary
conditions). First one proves that the bilinear form

o= [ Ve [ets.

is closed in H&. Then, a classical representation theorem allows to construct the resolvents. Due to
the compactness of the injection of H into L2, the resolvents are compact, self-adjoint operators on
L? so that they are associated with a self-adjoint operator 7 with pure point spectrum. Note that the
construction applies to any potential £ which is the distributional derivative of an almost surely bounded



function. Let us also point out that the construction does not yield much information on the domain of
H. However, one can guess that any element f in the domain of H should locally behave like (—A)~1¢
so that the domain is made of random Hélder 3/2~ functions.

In dimension 2 and above, the term [ £ fg is no longer well-defined for f, g € H{, and it is possible

to check that the bilinear form & is not closable. In fact, the domain of the form itself is random: one
needs to consider the sum V fVg + £ fg as a whole and hope for a cancellation to happen for its integral
to make sense.
Actually, an additional difficulty appears. Since any element in the domain of A should behave locally
like (—A)~1¢, the product £ - (—A)~¢ arises when applying the operator # to any element in its do-
main: while this distribution is well-defined in dimension 1 by Young’s integration (recall that (—A)~!
improves regularity index by 2), it falls out of the scope of deterministic integration theories as soon as
d > 2. This term needs to be renormalised by subtracting some infinite constant. More precisely, if one
considers some regularised noise &, then it is possible to identify some diverging (in €) constant ¢, such
that & - (—A) !¢, — c. converges in probability to a well-defined object as ¢ | 0. Note that in dimension
3, there are other ill-defined products that need to be renormalised.

This suggests the following procedure. Given a regularised potential &, the corresponding operator
—A + & is well-defined and its domain is H 2 (up to the choice of boundary conditions). From the above
discussion, this sequence of operators does not converge as € | 0. Instead, one considers a renormalised
operator obtained by setting

He = —-A+E+Ce .

for some appropriately chosen C¢. One then expects . to converge, in some sense, to a limit that we
call H.

Such a result was proven by Allez and Chouk [AC15] in dimension 2 and under periodic boundary

conditions. To give a meaning to the limiting operator, they adopted the theory of paracontrolled distri-
butions of Gubinelli, Imkeller and Perkowski [GIP15]. Let us point out that the theory of paracontrolled
distributions and the theory of regularity structures, introduced by Hairer [Hail4], are two independent
approaches for solving singular stochastic PDEs such as the parabolic Anderson model or the stochastic
quantization equation. Other related theories have been proposed since then, see [BBF15, OW16]. In the
present paper, we rely on the theory of regularity structures to construct the limiting operator H. Let us
observe that in dimension d > 4, none of these theories apply anymore.
Near the completion of the present article, we were informed of a very recent work [GUZ18], based on
paracontrolled distributions, that constructs the operator in dimensions 2 and 3 under periodic boundary
conditions, obtains several interesting functional inequalities and solves semi-linear PDEs involving this
hamiltonian.

Our main result is the following. Let p be an even, smooth function integrating to 1 and supported
in the unit ball of R%. Set pc(-) := ¢ %p(- /e) for any € > 0, and consider the noise £ obtained by
convolving white noise £ with p,.

Theorem 1. In any dimension d € {1,2,3} and under periodic or Dirichlet b.c., there exists a self-
adjoint operator H on L*((—L, L)) with pure point spectrum such that the following holds. For some
suitably chosen sequence of constants Cs, as € | 0 the eigenvalues/eigenfunctions (e n, Pen)n>1 0f He
converge in probability to the eigenvalues/eigenfunctions (A, Pn)n>1 of H.

Remark 1.1. As it is stated, the convergence of the eigenfunctions is ambiguous since the limiting eigen-
values may have multiplicity larger than 1 and then the corresponding eigenfunctions are not canonically
defined. The convergence should be understood in the following way: if A1 < Ay < ... are the succes-
sive, distinct eigenvalues of H and if m; € N are their multiplicities, then for any © > 1 the unit ball of



the linear span of pe1, .. ., pe m, converges for the Hausdorff metric to the unit ball of the linear span
of 1, .., P, where M; := 22:1 m;.

Remark 1.2. In dimension 1, C¢ can be taken equal to 0. In dimensions 2 and 3, C. diverges at speed
log € and 1/¢ respectively: we refer to Subsection 4.1 for the precise expressions of these quantities. In
any cases, these constants do not depend on the given boundary conditions.

Our second main result is an estimate on the left tail of the distributions of the eigenvalues.

Theorem 2. In the context of the previous theorem, for any n > 1 there exist two constants a > b > 0
such that for all x > 0 large enough we have

_ag2—d/2

2—d/2
e <P\, < —2) < e be /

(1.2)

In dimension 1 and under periodic b.c., a more precise result was established by Cambronero, Rider
and Ramirez [CRRO06] on the first eigenvalue. In dimension 2 and under periodic b.c., this result was
established by Allez and Chouk [AC15] for the first eigenvalue - they also conjectured the present result
in dimension 3. As a corollary of Theorem 2, we deduce that the solution to the parabolic Anderson
model constructed in [Hail4, HP15]

ou=Au+u-¢, xe(—L L7,
has no moments in dimension 3, and has finite moments in dimension 2 up to some finite time.

We now present the main steps of the proofs. To prove Theorem 1, we construct the resolvent
operators through a fixed point problem. Then we show that they are continuous (in some sense) w.r.t. the
driving noise and that they are compact and self-adjoint operators. Once this is established, the result
follows from classical arguments.

The resolvent G, = (H + a)~! applied to some function g € L? should be the fixed point of the map

forEA+a)  g—(A+a) (9. (1.3)

To deal with ill-defined products, we lift this fixed point problem into an appropriate regularity structure
(the same as the one required to solve the parabolic Anderson model, see [Hail4, HL18]). Since g € L?,
the natural setting for solving (1.3) is an L2-type space': indeed, solving the equation in an L>-type
space would require to embed L? into such a space and this would induce a too large loss of regularity.
Therefore, we rely on Besov-type spaces of modelled distributions introduced in [HL17].

Note that we deal with an elliptic PDE, while the theory of regularity structures was applied so far
to parabolic PDEs. To obtain contractivity of the fixed point map, we cannot play with the length of
the time-interval as in the parabolic setting: instead, we play with the parameter ¢ > 0 which induces
some exponential decay on the Green’s function of the operator —A + a. To implement this idea into
regularity structures, one needs to consider a model (I'?, I'™) that depends on the value a and whose
associated integration kernel is given by the Green’s function of —A + a. In this context, it is more
natural to introduce a cutoff on the Green’s function at scale 1/1/a around the origin rather than at scale
1: this induces some minor differences in the definitions of the norms and the corresponding analytical
bounds.

Let us explain the main difficulties coming from the boundary conditions. Most of the PDEs solved
with the theory of regularity structures have been taken under periodic boundary conditions: this choice
of b.c. does not induce any specific difficulty in our setting. On the other hand, if one opts for Dirichlet

! Actually, in dimension 3 for technical reasons we need to work in L? with p slightly larger than 2.



b.c. then the corresponding Green’s function is no longer translation invariant so that the construction of
the model and the identification of the renormalisation constants may become involved.

In a recent work [GH17] on parabolic SPDEs with b.c., Gerencsér and Hairer presented a nice trick
to circumvent this difficulty. Using the reflection principle, one can write the Green’s function under
Dirichlet b.c. as the sum of the Green’s function on the whole space and a series of shifted versions of
this same function. The singularities of these shifted Green’s functions are localised at the boundary of
the domain. Thus, one builds the model (II‘», T") with the (translation invariant!) Green’s function of
—A + a on the whole space, and one deals “by hand” with the remaining kernels. This last part involves
adding some weights near the boundary in the spaces of modelled distributions.

An important difficulty in our case comes from the interplay of these weights with the L? setting. Indeed,
to obtain a genuine distribution out of a modelled distribution with weights near the boundary, one needs
these weights to be “summable”: in L? the summability condition becomes tremendously worse than in
L (see Theorem 3), and a quick look at the regularity of the objects at stake suggests that one cannot
hope for closing the map (1.3) even in dimension 2.

This is where we use the fact that the Green’s function vanishes at the boundary: a careful analysis of the
associated convolution operator (see Theorem 4) then allows to get some decay of the solution near the
boundary and provides the required summability of the weights.

The present techniques are probably not sufficient to cover the case of Neumann b.c., but let us mention
the work in progress [GH19] that should provide the required arguments to deal with this case.

The proof of Theorem 2 essentially follows the strategy presented in [AC15]. For simplicity, we
consider the operator on (—1, 1)¢ since the size of the domain does not play any role here and since L
will be used as a scaling parameter.

The key observation is the following: the n-th eigenvalue \,, of the Anderson hamiltonian on (—1,1)?
coincides (up to a correction term due to renormalisation) with L? S\H where an is the n-th eigenvalue
of the Anderson hamiltonian on (—L, L) with potential L%2~2¢, see Lemma 4.9. Taking = < L?, we
deduce that to obtain (1.2) it suffices to bound from above and below the probability that An < —c for
some constant ¢ > 0, uniformly over all large L.

The latter eigenvalue should be very close to 0 with large probability since the noise term vanishes as
L goes to infinity: hence A < —c should be a large deviation event. In particular, to prove the lower
bound, we build some deterministic potential ~ whose n-th eigenvalue is less than —c and then use the
Cameron-Martin Theorem to estimate the probability that §~ is close to h: in our context, this part requires
to adapt some arguments from [HP15, HQ15] on generalised convolutions encoded by labelled graphs,
see the end of Subsection 4.5.

Organisation of the article

All the intermediate results are presented under Dirichlet b.c. since this is the most involved setting.
However, each time a definition, statement or proof needs to be substantially modified to deal with peri-
odic b.c. , we make a remark starting by (Periodic).

Section 2 introduces the material from the theory of regularity structures that we will need, and presents
some slight modifications with the original setting together with a technical bound on the norm of ad-
missible models. Section 3 constructs the abstract convolution operator with the Green’s function of
—A + a and establishes a fixed point result that allows us in Section 4 to construct the resolvents of 7.
The remainder of Section 4 is devoted to the proofs of Theorems 1 and 2.

Notations

We let |x| denote the Euclidean norm of x € R? and we let B(z,r) denote the ball of radius r > 0
centred at x. With a slight abuse of notation, we set |k| = Z?Zl k; for any k € N We let C" be the set
of all maps from R? into R with a bounded k-th derivative for any k € N¢ such that |k| < r. We further



define #" to be the set of all functions f supported in B(0, 1) and whose C"-norm is bounded by 1. For
any function ¢ on R?, any z € R? and any A > 0 we set

02() = A p(( —2)/N) -
From now on, L will always be larger than or equal to 1.
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2 The abstract setting

2.1 Kernels

Definition 2.1. Fixr € N and n, > 0. We say that P : R? — R is an admissible kernel if there exists a
collection of smooth functions P_ and P, : R 5 R n> Ng such that:

1. P=P_+ P, where P, :=)_ P,

n>ng
2. for every n > ng, P, is supported in the set {x € R? : |z| < 27"},
3. for every given k € N¢, there exists C' > 0 such that for all n > n, and all z € R% we have

|07 Py ()] < C2n@2HIRD

4. For every n > ng, Py, annihilates all polynomials of degree at most r.

This is the same setting as in [Hail4, Section 5] except that we restrict here to the translation invariant
case where P(z,y) = P(x — y) and that our cutoff on the kernel occurs at scale 27" instead of 1: this is
because we will eventually consider the Green’s function of the operator —A + a which has exponential
decay outside the ball of radius 27"« where n,, is the smallest integer such that 27" < 1/./a.

2.2 Regularity structure and models

A regularity structure is a triplet (A, T, G) satisfying the following properties. The set of homogeneities
A is a subset of R, locally finite and bounded below. The model space T is a graded vector space
®geATs where each T3 is a Banach space. The structure group is a group of continuous linear trans-
formations on 7" such that for every I' € G, every 3 € Aand every 7 € T3, 't — 7 € T3 where
T<p = @C€A<B7-C and A_g := AN (=00, B).

In the present work, we focus on a specific regularity structure associated to the Anderson hamilto-
nian. We start with defining recursively two sets of symbols: let ¢/ and F be the smallest two sets of
symbols such that { contains all polynomials X*, k € N, F contains the symbol = (that stands for the
driving noise), and we have

TeEU=—1=2cF and 7€ F=TI(n)elU.

Note that 7= and Z(7) should simply be seen as recursively defined symbols: the notion of models intro-
duced below will associate some analytic features to these symbols.



Each symbol 7 comes with a homogeneity || defined recursively as follows. We set |[Z| = —d/2 — k
for some arbitrary x € (0,1/2), as well as | X*| = |k| for every k € N For every 7,7, we let
|77'| = |7||7’|. Finally, for every 7 € F, we set

|Z(r)| = ||+ 2.

We let A = {|7| : 7 € U U F}, and we define T3 as the vector space generated by all formal linear
combinations of symbols of homogeneity 3 € A. Every such vector space is finite-dimensional and we
denote by || - || the corresponding Euclidean norm.
Regarding the structure group G, we refer the reader to [Hail4, Section 8.1] for the precise construction
as the details will not be needed in the present article, except in the proof of Lemma 2.3.

We also rely on the notion of admissible model with respect to some kernel P.

Definition 2.2. Let v > 0. Let P be a kernel satisfying Definition 2.1 for some parameters n, > 0 and
r > . We say that Z = (11, I) is an admissible model with respect to P if:

o II = (I, z € RY) where for every x € RY, 11, is a continuous linear map from T~ into the space
of distributions 2'(R?) such that for any compact set C C RY, sup,cc |11l < oo where

11 A
]|z := sup ~ sup  sup sup M,
PEA” Ae(0,27na] BEA< TET [EalIR

o I'=(DT%,y,z,y€ Rd) such that every 'y, € G, 'y, = I'; Iy . for every x,y,z € R? and for
any compact set C' C RY, SUPec yeBw,2-na) U llzy < 00 where

..,
Tl := sup SHP%7
c<peder Ty ITIIT — Yl

e Forevery k € N% we have

L X%y = (y — )F,

(y — )"
WIr() = (L7 Py =) = Y, (L7 d*Pra—).
keEN®: k| <|7|+2 '
‘We then set
I == sup |[[Hl[, [T := sup Ty > NZ1 = T + T -
ze(—L,L)? z,y€(—L,L)%:|x—y|<27ma

The only difference with the original setting [Hail4] consists in the maximal length that we impose
for the analytical bounds: here we take 27" instead of 1.
Given two admissible models Z = (II,I') and Z = (II, I'), we introduce the following distance

12; Z]) = 1 =IO + I* — T .

At this point, let us provide some more concrete description of the regularity structure at stake. If
v € (3/2,2 — 4k), then the symbols in ¢ of homogeneity less than ~, listed in increasing order of
homogeneity, are:

— in dimension 1: 1, X;, Z(£); and in dimension 2: 1, Z(Z), X,



— in dimension 3: 1, Z(2), Z(EZ(2)), X;, ZEL(ELE))), Z(EX,).

The symbols in F of homogeneity less than v — d/2 — k are obtained by multiplying the symbols above
by E.
Furthermore, in all dimensions we have I'; ;1 =1, I'; , X; = X; + (x — y)1. In dimensions 2 and 3, we
have

LeyZ(E) = Z(E) + (ILE, Pr(z — 1) — Pr(y — ))1.
For the remaining symbols 7, the expression of I';. , 7 is more involved and we refer the reader to [Hail4,

Section 8.1].

In [Hail4, Prop. 3.32], it is shown that the model is completely characterised by its action on a grid
and by the knowledge of I'. For further use, we need to push this further and show that the knowledge
of I is actually “unnecessary”. First, we introduce some notation. Let ¢ be the scaling function of some
compactly supported wavelet basis of regularity r» > v, let A,, := 2"Z% and () = 2nd/2((- — x)2™).
For any admissible model (II, I") we then set

[T, ¢3)|
II7||a := sup sup _—
- n>ng €ARN(—L,L)4 ||THQ_nd/22_nﬁ

together with

IIfla :== sup sup || .
BeA<o 7'67—3

Lemma 2.3. Let v > 0. There exist two constants C' > 0 and k € N that only depend on the kernel

Py and the regularity structure T<~ such that the following bound holds uniformly over all admissible
models Z = (I1, 1), Z = (I, T")

T+ 4T < ca+ IRy, 12 ZI < 1+ JIIR) (I =TTl + I - I%) -

The proof relies on the algebraic construction of the structure group from [Hail4, Section 8]: we do
not recall the notations from there since this is the only place where they are used in the present article.

Proof. Recall the sets 7™, n > 0 defined in [Hail4, Subsection 8.3] by setting F(© = () and recursively
FOD = {1 € Fr: At € Hp @ (Alg(F™))} .
As shown in [Hail4, Subsection 8.3], for every n > 0 we have
FotD = {1 € Fp: Ar € (F™) @ (Alg(F™))},

and 7 € Alg(F™) = At € Alg(F™) where A is the antipode in #_, . In addition, the non-decreasing
sequence F™, n > 0 exhausts the whole set Fr N A, within a finite number of steps: our proof will
thus rely on an induction on n > 0.

Recall that for any admissible model, we have

T,yT=U® froA® f AR DAT.
Henceforth, for any 7 € F D T, . 7 is a linear combination of terms of the form
T o) fy(r3), T € FD o 13 € Alg(F™) .

Recall that if 7/ € Alg(F™) then 7/ = XF[[, Jy,7/ for some k,¢; € N¢ and ! € F™ such
that | J;,7/| > 0. Moreover, for any admissible model, we have f.(X*) = (—2)* and f.(Jp,7]) =



— (7!, 0% Pp(z — ).
Putting everything together and using the notation ||II|| 7, resp. ||I'[| zm, to denote the restriction of the
norm on I, resp. T, to all 7 € F™, we deduce that there exists an integer k > 1 such that

ITl 7ot S 14+ I+ T = Dlln S (I — 0oy + T — TS0 ) (1 A+ [T ) -

Let us denote by ||[IT]| zn+1) .5 the restriction of the norm to all elements whose homogeneity is
strictly smaller than 3 € R. By [Hail4, Prop 3.32] and using the fact that ||| zx+1 concerns elements
with negative homogeneity, we have for every n > 0

Il 70, <0 S 4+ 7] )T

A Fn+1) -

In the case where we are given two admissible models, this generalises into
T — T 7m0 <0 S A + Tl o+ )T = T sy + T = Tllpens T o rns) -

At this point, we observe that the inequalities collected so far ensures the following: if the bounds of the
statement hold when we only consider elements in 7, then they propagate to all elements in F"+1
with negative homogeneity.

Let us finally deal with elements 7 € F®™D with strictly positive homogeneity. To that end, we rely
on [Hail4, Prop 3.31] which ensures that if 7 € F*+1 is such that |7| = 8 > 0 then

II A
oo e ML)

S M zetn g Tl 7w
ve(—L, Lyl ne#” re©,2-ma]  |ITIIN? <p ;

and

I, — 7, n)
sup sup sup |< 4 xTvnx>|

ST = IOzt < glIT || et
we(—L,L)d nEAT A\E(0,2- "] [EalPX <B

+IT = Dl s n [T £ens1 < 5

Applying these bounds first to the element with the smallest positive homogeneity in F™+1 and then,
inductively in increasing order of homogeneities, one deduces that there exists &', k" > 0 such that the
following bounds hold

k/
I e S 1+ U0l )Y [T s

and

T = T s S (1 + T ) (IIIH — Tz Fnsn + IT = Tll e 4+ T 2™ ]

A7]:(n+1)> .

A simple recursion on n > 0 then completes the proof (note that the integer & of the statement may be
larger than the one introduced above). O

2.3 Spaces of modelled distributions

Given an admissible model (II, I') and a parameter a > 1, we introduce the following notations. We let
L? .= Lp(Rd, dz). We let P := 9(—L, L) be the boundary of the hypercube (—L, L)%, and we set

1
lz|p = % A dist(z, P) .



Definition 2.4. Take v > 0, 0 < vy and p € [1,00). Let D)% be the Banach space of all maps
f:RY— T<~ such that f vanishes outside [—L, L1% and

1l = 3 |2

o—(¢
CEA<y |x‘P

f@+ 1)~ Tosnaf @)
|z R ¢

w+§: sup ” {|zp>3[]}

< 0.
CeAe, heR%|R|<1/va Lz

Note that this space is in the flavour of the classical Besov spaces B, «. Actually if we disregard the
weights near the boundary P and if the regularity structure only consists of polynomials, then these two
spaces coincide as long as -y is non-integer.
In the original version of the theory of regularity structures [Hail4], the spaces of modelled distributions
are endowed with Holder-type norms: this corresponds to taking p = oo here. An extension of the
analytical part of the theory to the whole class of Besov-type spaces was presented in [HL17].

The parameter o is the exponent of the weight that we impose near the boundary of the domain.
This weight allows for an explosion of all components of the modelled distribution that lie at levels
higher than o, but forces a decay of the other components. Such weights on the time coordinate already
appeared in the parabolic setting [Hail4, Section 6] to allow for irregular initial conditions (and to obtain
contractivity of the fixed point map). Recently, Gerencsér and Hairer [GH17] introduced a more general
framework of modelled distributions weighted near time 0 and near the boundary of the spatial domain:
in this setting, they were able to solve singular SPDEs in domains with boundaries.

Remark 2.5 (Periodic). In the periodic case, the definition becomes the following. Take v > 0 and
p € [1,00]. Let D} o be the Banach space of all maps f : R? — T<~ such that f is periodic and

Z H \f(x)\g‘ LE((—L,L)%) Sub

CEAL, CEAL, hERd:|h|<1/\/E

|f@+h) = Dopnaf@)
H |h|7—¢

LE(—L,L)%)

We introduce the notations Q. f and f¢ to denote the projection of f on 7;. We also let (f,7) be
the projection of f on the vector space generated by the symbol 7. We conclude this subsection with
introducing a distance between modelled distributions associated with two distinct models (I, "), (I, T'):

TH DY HW(
P

(EA<y

L3

va+m—ﬂmwrfﬁmﬂm+mﬁﬂhm
|zl h e

+ > sup UW%M‘

L?
CEAy heR%:|h|<1//a x

2.4 Reconstruction

Let By (D) be the usual Besov space of regularity index « on some regular domain D C R?. The goal
of this subsection is to construct a continuous linear operator R that maps in a consistent way elements in
D)’% to genuine distributions. Consistency here simply means that the local behaviour of the distribution
‘R f around some point « should match II f(z) up to some negligible error term. Such a result is usually
referred to as a reconstruction theorem [Hail4, Th. 3.10].

In the unweighted setting, a reconstruction theorem in Besov-type spaces of modelled distributions
was established in [HL17, Th 3.1]. Since reconstruction is a local operation and since away from the
boundary P our weighted spaces of modelled distributions are equivalent with their unweighted counter-
parts, the aforementioned result allows to associate to any f € Dy’5 an element R f in the dual space of
all test functions supported away from P and such that f — R is a continuous, linear map from D)5
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into By (D) for any compact set D C (—L, L)* and where o := min(A\N) A +. Furthermore, we have
the bound

(RS — T f(x), o))
sup -
PERB” ‘$|P T\

S A 2.1)

sup 1{|z\p>3x}‘ RS

AE(0,1/+/a)
uniformly over all f € Dp%.
In the case where we deal with two models (I, I), (II, I'), we have the bound

(Rf —Rf =, f(2) + L f(x), &)
sup —
pEA" |‘T‘(]TD T

sup 1{|93|p>3>\}‘

L S Il (2.2)
AE(0,1/V/a) Lz

uniformly over all f € D% and all f € D)'%.

The following result extends the reconstruction operator up to the boundary P of the domain.

Theorem 3 (Reconstruction). Take v € R{\N, 0 < v and set o := min(A\N) A ~. Assume that
1
—-1+-<o<7y.
p

Set & = o A 0. There exists a unique continuous linear operator R : D% — BS (R%) such that
Rf=Rf away from P, Rf = 0 outside (—L, L)* and for any C > 0 we have

(R

£im) 1
sup e |Mizlp<on

A€E(0,1/+/a)

sup
neB"

o S 23)

uniformly over all feEDysandall L > 1. In the case where we deal with two models (11,1') and
(I1,T), the same holds with R f replaced by Rf — R f and with || f|| replaced by || f; |

Remark 2.6 (Periodic). In the periodic case, (2.3) remains true if \° is replaced by \*, L% is replaced
by LE(—L, L)) and the indicator is removed. This situation is already covered by [HLI17, Th 3.1].

Remark 2.7. Note that the Besov norm of Rf is bounded by || f| times a constant uniformly bounded
overall f € D}5%. However this constant is not uniformly bounded over all a > 1.

The condition —1 + 1/p < o ensures that the weights near the boundary do not explode too fast and
allow to define a unique distribution (recall that a Dirac mass has regularity —1 + 1/p in the Besov scale
Bp,oo). The reader familiar with the reconstruction theorem would probably have expected the more
restrictive condition —1 + 1/p < a A o. Here, we are actually able to deal with the case where « is
smaller than —1 + 1/p as long as o remains strictly above this threshold. This is in the same flavour
as [GH17, Th 4.10] though our proof is different. The main technical step to establishing Theorem 3 is
the following extension result.

Lemma 2.8. Let 0 > —1 + 1/p. Let £ be a distribution on Rd\P such that for any ¢ > 0 we have

]

sup
neggr )\U

Ae(0,1/+/a)

1{3)\<|z|p<c)\}‘ R (2.4)

Then, & admits a unique extension into a distribution on RY that satisfies for all C > 0 the bound

€I,
o {lz|p<CA}

sup
AE0,1/+/a)

sup

<. (2.5)
neA” L
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With this lemma at hand, the proof of the reconstruction theorem goes as follows.

Proof of Theorem 3. We aim at applying Lemma 2.8: to that end, it suffices to check that R satisfies
(2.4). Fix ¢ > 0. By the reconstruction bound (2.1), we have

(RS =T f @), m)]
sup || sup S aetetreen|, SIS
A€(0,1/\/a) ' n€AT La
Furthermore, we have
(I, f (@), n))] | fe(@)]
sup sup ——————— b S sup sup o<
AE(0,1/+/a) "' neB” A Lz CEAL, NEO1/Va) T neRT
X
< Z sup sup | fe( )|
cone, Aeo1/va | nesr |x|p

S

Applying Lemma 2.8, we obtain an extension of R f that we denote R f: from (2.5) and the regularity of
Rf we deduce that R f belongs to Ba (Rd) and that it satisfies (2.3). The case of two models follows
from similar arguments. ]

Proof of Lemma 2.8. Let x be a smooth, compactly supported function that defines a partition of unity:
> nez X(@2™) = 1 for all > 0. The proof consists of two steps.

Uniqueness. Let £ be an extension. Let us introduce a smooth indicator of the 27"°-neighbourhood of P
by setting Jp,(2) :=1 -3 . x(|z|p2") forall z € R¢ and every ng € Z. Suppose that

(€, o Tno)| S 2700754 (2.6)

uniformly over all y € P, all ng € N large enough and all ¢ € #". Since 1 — 1/p+ o > 0, we deduce
that ¢ is completely characterised by its evaluations away from P so that the extension is necessarily
unique. We are left with establishing the asserted bound. To that end, we consider a smooth function
supported in the unit ball that defines a partition of unity:

> uy)=1, yeR?,

€N

where ¥;(y) := ¥(y — x) and A, := {(27"k1,...,27"kq) : k; € Z} for all n € Z. We also define
"(y) := ¥(2™(y — x)) and obtain a partition of unity at scale 27"

d W) =1, yeR.

TEA,

We thus write

80:130 ng — Z Pxo no¢ 0

xeAno

and we observe that the only non-zero contributions in this series come from x’s such that |z|p <
C27™ for some constant C' > 0 independent of ng. Furthermore, for any such x and for any y €

12



- i : _ —(ng—1)
B(xz,27™), each function g, J,,¥%° can be rewritten as 2 nodng 0

uniformly bounded multiplicative constant. Therefore,

for some n € %", up to a

(ng—1)
‘<€)@$0Jn0>‘ S ][ sup 92— n0d|< N Z 0 >|dy
€Ay \x|P<CQ ng Y YEB(@,27"0) nEA"

1
_ _ (ng—1) )
(0% e sup 276,02 ") Py

TE€EAny:|z|p<C270 €B(z,2~"0) neRB"

1 n
<270 ( / sup |(€,n2 ") "dy)
Y

2€ARy: ‘1'|P<02 no €B(z,2~"0) neRB"

9—(ng—1)
_ _1 p
52 no(1 p+a)(/ (sup ’<€ Ty - >‘) dy) ’
yeR%|yp<(C+12-m0 \gezr 270

RS

3=

uniformly over all ny > 0, all zp € P and all ¢ € %". Since we assumed that £ is an extension, it
satisfies (2.5) and therefore the second factor on the r.h.s. is bounded uniformly over all n¢ large enough.
This concludes the proof of uniqueness.

Existence. We define ¢ (y) := x(2"|y|p)¥2(y) foralln € Z, all x € A,, and all y € R?. We then have

o> erw=1, yeRAP.

neZ xcA,

For any compactly supported, smooth function 7, we set

=3 > (& o)

nezZ yeAn

When the support of 7 does not intersect P, one easily checks that this coincides with (&, m). If we show
that (2.5) holds with f instead of &, then standard arguments show that f is indeed a distribution that
extends £.

Fix C' > 0 and consider 1) with |z|p < C\. Denote by [b, b'] the support of x. If b is chosen large
enough compared to C, then @Zn;\ vanishes whenever 27" > A. Moreover, @Zné vanishes whenever
|l —y| >2""+ Xor |y|p ¢ [(b—1)27™, (V) + 1)27"]. Finally, when 2" < )\, for any z € B(y,2~")
the function wZni‘ can be written as 2*”d/\*dp§_(n_1) for some p € " up to a uniformly bounded
multiplicative constant. Hence we have

sup || sup 1€ nl m)! 1
AeO,1/va) | near A7
(602 ")
< sup Z ][ 27"\~ gup e dz 1y peon)
re1/vay ll o=y e 2€B(y,2—™) pERBT A p
ly—z|<A+27"

G-127"<|y|p<(®'+1)27"

Notice that for every x € R?, the sum over y contains a number of non-zero terms which is at most of
order (A2")4~!. Using the triangle inequality on the sum over n and Jensen’s inequality on the sum over
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y and the integral over z, we get

s s Y (f ) f g1 )~
AE0,1/7/a) , 9-mey JER? Ve z€B(y,2~")

ly—a|<A+27"
b-D27"<y|lp<®'+127"

hSA

116020 P
< ( sup 277" ’iigl{mpwk}) dz da)
p

[

1

N

< sup E 2_”/\_1</ 2"/\< sup mzio_”) dz)p
AEO,1//@) gy, 2ERL(0—2)2- < |z| p<(B/+2)2— 7 peB” A

—ny—1\(1—2+0) ’<§7 pg*<"*1>>|
S sup (27"AT) e sup T 9-no 1{(672)2_"<|z|p<(b’+2)2—n} »
AEWO,1/v/a) 9 -m< ) PERBT Lz
—(n—1)
&z )
< su ’su |<”271 _9y9-n I oy9—n )
N@}; pe%)r o—no {(b=2)2— "< |z| p< (b +2)2 }Lé’

Using the bound (2.4) and choosing b large enough, we deduce that the latter quantity is finite thus
concluding the proof. 0

3 Convolution and fixed point

3.1 The Green’s function

For a > 1, let P® be the Green’s function of —A + a on Rd, that is, the solution? of
(—A + a)P@W = § ,

in the sense of distributions. It is well-known that

ﬁ e~ Valel , d=1,
P9(z) = 5= Bess(y/alz|) d=2,

1 o—Valz| d =

4r|z| ’ ’

where Bess is the modified Bessel function of the second kind of index 0 (usually denoted Ky, see [AS64,
Section 9.6]). Recall that for every k£ > 0 we have

OFBess(z) ~ (—1)* 216_”” , T — 00,
\V 2z

(—DFk — 1)
xk ’

and forevery k > 1
Bess(z) ~ —Inz, O"Bess(z) ~ z— 0y .

From now on, we let n,, be the smallest integer such that 27" < 1/,/a.

% As usual, since this equation does not have a unique solution we further impose that P‘* remains bounded at infinity and
this reduces the set of solutions to a single element.
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Lemma 3.1. There exists a decomposition PV, n > n, and P9 that satisfies Definition 2.1 and such
that for all k € N¢ such that |k| < r we have

1
‘6kp7ga)(x)’ < 9—n(2—d—|k|) ’ sup ’akpia)(y” < 2—na(2—d—|k|)e—\/5(lz\—ﬁ>+ : 3.1)
yeB(x,1/\/a)

uniformly over alln > ng, alla > 1 and all x € R<

In Subsection 4.1, we will define a canonical model (H(Ea), r@) based on the kernel P and some
regularised white noise &..

Proof. Let ¢ : [0,00) — [0, 1] be a smooth function, supported in [1/4, 1], that defines a partition of
unity in the following sense:

ng@%):l, z € (0, 00) .

neZ

Our construction of the decomposition of P into a sum of smooth functions depends on the dimension.
For d = 3, we set for every n > n,

PP(x) = o@"z)P (@), PP@):= Y o@"a)P @), zeR’.

n<ng

We now modify these functions in order to get property 4. of Definition 2.1. Set for every k € N and

n > ng
I,(C‘?T)l = Z/:kag(a)(:v)dm ,
>n

and observe that |I\*) | < 27+kD uniformly over all a > 1and all n > n,. Consider a smooth function

nr, supported in B(0,1/2) C R? and such that i bty (x)de = O for every £ € N¢ such that /| < 7.
Set also 7, (-) := 27 @HEDyy, (27.). Then, we set for every n > n,,

PO = B0+ 3 (10 ames = Imen)
s k| <7

and
PP =P+ " LY nin, -
k:|k|<r
It is simple to check that the requirements of Definition 2.1 are satisfied, together with the bounds (3.1).
For d = 2, we set for every n > n,

_ 1 o0
P (z) := —5- VaBess'(var)p2"r)dr , x € R?

|z

and
_ 1 _
P9(x) = o Bess(Valz]) — > PP), zeR’.

n>ng

Then, we repeat the same procedure as for d = 3 to annihilate polynomials. Using the asymptotic
behaviour of the modified Bessel function recalled before the lemma, we deduce that the asserted bounds
hold.
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We now consider the case d = 1. Let ¢ : R — [0, 1] be a smooth function, supported in the unit ball and
such that ¢)(x) = 1 whenever |z| < 1/2. We then set

P9(z) == (2" |z|)P(z), z€R,

as well as P\® := 0 for all n > n,, and P .= pl@ _ P,(l?. We then follow the same procedure as for
d = 3 in order to annihilate polynomials. O

Let us now introduce a convenient representation of the Green’s function K (® associated to —A + a
on (—L, L) with Dirichlet b.c. The reflection principle allows to construct K(® as a series of shifted
versions of P(“), More precisely, if for all m € Z%\{0} we set ¢, := (—1)I™| then we have

K@@,y = PO+ > enP @, mmr@), x,yeR?, (3.2)
meZ\{0}
where 7, 1, is the bijection from R to R? defined as follows:
(Tm,2(¥)); = (=1)™y; +2Lm; .

Then, for any map u that vanishes outside [— L, L]%, the function
f@ = [ KOGgutdy . @€ LI,
R

is the solution of (—A + a)f = u on (—L, L)? endowed with Dirichlet b.c.
It is then natural to introduce
K9, y) = PP+ > enP @ mni@),
meZ\{0}

and for every n > n,
ZP@y) = > emP@, mm L)) -
meZN\{0}
Notice that K'® is a smooth function. We set Zf) =D s, Z@. We thus come to the following
decomposition:

K9,y = PP@,y) + 2@ y) + KO@.y), @y eR?. (3.3)
It will also be convenient to define KV (x, y) = P\?(z, y)+ 2% (x, y) together with K (@ — > n>ng I (@),

Since we will convolve this kernel with distributions that vanish outside [—L, L]%, it is convenient
to make this kernel compact in the y variable for all x € [—L, L]¢. To that end, we let Xn be a smooth
function thatequals lon [-L —27" L+ 27"1% and 0 on the complementof [-L —2-27" L+2- 2114,
and we replace K (z,y) by K(®(z,1)xn(y) and K“(z, y) by Kz, y)xn, ).

For all z € (—L, L)? we then have P\%(z, y)xn(y) = P\?(x, y), while

Z3(, y)xn(y) = > em P (@, T L)) -
meZ\{0}:sup; |m;|<1

Note also that for all z € [—L, L, Zﬁf)(x, Jxn() is null except if |x|p < 3 -27". From now on, we
assume that all the above kernels are implicitly multiplied by this cutoff function.
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Remark 3.2 (Periodic). In the periodic case, it suffices to set K'P(x,y) :== PY(x — y). To deal with
unified notations, one can take €,, = 0 for all m € Z3\{0} so that the identity (3.2) still holds.

Remark 3.3. In the Neumann case, the above construction still applies with €, = 1.

The next lemma “quantifies” the effect of the Dirichlet boundary conditions on the kernel K f). A
similar statement holds for K®.
Lemma 3.4. There exists ¢ > 0 such that for all a,L. > 1, all x € [—L,L]d and all n > ng such

that 3 - 27" > |z|p, there exists a smooth function ¢ € PB" such that K\(z,-) can be written as
27" | pS " () up to a multiplicative constant which is bounded uniformly over all the parameters.

Note that in general, one has a prefactor 272" in front of ¢¢2 " (-). The lemma shows that near the
boundary, one can trade a factor 27" off for a factor |z|p.

Proof. Let x € [—L, L1¢ and n > n,. Assume that x is at distance larger than 3 - 27" from the
hyperplanes z; = 4L for ¢ > 1 and lies at distance less than 3 - 27" from 27 = L. We let zp be its
projection on the hyperplane z; = L. If we denote by e; the element of Z¢ whose coordinates are all
zero except the i-th which equals 1, then 7., j, is the reflection with respect to the hyperplane x1 = L.
Recall that we only ever consider y’s in [-L — 2 -2 L + 2. 27719 due to our cutoff. For all such
Y’s, Tm,(y) falls at distance larger than 27" from x except if m = e;. Consequently, Pﬁf‘)(x, T, L(Y))
vanishes except if m = e;. By symmetry we thus have

KYz,y) = P2, y) — PX(@, Tey (1))
= (P(z,y) — PD(xp,y)) + (P(xp, ey 1(y) — PO, Ty £(1)))

= / [ ](8181P,5“><z,y>+ I Pz, ey L(y)))dz .
z€lx,xp

Since |x — zp| = |z|p, there exists some function ¢ € " such that the r.h.s. can be written as
27" 2| pp>2 " (y) up to a multiplicative constant which is bounded uniformly over all the parameters.

The general case can be dealt with the same arguments: one simply has to take into account more than a
single reflection. O

3.2 Convolution with the Green’s function
The goal of this subsection is to define the abstract convolution operator K@ as the lift of the operator
f = K@ x f at the level of modelled distributions. To that end, we distinguish the singular part Kﬂf)

from the smooth part K @) of the kernel and define the associated operators ICif) and K separately.
Regarding the former, we set for all z € (—L, L)?

KPf@) = T(f@)+ > Z . , Qcf (@), Of P (x, )

(eA< |k|<C+2

k:
£ Y RS- TLf@), 0P, ) (3.4)
|k|<'y+2
D Rf,&lZ(a)(l“ ) -
|k|<7+2 :

The expression of the operator K is much simpler since the associated kernel is not singular:

k
KO fa = 3 SRR @), e LDy

|k|<y
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Note that outside (—L, L)? these two quantities are set to 0. Then we set @) := Ki‘f) + K9,

Theorem 4 (Abstract convolution). Fix~y > 0, p € [1,00] and o < 7y such that 0 > —1(1 — 1/p). Let
o :=min A, and sety =y + 2 and o' = (0 + 2) A 1. Assume that v, 0, o ¢ Z. The operator K@ is
continuous from Dp5 into D;:&g/ and satisfies RK'D f = K@ x Rf. Furthermore, we have the bound

I fllr,or S 1l ITEICL + AT (3.5)

uniformly over all a, L > 1. In the case where we are given another admissible model, we have the
bound

1K £, K9 flly o < CALILT,T, £, f) (3.6)

uniformly over all admissible models (IL,T), (IL,T'), all f and f in D)% and Dy% and all a, L > 1.
Here the constant CAL,II, T, T, f, f) is given by

I+ ITIDIS5 fllyo + (T =TI + T + BT = TIDIF .0

Remark 3.5 (Periodic). In the periodic case, the statement remains true but is not sufficient for our
purpose. Instead, we can prove that for any § > 0, if we take ' = v + 2 — 6, then the restriction of the
D)) oo-norm to the polynomial levels of the regularity structure satisfies the bounds (3.5) and (3.6) with a
prefactor a=9/2,

The reader familiar with regularity structures would have probably expected the parameter ¢’ to be
defined as 0’ = o A o + 2. Recall that in the original version of the convolution theorem, the expression
o A« arose in o’ since this is the regularity of the distribution R f. Due to our choice of weights (for levels
below o, the weight forces the modelled distribution to “vanish” on the boundary), R f has regularity o
near the boundary so that o A « is replaced by o in our case. However, there is a price to pay for our
choice of weights: one needs to show that convolution with the kernel K(® indeed kills contributions
below ¢’. Since our kernel vanishes on the boundary, we are able to prove that the contributions at level
0 vanish on the boundary as well and therefore we impose the further restriction that o’ is below 1.

Proof. We present the proof in the case where we deal with a single model, the case with two models
follows mutatis mutandis. The arguments of the proof are much simpler for the convolution with the
smooth part of the kernel than for the singular part of the kernel so we only present the details for the
latter.

As in the original proof [Hail4, Th 5.12], the bounds on the terms in the norm corresponding to non-
integer levels are immediate consequences of the definition of the operator and of the properties of Z.
Therefore, we concentrate on the terms at integer levels, that is, we only bound the terms leC(f) f(x)
and Qk(IC(f:)f(a: +h) — I‘Hh,xlC(f:)f(x)) for all k£ € N such that |k| < +/, where Qj, is the projection on
the vector space generated by the symbol X* in T<~. For convenience, we define

KO )= Y Z H Q¢ f(@), 0f P (x, )
geA<7|k|<<+2 '

Xk
+ Z X RS 1L @), PO, ) + >, T (REKZP @)

|k|<7+2 ' k| <~+2

(3.7)

Recall that n,, is the smallest integer such that 2~ "= < 1/,/a. An important remark for the sequel is that
o> —1(1 —1/p) > —1 so that 2 + ¢ is always strictly larger than ¢’.
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Local terms. We argue differently according to the relative values of |z|p, 27" and 27 ™. We first
consider the case 3 - 27" > |z|p. Reordering the terms appearing in (3.7), we find

KK f(a) = (RF,OFKP (@, )) — Y (.Qcf(x), 0" PPz — ) . (3.8)

C<|k|—-2

From the scaling properties of the Green’s function P, and the expression of the kernel K,, we deduce
that there exists ¢ > 0 such that the function 9% K(®(z, -) can be written as 2~ FD52™" for some
n € 2" up to a uniformly bounded multiplicative constant. For k¥ > 1, we have ¢’ — |k| < 0 and we

deduce that 2~ —IkD < |x!§g_|k| whenever |x|p < 3 - 27" Therefore, we find

| Rf; 8kK(a)(:L‘ )>| Rf, n027n>| 2_n(2_|k|+0)
Z H " l{lx‘P<32 " 17 Z H SupT Q*Vfa o' —|k| 1{|CE|P§4-2_"} P
e 27
Rfng ")
9—n(2+o— o) ’ K’ixl -
TL>Z’rLa nseu‘gr 9—no {|lz|p<3-2— "} v
SIAAN,
thanks to (2.3).

For k = 0, we use the specific behaviour of the Green’s function at the boundary. Namely, by Lemma
3.4 we have

(RS, K\ (x,-))] (Rf,nc2 )| 2—n(1+o)
H A itz ~ H oy = P <32~
TLZ?;L; |JI’P {lz|p< } P 27; nERT 9—no ‘ | 1 {|x\p
(Rf.ng ")
< Z 9—n(2+o— 0)’ sup 2_7n€_1{|x‘13§3.2—n} "
n>ng VIS z

so that, here again we get a bound of order || f.
We now bound the second term on the right hand side of (3.8). We use again the inequality o +2—0¢’ > 0
to get

(I, Q¢ f(x), 0F P\ (x, Ny y fd(:c) o—n(2+(— k)
H >Z |x‘¢;’*|k| {|I|P<32 "} e~ Z H {|$|P<32 ”}W P
!f \(w) oo
]
n>ng ‘ |P e
SIS

as required.
We now consider the case 3 - 27" < |z|p. Notice that in that case Z@(x, -) vanishes so that we have

RO f(@) = (Rf =T f(2), 0" PP = )) + Y (,Qcf@), 0" PP —)). (3.9

(>[k[=2
We have
(Rf =T f(z), 0" PP = ) |
Z o' — k| {lelp=3-27"}|| p
n>ng ’1’| L
<3 su (R —Mef@ong My - 27"
o lem amel” Help=8270 ) T =Tkbev=o ||z
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Observe that |z|5” HE=vte < 9—n(=o'+Ikl=v+0) \/ 1 50 that there exists & > 0 such that

Y Rf -, f(x),n% "
S22 6” sup (71 ’ >’1{|x|p23~2—"}

ne# 2= |z|p

3
L
n>ng

which is of order || f|| as required. Similarly, we have for all { > |k| — 2

(1, Q¢ f(x), Ok P (x — -))
>

"k {lz|p=3-27"}
n>ng |.CC‘;> 1 L;
o—n(2+C—[k])
S H’fd(gj)l{lrl D S v
~ — Z9 I —|k|—
e o HmoHe lg
—nd
<Y 2l
n>ng

which is bounded by a term of order || f||.

Translation terms. We introduce the notation

: h*
KO = fKO@+ by~ Y KO,

n,x+h,x |
Clktel<y
and similarly
/ ht
PR = POt h -~ Y O PO .
Gl <y
Taylor’s formula allows to get the identity
/ hf L -
K= | > OEP@+uh ) (V] = kDA wb ) Hae @30
EOM g ko= '
s (a),k,y
and similarly for P,>"/' .

We start with the case |z|p < 3-27". We write

QKK f@ + h) = Dy o KO f@)) = (R, KO ) — (M f (), PO )

3 (L Qc(f@ + B~ Taognaf @), 8 PO + h — )
¢<|k|-2

We bound separately the three terms on the r.h.s. The first term is dealt with using (3.10). Regarding the
second term, we use the same identity to get
7k7 !
(I, f (), P2V )
R

sup {3|h|<|z|p<3-2—7}
= = P
n>ne hilkI<1/va Ly

=3

n>nq b:|k+l| =[] MIhI<1/Va

[l (@) o jte k40— —(—o’
. =k 40 | | It V2| (—o
|='E|P

+v
Ligjh|<fe|p<32-n

Ly
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At this point, we observe that |k + ¢| —
bound

f (l’) —n2+o—o’
Py Z H'd B sz, S U1

The bound of the third term is similar.

We turn to the case 3|h| < 3-27" < |z|p. Notice that in that case, K¥(x, ) = P{¥(x,-) so that we
can write

QLK f(@ + 1) — Ty oK@ f@)) = (Rf — I, fla), POK )

— 3 (Wn Qe (f@ + h) = Do f @), PO+ h— ) .

(<[k[—2

Using the reconstruction bound (2.1), we obtain

(Rf Lo f(x), PR )
sup

3|h|<8-2-n <[]}
'kl {0 =Y {3lhl< p
h:|h|<1/v/a n>ng ’h|’Y | ‘|:L‘|P L

< DY sup Y (R[22 L ooy
k4t =[y] PRI/ Vap>n,

H (Rf — T, f(x),n¥% ")
x || sup -
neB 27 |z| 5

‘ (Rf — T, f(x),n¥% ")

su
né«%?r 27m’$|?;7

9—n(2+y— 7)’$|

< sup

~Y
n>ng

as required. The bound of the second term is simpler so we do not present the details.
We now consider the case 3 - 27" < 3|h| < |x|p. We write

KKK f(@ + h) — Tysn oKL f(@)) = (Rf — Mpynf(x + h), 0" Pz + h — )
¢
— (Rf =T f(x), ) %a’“”R&‘”(x —)

0|k </

+ > (MenQc(f@+h) = Topn o f@), 0 PO+ h =) .
¢>k|—2

Let us present in detail the bound of the first term. We have

up (Rf T+ h).0 PO+ h - )
7 I~ 327ng3hg
nilnl<1/va 'l S |y =1l | { [PI<[z[p}|| , p
(Rf =T, f@),n2 ") o I
S o o Maamn<apiziyl 2T IR 5
nilhl<1/va ! S nes 27" ylp L
ST oY e RO AT
A 27n<lh - 2.2-n<
hilhI<1/Va |h { Ih[} edr 217 |y( 7 { <lylp}||
< sup ’ sup |(Rf—1‘[yf(y),77§’")|1
™ n>na | nesr 9y |y(7 {227"<lylp} || ,»

21



which is bounded by a term of order || f||.
Convolution identity. We already know that IC(f) f e Dgf(;g'. Up to taking 4" smaller than ' and

o’ = o' N4", we can always assume that 4/ € (0,1). The uniqueness part of the reconstruction
theorem away from the boundary P, together with the fact that K Sf) x Rf is completely determined
by its evaluations away from P, ensure that, in order to show that RICSS) f=K f) * R f, it suffices to

establish the following bound:

(KD s« Rf = LK (@), n))]
sup

neEBT XYz %

< 00.

sup
A€(0,1/+/a)

Using the fact that P and therefore K Sf), annihilates all polynomials of degree at most r, a straight-
forward computation shows the following identity:

(K« Rf = TLKE f(x),m) / > (RS =T f@), PO + (REZT,) )y

n>ng

Treating separately the terms n such that 3\ < |z|p < 3-27", 30 <3-27" < |z|pand 3-27" < 3\ <
|z| p and applying the arguments presented in the Translation terms bounds, it is straightforward to get
the required estimate. O

The next result shows how to lift in the regularity structure the convolution of some classical distri-
bution with K@,

Proposition 3.6. For § € (0,1/2), let g € B;?°

P,

take v = 2 — § and 0 = 1. Then, the modelled
distribution.

Xk
K9@) = Y reiKW@) . we LD,

EEN®:|k|<y

belongs to the space D5 and satisfies the following bound uniformly overall a, L > 1 and all g € B, go
1K g0 < Nglls, s,

Proof. Let us consider the terms in (¥ g(x) arising from the singular part K f) of the kernel: for conve-

nience, let IC(f> g(x) be the same expression as above except that K@ is replaced by K ﬁf).
We start with the local bounds of the Dj’5.-norm. We aim at bounding

i

Ikl

3 H g,a K““(:c )>‘

LZD
n>ng v

for any k € N¥ such that |k| < . We first consider the case 27" < |z|p. We have

< Y n>na 2fn<2f|k|76)‘|g‘|8;go if |k| =1,
- Zn>n 27”07&70)”9”876 ifk=0.
—1ta D, 00

> H g,afK I(z,-))

= Hialp22-n3 |

n>ng

In any case, this yields a term of order ||g|| ;-5 . We now consider the case 27" > [z[p. When |k| = 1,
p,00
we have

9,8 K‘“)(m )
> T (IS P < S eI gl < gl

n>ng n>ng
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When k& = 0, we rely on Lemma 3.4 to get

<g,3fK(“)(x, )> > 1 1-6
2 H o Mlale<2y|[, S Z H sup 2l 727 g o ",
n>ng ‘$|P neaB”
.y 2-”“-&\19\\8,;20 <Nl s -
n>ng

To obtain the translation bounds of the D}’5,-norm, one needs to distinguish three cases according to the
relative values of 27", |h| and |x|p and then to argue similarly as in the previous proof.

To treat the convolution with the smooth part K @ of the kernel, the arguments are similar so we do not
present the details. O

3.3 Fixed point results
Recall that x > 0 can be taken as small as desired. We set

2 ifd <2, dl 1
p= L ifd=3 1727 (5*{9)*“’ g=l-r.

d
275735

d g d
This choice of parameters ensures that the space D;o(? ®7727" (in which f - = lives whenever f €

Dg;go) falls into the scope of Theorem 3. Note that, unfortunately, in dimension 3 the natural choice

p = 2 leads to

d 1 1
U—i—ﬁ——§—2/€<—1(1—§),

so that one needs to increase slightly p as we did above for the reconstruction theorem to apply.

Proposition 3.7. There exists a positive function a — A(a) increasing to infinity and independent of
L > 1 such that the following holds. For any admissible model (IT'V, T'®) such that |1 ||(1+ || T@])) <
A(a), for any g € L? and any b € (—2,2), the map

Mg : [ KD —KO(F-2) - KD f,

admits a unique fixed point in D)% that we denote by G* bg. Furthermore, there exists a constant C' > 0

such that for any two admissible models (II'Y, T and (II'V, TY) that satisfy |[II?[|(1 + [|[T@)]| <

A(a) and |[TI||(1 + [[T@)|| < A(a), we have uniformly over all g,§ € L?, all b,b € (—2,2) and all
a, L >1

16°49: 31 < O (llg — all 2 + 1] 2(1p — B| + I — @Y1+ @ + TP —T@F))
(3.11)
Remark 3.8. We consider the additional parameter b in order to construct all the resolvent operators

associated to a + b, b € [—2,2], with the sole model constructed with the kernel PJ(ra). We refer to
Subsection 4.2 for more details.

An important observation, which we will use several times in the proof, is that the embedding of
DY 57 into DY'Z, has a norm of order a~*/2 uniformly over all a > 1.

d(3—1)

Proof. Let g € L?. From classical embedding theorems, g € Bp ?, By Proposition 3.6 we know

that K@g € D)% and the following bound holds true

IKgll0 S a2 |lgllL2 -

23



K,O0—%

_d_ d_
If f € D%, it is elementary to check that f - = € D7,002 27", Applying Theorem 4 we also have

K@(f - =) € Dp% and furthermore
IO - Do S a2 o ITICA + I -
Similarly, '@ f € D)% and
1K o0 S a2l o T + [T -

Using the linearity of the map M, we deduce that there exists a constant C' > 0 independent of every-
thing such that

IMaf = Mafllyo < Ca™*2II[A + TS = fllyo »

uniformly over all f, f € D)5 and over all a, L > 1. Choosing A(a) small enough, we deduce that M,

is a contraction on D’%, so that it admits a unique fixed point f.

In the case where we are given two models, we let f and f be the corresponding fixed points. Since

Mef = fand M*f = f we have
17 7l < WED (g = DI+ I DS - 2 KOS - D) + I £ K@ Fl + [0 = DI F

so that, using the bound of Theorem 4 in the case of two models, we deduce that choosing A(a) small
enough the asserted result holds true. O

Remark 3.9 (Periodic). In the periodic case, the proof is substantially different. Indeed, Theorem 4
only gives contractivity at integer levels in the regularity structure. However, a careful inspection of the
relationship between the coefficients of M, f and f shows that if one iterates k times the map M, (with
k = 2 in dimension 1 and 2, and k = 4 in dimension 3) then the coefficients at non-integer levels of
ME £ coincide with coefficients at integer levels of M f, and we get contractivity.

Let us observe that the fixed point of the last proposition takes the generic form

f@y= > f@)7, ze(-L L},

TEU<~

and that the coefficients f- for non-polynomials 7 take values in {+ f1, = fx, }. In particular, in dimension
3 we have

—fz® = freze) = —frezee)y) = L, —fuxs = fx, -

4 The Anderson hamiltonian

In this section, we apply the previous analytical results to a specific sequence of models based on white
noise called the renormalised model: its construction is recalled in the first subsection.

4.1 The renormalised model

Let £ be a white noise on R (in the periodic case: one imposes this white noise to have the periodicity
of the underlying domain). Fix some smooth, compactly supported, even function g integrating to 1, and
set o.(x) := e_dg(:re_l) for every x € R?. Then we consider the smooth function & = & x o from
which we can build a model (II?, T\%)) by setting

(M), E(y) := &), ,y € R,
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by imposing the last two identities of Definition 2.2 with the kernel Pf) as well as the recursive identities

(e r7'(y) = A D)o r (A7), 7.7 € Ty

From [Hail4, Prop 8.27], this defines a unique admissible model (Hﬁa), Fg“)).

Unfortunately in dimension 2 and 3, the sequence does not converge as ¢ | 0 and we need to renor-
malise the model before passing to the limit. The renormalisation constants were computed in [Hail4]
for d = 2, and in [HP15, HL18] for d = 3: their expressions are exactly the same here except that the
kernel is PJ(ra) . For d = 2, we take C'?¥ = ¢@ with

(= / PE(2)g (@) da |

where 02 := g, * o.. For any given a > 1, we have C'¥ = —(21)"!Ine + O(1) as € | 0.
For d = 3, we take C(@ := @ 4 (@11 4 @12 ghere

e = / PP(@)er (@) dz
(@1 /// PO (1) PO (29) PO (30721 + 22)07 (2 + w3) day dao dars |
= /// P (@) PO (2) (P (w3)0f (w3) — cldo(ws)) o (w1 + @ + w3) dy dz ds

Note that there exist some constants c,, cé’l independent of @ such that for any givena > 1 ase | 0

Céa)=@+c ne+0Q).
€

17
0
Ford = 2,3 and as € | 0, C'» — C) converges to a finite quantity that we denote C@~(), Furthermore

sup [CL9 —C| S [Wa—Va|, 0D - W S |Va- V|, 4.1)
ec(0,1)
uniformly over all a,a’ > 1.

The precise definition of the renormalised model requires to introduce several algrebraic objects
related to the structure group: we refer the interested reader to [Hail4, Section 9.1] for the case of
dimension 2 and to [HP15, Section 4.3] for the case of dimension 3 (note that in the latter reference, the
SPDE at stake is actually the multiplicative SHE whose scaling behaviour is equivalent to that of our
operator in dimension 3). Let us mention that for any z € R? we have

(I)ELE) = =,
in dimension 2 and 3, and
(M), EIELELE)) = b — 12

in dimension 3.
We conclude this subsection with a convergence result.

Proposition 4.1. For any a > 1, the sequence of renormalised models (HE“), Fga)) converges in proba-
bility as € | 0 to a limit (II'Y, TY). Furthermore, there exist two constants K,C > 0 such that for any
a, L > 1 we have

C
P NA + 0 > ) < . (42)

25



Proof. The convergence of the sequence of models for any given a > 1 is already proved in [Hail4,
HP15]: indeed, the only requirement therein - translated into our context - is that the kernel PJ(F“) coincides
in a neighbourhood of the origin with the Green’s function of —A + ¢ and this is the case in our setting.
To establish (4.2), we first observe that by Lemma 2.3 it suffices to control the tail of the distribution of
ITI@]| 5. The norm of symbols containing at least one instance of = are bounded by the forthcoming
Lemma 4.11 from which it is then simple to get (4.2). ]

4.2 The resolvents

In this subsection, we deal with the collection of renormalised models (HE“), I‘Ea)), € € (0,1), and the
limiting model (I, ') introduced in the previous subsection. Since convergence along subsequences
of € of the renormalised models towards the limiting model holds up to a P-null set depending on a, we
cannot deal simultaneously with all models indexed by a > 1. Instead, we restrict ourselves to models
indexed by m € N.

We introduce the random sets
._ (m)—(1) . (m) (m) 1
o = {m +b+C cm > 1,b € (=2,2) st I + [T) < §A(m)} :
and

A = {m +b+CM —CM im > 1,0 € (—2,2) st [T+ T < A(m)} .

Recall from Proposition 3.7 and (4.1) that A(m) — oo and Cm=M = o(m) as m — oo. Combining
the bound (4.2) with the Borel-Cantelli Lemma, we deduce that <7 is almost surely non empty, bounded
from the left and unbounded from the right.

For every a € &/ (resp. a € /), we apply the fixed point result of Subsection 3.3 and define the
operators
Gy :=RG™bg, G :=R.G™bg, gel?,

where (m, b) is an arbitrary pair such that a = m + b+ C™~W (resp. a = m + b+ C™ — CW), We
will show below that this definition does not depend on the chosen pair.

Proposition 4.2. Almost surely, for every a € </ (resp. a € <) the operator G* (resp. G?) is invertible,
compact and self-adjoint. Furthermore the following resolvent identity holds

GG = —a)GYG", G*—GY =(d —a)G¥G".

The proof relies on two intermediate lemmas. For every m & N, we introduce the following events
B = {we Q: I +IT™) < LA}, B = {w e JIIaHIT] < Ao}
On the event F,,, and for every b € (—2, 2), we introduce the operator

Gmbg = RG™q, geL?,
and similarly with the regularised model.

Lemma 4.3. On the event E,, (resp. Ey, () and for every b € (-2, 2), the operator G™? (resp. G?l’b) is
invertible and compact.
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Proof. The proof is the same for G and Gzn’b, so we only consider the first operator. For all g € L2,

G™bg = RG™Pg € B;:.og_ﬁ. In dimension d = 3, p is larger than 2 but classical embedding theorems
yield that the latter space is continuously embedded into B%(QQ_QH. In any cases, G takes values in a
compact subspace of L? so we deduce that G™? is a compact operator from L? into itself.

We now prove injectivity of G™°. Let g € L? be such that G"™tg = 0. This implies that (G"tg, 1) =
0. The fixed point identity satisfied by G" "¢ implies that its coefficients at non-integer levels equal those
at integer levels (up to changes of signs), see the discussion below Proposition 3.7. In particular, if we
take 7/ = 1 + &, then the restriction of G™ g to T<~ has non-zero contributions only at the X;’s:

d
QyG™g = (™9, Xi)X; .

i=1

Since the reconstruction operator is a bijection between D;:OO(T) (the restriction of D;,’:oo to the polyno-
mial regularity structure) and B?,:oo, see [HL17, Prop. 3.4], and since away from the hyperplane P the
space D;,’:g)g is locally identical to Dg:oo we deduce that O_,G™g = 0. Using again the relationship
between the projections of G™ g on integer and non-integer levels, we deduce that G™¢g = 0. Plugging
this into the fixed point equation

gty =KMg — KMG™ g - B) = bKM(G™ )

we deduce that ™ g = 0 which in turn ensures that g = 0, thus concluding the proof of the injectivity
of G™. Consequently, G™? is invertible from L? into its range. O

Remark 4.4. In this proof, we relied on the continuous embedding of LP into L?. Note that the norm of

this embedding grows with L like Ld(k%).

Lemma 4.5. On the event E,, . and for every b € (—2,2), the operator G™b s self-adjoint and its
inverse is given by
—A+m+b+&+CM .

Furthermore, on the event Ey, . N I, . it satisfies the following resolvent identity
Gt — G = (! + 0 —m— b+ O — D — O oG Gt (@43)

The second part of the lemma ensures that ol = G?,’b, as soon as m + b + C™ — CWH =
m + b 4+ Cr) — o),

Proof. Let us start with self-adjointness. By Theorem 4, we have on the event £, .
Gl = K™ x g — K™ xR (G™g-Z) — b K™ x GT™g .
Since & is smooth, the model H(Em) is made of smooth functions and [Hail4, Remark 3.15] shows that
R(G"g - E)@) = AM)a(G0g - E)a) = GIPga)Ee + C) -

This yields the identity
(—A+m+b+&+CmMGMg =g,
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in the sense of distributions. Furthermore Gzn’bg vanishes at the boundary (resp. is periodic under
periodic b.c.). Therefore, for any g, § € L2, a simple integration by parts shows that we have

(G™bg. g) = (G™Pg, (= A +m + b+ & + CG™bg) 2
= (A +m+b+& + CMGMbg, G0g) 1o
=(9,G™"g) 2 .

We turn to the resolvent identity. Since &, is a continuous function, it is standard to show that —A + &, is
a self-adjoint operator with domain H? N H, 6 (resp. H?> N H!_in the periodic case), bounded from below

per

and with pure point spectrum. The classical resolvent identity then yields (4.3). O
We now have all the ingredients at hand to prove Proposition 4.2.

Proof of Proposition 4.2. Given Lemma 4.3, it only remains to show that the definition of G* does not
depend on the choice of the pair (m, b) and that the resolvent identity holds.

Let m, m’ be such that P(E,, N E,,/) > 0. From the convergence of the models stated in Proposition 4.1,
there exists a subsequence e, such that (II"™, TU™) and (IT"™", T™)) converge almost surely. We now
work on the event Ey, N Ep, ¢, N Eyy N Eyy (. Combining the resolvent identity of Lemma 4.5 with the
continuity bound (3.11), we deduce by passing to the limit on ¢ | O that for P-almost all w € E,, N E,,/
we have for all b, b’ € (—2,2)

Gm,b _ Gm/,b/ — (m/ + b/ —m—-b+ C(m’)f(l) . C(m)f(l))Gm/,b/Gm,b .
Since there are countably many events F,,, we deduce that up to a P-null set the definition of G, a € of
is unambiguous and that the resolvent identity holds. O

4.3 Definition of the operator

For any given a € o7, we set

H=GH ' —qa.

This is an unbounded operator on L? whose domain is the range of G®: from the resolvent identity, this
range (and actually the definition of the operator H) does not depend on a. The self-adjointness of G¢
ensures that  is also self-adjoint.

Remark 4.6. The domain of H consists of all R f where f is obtained through the fixed point argument
of Proposition 3.7 for some g € ~LQ. Note that these functions can be decomposed as the sum of (—A+
a)~Lg, which lies in H%, and R f, where f is a modelled distribution in Dp5% with 7 < 4 — d /2.

The spectral theorem for compact operators, see for instance [RS80, Th VI.16], yields the existence

of a complete orthonormal basis (y,),>1 of eigenfunctions with associated eigenvalues (ugf))nzl:
G%n = pon, n>1.

We deduce that H admits a pure point spectrum given by the set {(1{¥)~! —a : n > 1}, and that the
eigenfunctions are the {¢,, : n > 1}.

For a € <7, we do not know whether G* is a positive operator, and the ordering of the eigenvalues
(14,1 is arbitrary. To deal with positive operators, we introduce the following subset of ./

oy = {m +b+CM D > 1€ (=2,2) st V) > m

’ / 1 / /
Y+ P < SAGR) and - [COTED - 0O <)
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Lemma 4.7. Almost surely, o/, belongs to the resolvent set of H and there exists a € R such that
Ay = (a4, +00).

Proof. The Borel-Cantelli Lemma combined with (4.2) and (4.1) ensures <7, is almost surely non-empty.
Since O™~ = o(1m), we easily deduce that inf,,>1 m+ Cm~(M ~ _ o and SUD;;,>1 m+Cm—M =
+00, so that <7, is bounded from the left and unbounded from the right. If |C"+D—1) _ cm)H—=(D} < 1
then one can find b and ¥’ such that m/ 4+ b+ C™)~W = p/ 41 + ¥ + C' D=1 This ensures that
2/, is connected, and the statement follows. O

Consequently, for any a € 27, the operator H + a is positive and therefore G* is positive as well, so
we can assume that the sequence (u{®)),,>1 is non-increasing and converges to 0. We thus set \,, :=
(19 ~1 — @ and we obtain

Heon =Apon,, n>1.

The sequence (\,,),>1 is non-decreasing. Moreover, we have the bound

Ap > —min(y), Vn>1. (4.4)

Note that this construction also applies to the operators G¢ and allows to define /.. We have
He=-A+&+CD

Before we proceed to the proof of Theorem 1, we state a general result on compact, self-adjoint
operators.

Lemma 4.8. Let G, be a sequence of non-negative self-adjoint operators on L that converges for the
operator norm to some positive self-adjoint operator G. Assume that there exists a compact set K C L?
such that for all e > 0, GeB(0,1) C K. Then, (fine, Pn,e)n>1 converges to (lin, Pn)n>1 in the sense of
Remark 1.1.

Proof. We first show that for any given n > 1, we have

ltne = pnl < sup  |[(Ge = G)gllL2 . (4.5)
gL gl 2=1

From the min-max formula for non-negative, compact self-adjoint operators, we have

fne = sup inf (Gefy 2,
" FcL2:dim(F)=n fEF:| fll2=1 ¢

(here F ranges over all linear subspaces of L?) and similarly for y,, and G. Without loss of generality,

assume that yi,, ¢ < ji,,. Taking F as the linear span of ¢1, ..., ¢, we have
= inf Gf, 2, > inf G.f, 2.
"= periflam Gh 0 e 2 s piiflam G I

Furthermore, we have

inf G.f, > inf Gf, + inf G. — G)f, ,
feF:||f||L2:1< Ji Do feF:||f||L2:1< Jifhee feF:HfHL2:1<( QARG

SO

0< Hn — Hn,e < sup <(G - Ge)fa f>L2 < sup ||(G€ - G)g”L2 )
FEF:||fll2=1 geL?gll 2=1
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and (4.5) follows. We thus deduce the convergence of the eigenvalues.

We pass to the convergence of the eigenfunctions. Fix n > 1. The collection of vectors (¢1.c, . - - ; Pn,e)e>0
takes values in K x ... x K which is a compact subset of L? x ... x L% Let (1, . .., 1,) be the limit
of a converging subsequence (for simplicity we keep the notation € for the subsequence). Note that
orthonormality is preserved under the limit so that (¢, ¢¢) 2 = Jj, . Taking the limit as € | 0 of

Pk, ePhe = GeVp + Ge(Qre — Vi)

we deduce that pg1r = Gr. Consequently (¢1, ... ,%,) are linearly independent eigenfunctions asso-
ciated to the sequence pi1, ..., . This holds true for any converging subsequence, we thus deduce the
convergence of the statement. O

Proof of Theorem 1. In this proof, we consider a parameter a = a(m) of the form a = m + C~W for
some m € N. Since &7, is a.s. unbounded from the right, we have that P(a € &/,) — 1 as m T oo.
In the sequel, we take m large enough such that P(a € <7.) > 0. By (4.1) and Proposition 4.1, the
following holds true. For ¢ small enough there exists b, € (—2,2) such that m + b, + C™ — CH) = ¢
and P(a € “|a € o7;) — 1 ase ] 0. Note that b, | O as € | 0.

Using the continuity bound (3.11), we deduce that conditionally given a € <7, ,

sup  [[(Glaew, — GM9ll L2
9€LZ: gl 2=1

converges in probability to 0. Here G%1,¢ ., denotes the operator that equals G¢ when a € 7 and that
is null otherwise. Furthermore, there exists 6 > 0 and a deterministic constant C, ;, > 0 such that for
every € > 0 we have
sup ||Gglaem9‘|sg2 < Cq,rL -

geL?||gll2<1 ’
Recall that the embedding of 8‘2572 into L? is compact. Hence, conditionally given a € <7, , the sequence
of operators G%1,¢ ., converges in probability to G, and maps the unit ball of L? into the centred ball
of radius C, 1, of 8372, which is a compact subset of L.
Let Sp(G?1,¢ ., ) denotes the spectrum of G?1,¢.,.. We aim at showing that, conditionally given a €
27, , the probability that this spectrum is contained in (0, o) goes to 1. First, since G is positive on the
event a € 7, the convergence of G¢1,¢ ;. towards G* ensures that for all » > 0 we have

P(Sp(Gycy) N (—00, —1]1 #D|a€ o) =0, €l0.
Second, combining Lemma 4.11, Lemma 2.3 and (4.1), we deduce that

sup P(minez, y >t) -0, t—o00.
e€(0,1)

Consequently applying (4.4) to the operator H. we get

sup PO\ e < —t) =0, t—o00,
€€(0,1)

so that

lim sup P(Sp(G%lycy,) N(—7,0) #D|a€ ) =0.
740 ¢€(0,1)

Therefore, if we let S¢ := {Sp(G?1,c.4.) C (0,00)} then we have shown that

P(S.|a€a)—1, €l0.
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This implies that on the event a € &7, , G¢1,¢, 1s. converges in probability to G*. Lemma 4.8 then
ensures that (uﬁffe, ©n,e)n>1 converges in probability to (,ug‘f), n)n>1 in the sense of Remark 1.1. Since

)\n,e = (,Ugf,)e)_l —a,

we deduce that on the event a € <74, (A, ¢)n>1 converges in probability to (A, ),>1, thus concluding the
proof. O

4.4 Tail estimate

The goal of this subsection is to prove the tail estimate stated in Theorem 2. To keep notations simple,
we let the domain be (—1, 1)¢ but the arguments apply mutatis mutandis to a domain of arbitrary given
size. We follow the strategy of proof of [AC15] that relies on an identity in law between the spectrum of
the Anderson hamiltonian on (—1, 1)¢ and the spectrum of some rescaled version of this operator on a
larger domain.

We let € be a white noise on R? (in the periodic case: ¢ is periodic with domain (—1, 1)%). For any
given L > 0, we set

{@) = L %¢(x/L), xzeR,

and we let 5 be its limit as € | 0. One can check that fe and §~ have the same laws as L%22(.; and
L 2-2¢ where ( is a white noise on R? (in the periodic case: ( is periodic with domain (—L, L)?) and
CeL = C * QeL-

We define the model ﬁgﬂ by renormalising the canonical model based on ée, we proceed in the same
way as in Subsection 4.1, the only difference lies in the values of the constants. For d = 2 we take
& = 2% while for d = 3 we take

62{1) — L*l ((l) Ega)’l’l — L*Qci?alyl

9, dol2 = 722 (4.6)

el

Y

In this context, the sequence of models (f[g“), fga)) converges in probability to a limiting model (I1@, (@),
An elementary computation shows that for any a > 1, L=2C'® — C@ converges as € |, 0 to a finite limit
denoted 55;“), and that 5%) vanishes when L — oo.

We then denote by (S\n, ©¥n)n>1 the sequence of eigenvalues/eigenfunctions associated to the Ander-
son hamiltonian on (— L, L)? driven by the rescaled white noise §~ ,and by (A, ¢n)n>1 the same quantities
but for the Anderson hamiltonian on (—1, 1)¢ driven by the white noise . The following observation is
the cornerstone of the proof of the tail estimate, and was originally proven by Allez and Chouk [AC15]
in dimension 2 for the first eigenvalue.

Lemma 4.9. We have the following equality in law
(L_2)\n)n21 = (A + SS))nZI :

Proof. The key observation is that for any € € (0, 1), (—L, L)Y sz ¢n,e(z/L) is an eigenfunction of
the operator 3 .

A+ E+CY | ze(-L, L)Y,
with eigenvalue 11_2()\%E + LQC'EI) — Cél)). Necessarily the latter quantity coincides with 5\,%5 so that

we get ~ ~
L2 N\pe = Mpe + L72CH - CH) .

Recall that L=2C) — C’él) converges to a finite limit S(Ll) as € | 0. On the other hand, Theorem 1 shows
that \,, . converges in law to \,,, and the very same arguments show that A\, . — A, thus concluding the
proof. O
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Fix some constant ¢ > 0 (that will be adjusted later). We deduce from the lemma that we have
L2y = P RO
P\, < —cL®) =P\, + 6, < —c) .

Since S(Ll) — 0as L — oo, to establish Theorem 2 it suffices to bound from above P(\, < —c/2)
and from below P(\, < —2¢) uniformly over all L large enough. These two bounds will be obtained
separately.

To prove the upper bound, we need the following bound on the norm of the models, whose proof is
postponed to Subsection 4.5.

Proposition 4.10. There exist K,C > 0 such that we have

- ~ _rA—d
P( Sup [T+ T > K) S e,
m>

uniformly over all L > 1.

Let us now define the constant c. Let A~! be the reciprocal of the function a — A(a) appearing in
Proposition 3.7. We take

¢ = 6max(l, A'(2K)) ,

where K is the constant appearing in Proposition 4.10.

Proof of Theorem 2 - upper bound. From (4.6) and using a similar computation as for (4.1), we deduce
that for L large enough we have

sup [GOMHD=0 _ Gm-() 1
m>1

On the event

N {Ipa + e < 1

m>1

and for all L large enough, the set .52/; contains {m + Crm-M ;> ATIQ2K )}. Consequently (4.4)
yields

Ap = —=(mg + CmO Wy - yn > 1,
where mg := [A~1(2K)]. Since C™0)~(M) — 0 as L — oo, we get

< 3 c
An 2> _imO > _5 )
for all L large enough. Henceforth, for all L large enough

P(h, < —¢/2) < P((sup [+ D) > K) -
m>1
By Proposition 4.10, we thus get the existence of a constant b > 0 such that

_d
P\, < —a) < e 2 ,

uniformly over all x > 0 large enough. O
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To bound from below IP’(j\n < —2c¢), the idea is to introduce a deterministic, smooth function h
in such a way that the n-th eigenvalue of the Anderson hamiltonian on (—L, L)? with potential A lies
below —2c¢ (actually, below —3c to have some wiggle room). To that end, it suffices to take h as the
sum of n appropriately chosen disjoint bumps. Then, by the Cameron-Martin Theorem one can estimate
the probability that the noise & is close to h so that the continuity bound (3.11) allows to compare the
eigenvalues of the two corresponding operators.

Proof of Theorem 2 - lower bound. Let f1 be a smooth function, supported in B(0, 1/2) such that || f1]| ;2 =
1. Set
b:=—3c— VA2, <0,

and let y; be a non-positive smooth function, supported in B(0, 1), that equals b on B(0, 1/2) and that is
larger than b elsewhere. Then, for every k& € {2,...,n} we let (xx, fx) be translates of (x1, f1) in such
a way that for any k£ # £ the supports of x and f; do not intersect. We set

h:= ZXk .
k=1

Consider the Anderson hamiltonian associated to the noise » on (—L, L)%, with L large enough for the
supports of all the previous functions to fall within (—L, L)?. Denote by (S\j)jzl its eigenvalues and let
(II', T@) be the corresponding model (no renormalisation is required since the noise is smooth). Note
that for every k € {1,...,n} we have

\Ivfk\\%2+/hf,3 = |V fill2s +b/f,g — 3.

The functions fi, ..., f, are linearly independent since their supports are disjoint, and therefore the
min-max formula yields the following upper bound

An < =3c.
On the other hand, since the ||| < —b, the min-max formula yields the following lower bound
b< Ay .

Since h is a given smooth function, the norm of the models (IT, '™ is uniformly bounded over
all m and all L. We introduce the event

Em = {m + é(m)_(l) € u(ZZi, s m e Jyji,} .
By Proposition 4.10, there exists mg > 1 such that
PEp,) -1, L—o0.

Set & = mg + C)~M and @ = my, and note that |& — a| < L~'. By the min-max formula (as in
(4.5)), on the event E,,, we have

@ — @@ < sup [(G@ — GD)g] 2 .
geL?|gll 2=1

Recall that in dimension d = 3 we have to embed L? into L? and that the norm of the embedding grows
with L like L'8%, see Remark 4.4. Using the continuity bound (3.11), we deduce that

! — B S LA+ 20| 2 20
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uniformly over all L large enough.
On the other hand, we have on the event E,,,

1 1
An + mo + CmO—- X, +mg

A — @ =

Using Lemma 2.3, we thus deduce that there exists § > 0 such that for all L large enough we have

P, < —2¢) > P(IIMO) — I, < L7187y |

Observe that for every 7 € T, 11 (mO)T lives in some inhomogeneous Wiener chaos associated to
the Gaussian noise § To estimate the probability on the right, we thus shift the noise by h and bound the
difference between the models based on & 4 h and on h. More precisely, the Cameron-Martin Theorem
ensures that

- 3 - hy—iL4=d|n
]P>(”|H(mo) _H(mo)’”A < SL 18I$) = [ —(&.h) Il ||L2 1{H\ﬁ(mo)(£~+h)*ﬁ(m0)H\A<5L*18”}}

> 3R (p ( (JTT"OE + hy = Ty < SL719%) — %) ’

where we used that <£ ,h) is a centred Gaussian r.v. so that its probability of being positive equals 1/2.
Note that ||h||7, does not depend on L. If

P(II"E + h) = Ty < 6L71%) 51, L o0, (4.7)
then we obtain the desired lower bound. The proof of (4.7) is postponed to the next subsection. 0

4.5 Some bounds on the models
We start with a bound on the growth in L of the exponential moments of the norm of the model (here
the model is based on a white noise and is taken on (—L, L)%). Recall the two sets I/ and F defined in

Subsection 2.2. Denote by WV the set of symbols that lie in ¢/ or F that are not monomials and whose
homogeneity is below . Denote by ||7|| the number of formal occurrences of = in 7 € W.

Lemma 4.11. There exist two constants A > 0 and v > 0 such that
L
7l

(a)
sup sup — E [exp ()\a” I'r
a>11>1 L4 |H |||

) <

and

Sup SUpsup - Z E[exp <)\aVH|H(“)TW ™ IIH <.
€O, a>1L>1 L

Note that the exponent 2/||7|| is natural: roughly speaking, the white noise has gaussian tails so that

symbols that contain k instances of the white noise should have tails that decay like e—z¥,

Proof. Recall from [Nua06, Section 1.4.3] that for all r.v. X in the k-th inhomogeneous Wiener chaos
associated to the stochastic L? space generated by the white noise, and for any p > 2:

E[| X [P] < Cy Bl X *1P/%

where Cy., = (p — 1yPk/2,
Fix 7 and let ¢ be the scaling function of some compactly supported wavelet basis of regularity » > —|Z|.
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By the construction of the renormalised model [Hail4, Section 10.2], there exist 6 > 0 and C' > 0 such
that we have

IE[((HE“))IT, @Q)Q] < 2 —d+2|7]+9) ’ E[<H§ca)7—a @Q)Q] < 2 —Md+2|7]+9) ’

forall z € A, N (—L, L), allm > ng, alla > 1 and all € € (0,1). Note that C' does not depend on
a > 1 since the bounds (3.1) on the kernels hold uniformly over all @ > 1.

The remainder of the proof is identical for the models IT* and 1, so we only consider the latter. We
have

7? H(a) L
B[y ] =B s (SEREN) ]
n>ng x€ApN(—L,L)4 > 2 n(g+7)

H(a)T > L
< ndpdcy [(< $o ) } 7]
Z 25LC)yy, fE —n(Z+|7])

n>ng
p

S LG,y 2 a > ondpTn oTm

n>ng

< 2—na(5ﬁ_d)LdC 2
~ lI71l, DIl ’

2
as soon as p > d||7]|/8. This allows to bound the p-th moment of |[TI7||\"" for all p > py where
po := 2d||7]|/d. For p < pg, we write

2pg 4 P P

2p
(IO {T] <E[Im@r ] < (27000, | a ) S 270 e

>~ 2pg 2pg -
”7”7 [Exll

”TH’W

This being given, we write

B[ expora O] = 3 A4 g e ]

p>0
/\pa p APa¥ p
S Z 2 "AALIG, 2z + Z p AT L) -
P<po

By choosing v smaller than §/(4||7||), we can bound a*? 9 Mad 3l by 1. The first sum is then bounded
by a term of order L?. Given the expression of the constant C},p recalled at the beginning of the proof,
we deduce that for \ small enough, the second sum is bounded by a term of order L as well. This
concludes the proof of the lemma. O

Proof of Proposition 4.10. By Lemma 2.3, it suffices to prove that for every 7 € W there exist Ky, C' >
0 such that uniformly over all L > 1

~  ~r4—d
P(sup H]H(m)T]HA > Ky Se CL*%
m>1

Since £ has the same law as Lg_zf , we deduce the following identity in law

ey = LG-2lligim .
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where on the r.h.s. the model is built on (— L, L) with a white noise. Using Lemma 4.11, we obtain
B(T ™ > Ko) = BT ™ 7]y > KoL®21)

2
v Il pae =
< R R  expOun O [T

2

2
v Il pa— 1
< Ll T sup Bl expn? [T )
L>1

2

Il ya—a
d_—xmr K7L
< Ll 0

)

Therefore, there exists C' > 0 such that

2
= v T ra—a _OT4A—d
P@gﬂﬂwﬂmp>&»s§:L%AmKoL Se O,
m>

m>1
and this completes the proof. O

We now proceed to the proof of (4.7). We will rely on graphical notations introduced in [HP15,
Section 5] and on a bound on generalised convolutions established in [HQ15, Appendix A]: we will not
recall the whole set of notations and definitions, and refer the reader to the aforementioned references.

Proof of (4.7). For simplicity, we drop the superscript mg and we write II" for the model associated to
the noise shifted in direction h. By the arguments presented in this subsection, it suffices to show that for
all 7 € W with |7| < 0, we have

E[((1" — 1), 7, o2)%] < £ (48)

uniformly over all p € £, all x € (—L, L)* and all \ € (0,270].
We start with 7 = =, in which case we have

=E+h,

[11

I
so that

= o oz

(I —H)x::§.

Since é equals in law L%_QC where ( is a white noise, we deduce that (4.8) holds in this case.

Next, we consider 7 = =Z(=) (in dimension d > 2 only). To facilitate the analysis, we rely on the
graphical notations introduced in [HP15, Section 5]. In particular a circle denotes an instance of =
(recall that here = corresponds to f which is a scaled white noise), a black dot an integration variable,
a black arrow the kernel Pf) and a red arrow the test function. We introduce an additional graphical
notation: a square will denote an instance of h. Note that since h is smooth, each square has the very
same “behaviour” as a black dot. We then have

O @) O O .

(" %) (") = o/ + D/ + o/ + D/ -t ( > (4.9)
\o \o \o \o (]

The fourth term cancels out with (I1%)(). The fifth term is deterministic and goes to 0 as L — oc.

To bound the first three terms, we rely on a bound on generalised convolutions established by Hairer and
Quastel in [HQ15, Appendix A]. In a nutshell, to every kernel in the graphs one associates a pair of labels
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(a,r): a stands for the singularity of the kernel and r to the order of renormalisation. Then, under the
four conditions 1. ,2. , 3. and 4. of [HQ15, Assumption A.1] one concludes that the integral associated
to the square of the L? norm of the random variable encoded by the graph decays at some explicit speed
in A see [HQ15, Theorem A.3]. In our setting, we want to check that we get the right exponent in A and a
prefactor in L that decays fast enough. Note that the prefactor in L will come from the fact that our noise
is scaled by L%2~2 5o that each circle in the graph yields a prefactor L¢~% in the square of the L2-norm.

The first term falls in the scope of Theorem A.1 as it is shown in [HP15, Section 5.2.1]. Since in
addition the noise is scaled by L5372 we get a multiplicative prefactor 248 in the bound, which is
sufficient for our purpose. The second and third terms should be seen as slight modifications of the first
term, but unfortunately do not match condition 4. of Theorem A.1. Indeed, if we focus on the second
term the corresponding labelled graph is given by

T—3+,-I—T T—3+,-l—o

1,1 1,1 1,1 1,1

i\ /i instead of i—\%l i
[ ) [ )

While the graph has the same vertices, an edge labelled (3+, —1) has been removed. A careful inspection
of conditions 1., 2. and 3. of Assumption A.1 shows that removing such an edge preserves the required
inequalities. On the other hand, removing such an edge prevents condition 4. from being satisfied.

However, one can modify the statement of the theorem in order not to assume condition 4. Set

B:= min < Y bt > re— Y, (re—l)—|V|d>.

VCV\V. L= . -
e€R(WV)\EY (V) ekl (V) e (V)

Condition 4. requires 8 > 0. As observed in [HQ15, Remark A.12], if 8 < 0 then Theorem A.3 still
holds upon replacing & by & + S.

Since we removed an edge labelled (3+, —1) and since originally /3 was strictly positive, we deduce that
for the second term above we have 5 > —3. On the other hand, & increases by 3 upon removing an edge
(3+, —1) so that we still have a bound of the desired order in A. Furthermore, each occurrence of = in
the graph produces a prefactor L%~* in the bound of the square of the L?-norm and this completes the
proof of (4.8) for 7 = =Z(=).

The proof of (4.8) for more complicated trees proceeds from exactly the same arguments: one observes
a cancellation between the two models, and all remaining trees can be bounded using Theorem A.3 or its
modification presented above. 0
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