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Abstract: The purpose of this research is to investigate the effectiveness of service in hospitals 

and integrated delivery networks in the United States based on the readmission rates as the target 

variable. The data set includes information from 130 hospitals and integrated delivery networks in the 

United States from 1999 to 2008 to investigate significance of different factors in readmission rate. The 

dataset contains 101,766 patients’ encounters and 50 variables. The 30-day readmission rate is 

considered as an indicator of the quality of the health providers and is used as target variable in 

this project. Preliminary data analysis shows that age, admission type, discharge disposition etc. is 

correlated to the readmission rate and will be incorporated for further data analysis. Data analysis 

are performed on the diabetic patient dataset to develop a classification model to predict the 

likelihood for a discharged patient to be readmitted within 30 days. KNN, Naive Bayes and 

Logistic Regression algorithm were used to classify data and KNN appears to be the best approach 

to develop the model. With the ability to identify those patients who are more likely to be 

readmitted within 30 days, we can deploy the hospital resources more efficiently while improving 

services. 
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1. Introduction 

Services are the most visible function for healthcare organization and different parameters are 

considered to measure the service level of the healthcare. Assessing service level is a major 

challenge in health care organization as different variables can be linked to show the result. For 

instance, waiting time in hospital, early re-admission rate, average cost per discharge, and 

occupancy rate are some of the commonly used variables to estimate the service level of hospital. 

Many hospitals have started to collect wide variety of data to measure the service level but it is 

very difficult to interpret result from the large set of raw data. Similarly, this project involves the 

large set of data collected by Center for Clinical and Translational Research, Virginia 

Commonwealth University from 130 hospitals for a period of 1999 to 2008. The given data 

comprise of 50 different variables with 101766 observations and it is difficult to identify target 

variable, and other key variables that have a significant interaction with the target variable. Further, 

developing model to evaluate the relation of target variable with other key variables and link the 

obtained result with the service level of hospital was a major problem associated with the project.  

To analyze the given data, certain assumptions were made, such as elimination of less significant 

variables to target variable, variables with large missing values and variables with higher distinct 

levels. Also, readmission rate, which was identified as the target variable, with three levels of data 

was categorized into two groups, one within 30 days of readmission and other with no readmission 

within 30 days which are discussed in detail in section 2. In addition, 30248 duplicate data were 

not taken into consideration for the classification algorithm.  

The primary objective of this project is to show linkage of early readmission rate with other key 

attribute variables like admission type, discharge disposition, age etc. which is achieved by 

developing a classification model. This model shows whether the patient with certain type of 

information for input variables are likely to be readmitted within 30 days or not. Hence, this 

prediction might help healthcare organizations to take several precautions to improve the service 

level of the hospital with limited resources.  

 

2. Literature Review 

A cornerstone of proposed health care reforms in the United States is competition among providers 

based on cost and quality [1]. This push for competition has increased interest in external quality 
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indicators that consumers or designated purchasing cooperatives could use to choose providers. 

Risk adjusted outcome measures, such as mortality and early re-admission rates, have been 

proposed as quality indices for use by large systems of hospitals and buyer [3-6]. In a survey of 

250 Fortune 1000 companies, the benefits managers replied that they used hospital re-admission 

rates as a measure of provider quality in their health plans more often than any other measure.12 

Blue Cross/Blue Shield of Michigan has considered using risk-adjusted hospital outcomes, 

including mortality and re-admission rates, to adjust hospital payment. Because ERRs have been 

commonly tabulated and reviewed by health care organizations for many years, why is so little 

known about their validity? Assessing the performance of quality indicators is difficult, in no small 

part of due to the absence of widely accepted gold standards for defining poor-quality events [7-

8].  

 

Validation studies also are expensive and time consuming, and require large sample sizes. Yet, we 

might expect assessments of the feasibility of ERRs as performance measures to be undertaken 

before promoting their use. How large do the quality differences need to be, how many patient 

discharges, hospitals, and years of data are needed, and how good does the case-mix adjustment 

need to be for it to be feasible to use hospital ERRs as an accurate measure of quality? A review 

of the literature revealed no studies that addressed these questions.  

 

To examine these issues, we developed a simulation model for evaluating potential quality 

indicators in hospital systems of differing size and quality. In a simulation, as in an experiment, 

we can modify the assumptions regarding the impact of quality- and non-quality-related factors on 

variations in hospital ERR differences, and examine the importance of adequate case-mix 

adjustment. These factors are almost impossible to manipulate experimentally, making simulation 

a particularly useful tool for this. Simulation models are well established for use in many fields [9] 

with different approaches for use in predictive modeling, policy analysis, and planning. 

Evolutionary algorithms have also been used to solve complex data analytical problems [10]. A 

novel way of predictive modeling has been employed using system dynamics modeling which 

extensively has been utilized in many fields [11-12].  
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2. Data Description and Preparation 

The data set consists of 50 variables with 101766 total observations and each entry provides a 

patient information about age, gender, race, discharge nature, type of diagnosis, medications used, 

readmission rate etc. Both numerical and categorical variables can be found in the data set with 

some variables have missing values more than 50%. 

The primary objective of the project is to determine quality or service of health service based on 

the given data set. From our literature review and brainstorming, readmission rate was selected as 

the target variable because it can be easily linked to other key input variables like age, discharge 

disposition, admission source etc. and ultimately expressed to service level. Also, 

research articles have shown that 30 days readmission rate are generally used to examine the 

quality of the health care [1]. Therefore, it was decided to use early readmission rate as a target 

variable and categorize it into two groups, one within 30 days of readmission and other with no 

readmission within 30 days. That means the data sets with patients who are not admitted or 

readmitted after 30 days of their treatment are grouped together to create a distinct level of no 

readmission within 30 days. 

Also, the variables with large missing data, variables with higher distinct levels, and variables that 

are less significant to early readmission rate are eliminated because it might only complicate the 

interpretation of result in the later phase. For instance, time in hospital, diagnosis 1, 2, 3 etc., and 

variables like race, gender, number of lab procedures, encounter ID  are removed from the analysis 

due to higher distinct levels and less significant nature to early readmission rate respectively. 

Further, variables like weight, payer code and medical specialty have missing values greater than 

50% of the total data set and are not taken into consideration for further analysis. In addition, recent 

research have shown that variables like age, admission type, discharge disposition, admission 

source can be strongly associated with readmission rate which helped to finalize the ultimate 

variables for an analysis using R, Microsoft Excel and Minitab[2]. 

While observing the general trend of the data, 30248 duplicate entries were found with some 

patients visited hospital for the multiple times. Also, while analyzed, 11357 patients out of 101766 

were readmitted within 30 days after their treatment which is 11.2% of the total data set. And, it 

cannot be ignored that more than 50% of the data set relate to emergency cases. Further analysis 

have shown 53990 cases in admission type ID, and 57494 cases in admission source ID were 
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related to emergency cases.  Similarly, when discharge disposition data were observed, majority 

of the data were associated to discharge to home despite it contains 30 distinct levels. Also, while 

comparing patient readmission rate with age group, readmission rate was particularly recognized 

higher at the elderly age group with 70-80 age group as the most significant one followed by 60-

70 and so on. More trends and results can be concluded through detailed analysis which are 

described in later sections.  

3. Modeling Approach 

The following is the methodology and modeling approach in analysis of data set ‘diabetic_data’. 

The general analysis of the data set ‘diabetic_data’ was performed in order to investigate the 

importance of readmission rate as our target variable in the data set. In general, the data set includes 

information from 130 hospitals and integrated delivery networks in the United States from 1999 

to 2008. This point needs to be mentioned that not all 55 existed variables are used in our analysis 

since some of the variables contain huge number of missing values that incapacitate us to extract 

useful information from them. Besides that, there were some variables that, though didn't contain 

missing values, were cumbering in using them in classification or clustering. Hence, we decide to 

eliminate them from the data set ‘diabetic_data’. More explanation in terms of our assumptions is 

going to be presented later on the modeling approach. 

Early Readmission Rate is considered as our target variable since it is a reliable pattern to measure 

the effectiveness the service in the hospitals. In the process of evaluating the data set 

‘diabetic_data’, we have utilized different software such as R Studio, Excel, and Minitab. R Studio 

was conducted as one of our main tool to perform analysis and obtain useful information, as well 

as the general behavior of the dataset. R Studio was primarily used for classification, clustering,and 

logistic regression. In terms of classification we have performed ID3 algorithm. By doing so, we 

came to know that ID3 algorithm didn't provide our desired tree because the levels for some 

variables were so high that the classification became useless. Therefore, we decided to apply KNN 

and Naive Bayes to classify the data to see which one could be better applied to our work. By 

doing so, the classification became more solid and made more sense. More details on comparison 

of these algorithm in terms of classification is going to be elaborated in analysis and results section. 

In terms of clustering, we have used K-means algorithm to identify the best number of main 

clusters regarding our target variable. Further, logistic regression was utilized to investigate the 
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correlation between early readmission rate and other independent variables since most of our 

selected variables contain categorical data rather continuous data. Also, Excel was primarily used 

to plot visual graphs in terms of statistical relationship between readmission and other 

independents variables. Several charts in terms of ‘diabetic_data’ variables such as number of 

people readmitted to the hospitals, the age range readmitted to the hospitals, and number of people 

discharged to home after readmission, etc was also visualized using Excel. Moreover, Minitab was 

utilized in order to investigate regression models and possible correlation between the target 

variable (readmission) and other independent variables. 

In the phase of extracting useful information from the ‘diabetic_data’, we have utilized different 

functions to extract useful information in RStudio from the ‘diabetic_data’ in terms of readmission 

and important variables that affect our target variable. Some of the useful functions that we could 

elucidate central tendency, number of variables, and the number of levels from the dataset were 

str(), summary(), levels(), sum(), mean(), median(), quantile(), and etc. In that process, we have 

found the central tendency, the number of variables, and the number of levels under each variable, 

and the total number of observations etc. 

In the second phase of analyzing the ‘diabetic_data’, we have classified the target variable using 

KNN. Results of using KNN algorithm multiple times according to Figure 1 below show that K=8 

is the best number for classification. 

 

 

 

 

 

 

 

 

 
Figure 1. Accuracy curve of kNN algorithm for different k values 
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We also have tested different scenarios to investigate which K is the best one. As we tried different 

number of Ks, we came to know that after K=8 the slope line is going in constant way; therefore, 

K=8 is chosen as the best K number in KNN algorithm. Moreover, we have utilized K-means 

algorithm for clustering. The analysis of K-means algorithm shows that according to the majority 

rule, the best number of clusters is 2 which is the best in clustering the data set. We also have tried 

different training set and test set in order to find the best accuracy and to come up with the best 

prediction of ‘diabetic_data’. We have started from training set =50% and test set =50% as our 

baseline and continue to find the best match in terms of our data set. It turned out that training set 

=80% and test set =20% is the best match for achieving the best prediction of ‘diabetic_data’.  

As we mentioned before, for analyzing the ‘diabetic_data’ we consider some assumptions in order 

to have a better perspective of the dataset. First of all cases, we have assumed early readmission 

rate as our target variable since early readmission rate is a good indicator to evaluate how effective 

the hospital's service were. Moreover, this target variable is classified into two subsets of 

readmitted patients within 30 days, and patients not readmitted to hospitals within 30 days. The 

latter includes both patients readmitted after 30 days and those who are not readmitted to hospitals 

at all. Also, the assumptions for Logistic regression are: The target variable should be measured 

on a dichotomous scale; there are one or more independent variables, which can be either 

continuous or categorical. 

Secondly, not all variables in terms of readmission rate can help us to elucidate useful information 

out the ‘Diabetic_Data’. Therefore, we have condensed the variables to the most important ones 

which include: patient_nbr, age, admission_type_id, discharge_disposition_id, 

admission_source_id, number_emergency, diabetesMed, readmitted. Other variables either 

contain many missing data or they didn't contain useful information that we could extract from. 

The variables that contain more than 50% missing values were eliminated from the data set. For 

example, Weight as a variable could help us investigate if there is any relationship between 

numbers of diabetics readmitted patients and their Weights, but since 97% of data of weight is 

missed this variable is eliminated from the data set. Besides, Payer code and Medical specialty 

contain more than 50% of missing values; therefore, they are eliminated from the data set as well. 

There are other kinds of variables that we consider ignoring them. Although they didn't consist of 

any missing data, they contain meaningless values or variables that were hard to classify them. 
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Further, there are about 30,000 people in the dataset who readmitted to the hospitals more than 

once. These duplicated records were eliminated from the dataset in order to reduce bias and have 

a better classification of readmission rate as our target variable. 

4. Results: 

An initial analysis of the dataset concerning different age groups and corresponding readmission 

rates is shown in the following figure 2. 

 

Figure 2. Initial grouped bar plot of age and readmission rates 

KNN and Naive Bayes and binary logistic regression algorithm were used to classify data so that 

predictions can be made on the new observations. KNN is a non-parametric method used for 

classification and K needs to be chosen carefully during analysis. If K is overly high, the algorithm 

can be too sensitive to noise and overfit the new observations. If K is overly low, the algorithm 

can lose the true pattern of the data.  It is found that the best fitting K equals 8 during analysis as 

explained above.   

Naive Bayes doesn’t require to use a predetermined parameter such as K, but it assumes that each 

attribute is conditionally independent of every other attribute giving the class label. It is also 



8 

sensitive to correlated variables and will double count the effects if we incorporate two or more 

attributes that are correlated. Naive Bayes approach provided good results in terms of accuracy 

and other performance criteria. It is to be mentioned that the same training set and test set were 

used across all algorithms so that the comparison is not biased. In the appendix section, the details 

of both training and test sets can be obtained. 

Binary logistic regression is a regression model where the dependent variable is binary (0 or 1) in 

nature. Since we have two levels for the target variable, binary logistic regression was used to 

classify the data and predict it for the test sets.  

Accuracy, false positive rate (FPR), false negative rate (FNR), true positive rate(TPR) and 

precision are typically used to evaluate the effectiveness of the classification models. The 

performance metrics for KNN, Naive Bayes and Logistic Regression methods were calculated and 

listed in Table 1.  

Table 1. Performance metrics for the KNN, Naive Bayes and Logistic Regression algorithms 

Performance 

criteria  
KNN Naïve Bayes Binary Logistic Regression 

Accuracy 90.44% 87.76% 90.52% 

True Positive Rate 36.14% 16.67% 23.08% 

False Negative Rate 63.86% 83.33% 76.92% 

False Positive Rate 9.15% 9.02% 9.32% 

Precision 2.93% 7.72% 0.59% 

 

The very low values of precision might seem odd. In fact, we defined the level “<30” (0 for binary 

logistic regression) to be positive and “NO” (1 for binary logistic regression) to be negative. If we 

had defined otherwise, the precision values would increase. But the accuracy would remain the 

same. That is why we used accuracy as the principal indicator for the algorithm’s success.  
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5. Discussion and Interpretation of Data: 

Table 1 shows that the accuracy for Logistic regression is the highest among three, although the 

precision is not as good as the other two models. False Negative Rate appears to be higher than 

50% for all three models. In this project, however, the FNR measures the percentage of those 

patients who are incorrectly classified as low risk for Early Readmission. The hospital may not 

allocate additional resource to these patients to reduce the risk by following up more frequently or 

keep the patients in the hospital for longer period of time. But the consequences associated with 

FNR are not catastrophic since the hospital and emergency room are accessible to these patients 

at anytime after they are discharged.  

The binary logistic regression analysis shows that the Early Readmission Rate (ERR) is correlated 

with age, discharge disposition and number of emergencies. The P-values for these variables are 

less than 0.001 as shown in table 2. Although the hospital has no control over the age of the patients 

and number of emergencies, it does make decision on where the patients should be discharged to 

after the surgical procedures or treatments.  

Table 2.Output from the ANOVA of binary logistic regression analysis 

Coefficients Estimate Std. Error Z Value Pr(>|z|) 

(Intercept) 3.129315 0.086999 35.970 < 2e-16 *** 

age -0.101369 0.011037 -9.184 < 2e-16 *** 

admission_type_id 0.017668 0.011271 1.568 0.117 

discharge_dispo_id -0.033859 0.002743 -12.343 < 2e-16 *** 

admission_source_id -0.001377 0.004062 -0.339 0.735 

number_emergency -0.126594 0.028119 -4.502 < 6.73e-06 *** 

 

Further analysis can be performed on discharge disposition to determine which groups (for 

example, patients discharged to ICF or patients discharged to another inpatient care institution) 
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have higher risk of Early readmission. Once those groups are identified, more resources can be 

allocated to those group of patients to improve medical service.  

By evaluating the performance metrics of these methods, KNN appears to be the best approach 

although it requires some efforts to determine K. The KNN model allows us to make predictions 

on new observations (test set) with the accuracy of 90.44%. If a patient is identified as a high-risk 

patient who is likely to be readmitted within 30 days, more resources will be allocated to the patient 

to reduce the potential risk. Although, the binary logistic regression shows slightly higher 

accuracy, it is not completely unbiased. The threshold value is assumed to be 0.8 (It means that 

the algorithm will assign 1 to the probabilities which are greater than 0.8 and 0 otherwise.) which 

is highly dependent on the training set and the entire data (or its subsets). 

5. Conclusions and Next Steps 

Data analysis are performed on the diabetic patient dataset to develop a classification model to 

predict the likelihood for a discharged patient to be readmitted within 30 days. KNN, Naive Bayes 

and Logistic Regression algorithm were used to classify data and KNN appears to be the best 

approach to develop the model. With the ability to identify those patients who are more likely to 

be readmitted within 30 days, we can deploy the hospital resources more efficiently while 

improving services. 

Further analysis might be conducted in terms of other classification algorithms. The readmission 

rate interval (30 days) might be changed for a better prediction. But it will require some efforts to 

collect the data. Some variables may be defined to relate service quality directly to the early 

readmission rate and make the prediction much better. 
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