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#### Abstract

In functional data analysis it is usually assumed that all functions are completely, densely or sparsely observed on the same domain. Recent applications have brought attention to situations where each functional variable may be observed only on a subset of the domain while no information about the function is available on the complement. Various advanced methods for such partially observed functional data have already been developed but, interestingly, some essential methods, such as $K$-sample tests of equal means or covariances and confidence intervals for eigenvalues and eigenfunctions, are lacking. Without requiring any complete curves in the data, we derive asymptotic distributions of estimators of the mean function, covariance operator and eigenelements and construct hypothesis tests and confidence intervals. To overcome practical difficulties with storing large objects in computer memory, which arise due to partial observation, we use the nonparametric bootstrap approach. The proposed methods are investigated theoretically, in simulations and on a fragmentary functional data set from medical research.
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## 1 Introduction

Functional data analysis is an established field (Ramsay and Silverman, 2005, Ferraty and Romain, 2011, Horváth and Kokoszka, 2012, Kokoszka and Reimherr, 2017) with well-developed methodologies for common types of observation of random curves, i.e., full (or dense) and sparse observation regimes. Due to new applications recent years have seen the emergence of a new type of observation of functional data, called functional fragments or partially observed functional data. For various examples see Bugni (2012), Delaigle and Hall (2013), Liebl (2013), Gellar et al. (2014), Goldberg et al. (2014), Kraus (2015), Delaigle and Hall (2016), Gromenko et al. (2017), Kneip and Liebl (2017), Dawson and Müller (2018), Mojirsheibani and Shaw (2018), Stefanucci et al. (2018), Descary and Panaretos (2019), Kraus and Stefanucci (2019) or Liebl and Rameseder (2019).

Functional data are collections of observations of random elements of a function space, such as curves, images, surfaces, spatio-temporal fields. We consider random functions in a separable Hilbert space. Without loss of generality we work with the space $L^{2}([0,1])$ of square-integrable functions on $[0,1]$ equipped with inner product $\langle f, g\rangle=\int_{0}^{1} f(t) g(t) d t$ and norm $\|f\|=\langle f, f\rangle^{1 / 2}$ but our results are applicable to more general spaces. Partially observed functional data consist of realizations of random functions that are not observed on the entire domain. Each function in the sample may be observed on a different subset of the domain and no information is available on the function values at arguments in the complement of this subset. For the $i$ th functional variable $X_{i} \in L^{2}([0,1])$ there is a subset $O_{i} \subseteq[0,1]$ such that $X_{i}(t)$ is observed for $t \in O_{i}$ and not observed for $t \in[0,1] \backslash O_{i}$. The observation sets may be random, corresponding to data that are missing by happenstance, or non-random for designed experiments. We assume that the observation sets are mutually independent and independent of the curves. We refer to Liebl and Rameseder (2019) for a study of the case of dependent missingness.

Although some advanced procedures, such as goodness-of-fit tests, regression, classification and reconstruction methods, have been developed for functional fragments, basic methods of inference about the

[^0]fundamental characteristics of functional variables are still missing. In particular, the asymptotic distribution of estimators of the mean function and covariance operator, $K$-sample tests of equal means or covariances, and confidence intervals for eigenvalues and eigenfunctions have not been studied yet in the setting of incomplete functions. Users who wish to perform these basic tasks currently have the only option: to omit the partially observed functions and apply existing procedures to the complete data only. This approach is not only clearly sub-optimal due to a possibly large loss of information and resulting decay of power and accuracy, but also hardly or totally inapplicable in situations where the data contain few or no complete curves.

In this paper, we address this deficiency of existing methodology and develop essential methods of inference about the mean and covariance structure of incomplete functional data. Random functions are characterized by the mean function $\mu=\mathrm{E} X$ and the covariance operator $\mathscr{R}: L^{2}([0,1]) \rightarrow L^{2}([0,1])$ defined as

$$
(\mathscr{R} f)(\cdot)=\int_{0}^{1} \rho(\cdot, t) f(t) d t, \quad f \in L^{2}([0,1])
$$

where $\rho(s, t)=\operatorname{cov}\{X(s), X(t)\}$ is the covariance function, assuming it exists. The covariance structure is best understood via principal component analysis or eigendecomposition of $\mathscr{R}$ in the form

$$
\mathscr{R}=\sum_{m=1}^{\infty} \lambda_{m} \varphi_{m} \otimes \varphi_{m}
$$

where $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq 0$ are the eigenvalues, $\varphi_{m}$ are the corresponding orthornormal eigenfunctions, and $(a \otimes b) f=\langle b, f\rangle a$ for $a, b, f \in L^{2}([0,1])$. For a theoretical background see, e.g., Bosq (2000).

We find appropriate assumptions on the observation pattern that enable us to establish the asymptotic distribution of estimators of $\mu$ and $\mathscr{R}$. We develop tests for comparing the mean functions in $K$ populations of functional data based on samples of fragments. Next, we propose several tests of equal covariance operators in $K$ samples. We also construct confidence intervals for the eigenvalues and eigenfunctions estimated from incomplete data.

The practical implementation of methods for functional fragments is more complicated than for complete curves. The main difficulty is that temporal averaging (e.g., in inner products for dimension reduction) is impossible due to missing values. This leads to asymptotic distributions whose parameters follow rather complicated formulas. More importantly, since dimension reduction is not possible, the asymptotic distributions are, upon discretization, characterized by large objects (matrices or arrays) that are difficult or even impossible to store and manipulate in computer memory. The bootstrap turns out to be a solution to this problem. We provide specific algorithms for resampling functional fragments for mean and covariance testing and for confidence intervals for eigenelements.

In a simulation study we investigate the performance of the proposed tests, focusing in particular on the impact of missingness on the different tests and on the effect of the interplay between missingness and the form of differences between groups. The study shows that the proposed methods are superior to the currently only available approach based on omitting incomplete curves.

The proposed methodology is applied to a data set of temporal profiles of heart rate. The data consist of several hundred curves recorded by an automatic device during several hours in the evening during the transition from the day to night regime of heart activity. The profiles are not observed always available on the entire domain of interest because either the device did not measure or record measurements, or the person switched off the device. These fragmentary data were previously analyzed in Kraus (2015), where further details can be found.

Section 2 develops methods of inference about means in one and $K$ samples. Section 3 deals with tests about covariance operators and with inference about principal components. Section 4 presents bootstrap approximations. Results of the simulation study and the data example are reported in Sections 5 and 6 In the Appendix we provide a central limit theorem for non-identically distributed functional variables needed in the asymptotic analysis of fragments, and proofs of all theorems. Additional simulation results and further results of the data analysis.

## 2 Mean inference from incomplete curves

### 2.1 Estimation of the mean function

In this section we focus on inference about the mean of functional data. Let us first consider estimation of the mean function $\mu$ of a homogeneous population. Let there be $n$ independent functional observations. Each curve $X_{i}, i \in\{1, \ldots, n\}$ may be observed incompletely, with values known only for arguments in a subset $O_{i} \subseteq[0,1]$, with no information on the complement of $O_{i}$. The observation sets may be nonrandom or random. They are assumed to be mutually independent and independent of the curves and to consist of a finite union of intervals. We denote by $O_{i}(t)$ the indicator that the value of $X_{i}(t)$ is observed.

The mean function $\mu(t)$ can be estimated by the cross-sectional average of available observations

$$
\hat{\mu}(t)=\frac{J(t)}{N(t)} \sum_{i=1}^{n} O_{i}(t) X_{i}(t)
$$

where $N(t)=\sum_{i=1}^{n} O_{i}(t)$ is the number of available observations at time $t$ and $J(t)=1_{[N(t)>0]}$. The estimator is defined to be zero when $N(t)=0$. In Kraus (2015, Proposition 1) it was shown that under non-restrictive assumptions on the observation pattern the estimator $\hat{\mu}$ is consistent for the mean function $\mu$, namely, it was proven that $\mathrm{E}\|\hat{\mu}-\mu\|^{2}=O\left(n^{-1}\right)$ as $n \rightarrow \infty$. We now aim to provide the asymptotic distribution of the estimator. The result will be essential in the derivation of the limiting distribution of the test statistics that we construct afterwards.

We denote $\pi_{i}(t)=\mathrm{E} O_{i}(t)=\operatorname{Pr}\left\{O_{i}(t)=1\right\}$ and $\bar{\pi}(t)=n^{-1} \sum_{i=1}^{n} \pi_{i}(t)$. Furthermore, we denote by $U_{i}(s, t)=O_{i}(s) O_{i}(t)$ the indicator of observing the function values at the pair of arguments $s$ and $t$, and define $\nu_{i}(s, t)=\mathrm{E} U_{i}(s, t), \bar{\nu}(s, t)=n^{-1} \sum_{i=1}^{n} \nu_{i}(s, t)$ and $M(s, t)=\sum_{i=1}^{n} U_{i}(s, t)$. We need to introduce conditions on the observation pattern as follows.

## Condition 1.

(a) Let there be a function $\pi(t)$ such that $\pi_{0}=\inf _{t \in[0,1]} \pi(t)>0$ and $\sup _{t \in[0,1]}|\bar{\pi}(t)-\pi(t)| \rightarrow 0$ for $n \rightarrow \infty$.
(b) Let there be a function $\nu(s, t)$ such that $\bar{\nu}(s, t) \rightarrow \nu(s, t)$ for all $s, t \in[0,1]$.
(c) Let there be a value $\nu_{0}>0$ such that for each $(s, t) \in[0,1]^{2}$ either $\nu(s, t) \geq \nu_{0}$ or $\nu(s, t)=0$, and let the convergence $\sup _{(s, t) \in[0,1]^{2}}|\bar{\nu}(s, t)-\nu(s, t)| \rightarrow 0$ for $n \rightarrow \infty$ hold.
Condition (a) guarantees the consistency of the estimator $\hat{\mu}$, see Kraus (2015). Condition (b) is needed for the weak convergence of the estimator. Condition (C) is needed for consistent estimation of the covariance operator of the limiting distribution. We emphasize that no complete curves are required since these conditions may be satisfied even when the sample contains only fragments. We illustrate this attractive property in the simulation study in Section 5 .

When the observation indicators $O_{1}, \ldots, O_{n}$ are identically distributed, then Condition (a) is stafisfied if $\pi(t)=P\left\{O_{i}(t)=1\right\}$ is bounded away from zero, Condition (b) is satisfied automatically and Condition (c) is satisfied if for each $(s, t) \in[0,1]^{2}, \nu(s, t)=P\left\{O_{i}(s)=1, O_{i}(t)=1\right\}$ is either bounded away from zero or equal to zero. The case of non-identically distributed observation indicators may be relevant, for example, for designed experiments in which non-random, designed observation sets may vary across subjects.

By $\|\cdot\|_{2}$ below we denote the Hilbert-Schmidt norm of an operator.
Theorem 1. Assume that $\mathrm{E}\left(\left\|X_{1}\right\|^{2}\right)<\infty$. Let Conditions 1(a) and 1(b) hold. Then

$$
n^{1 / 2}\{\hat{\mu}(\cdot)-\mu(\cdot)\}, \quad N(\cdot)^{1 / 2}\{\hat{\mu}(\cdot)-\mu(\cdot)\}
$$

are asymptotically distributed as mean zero Gaussian processes with covariance operators $\mathscr{K}^{\prime}$, $\mathscr{K}^{\text {with }}$ kernels

$$
\kappa^{\prime}(s, t)=\pi(s)^{-1} \pi(t)^{-1} \nu(s, t) \rho(s, t), \quad \kappa(s, t)=\pi(s)^{-1 / 2} \pi(t)^{-1 / 2} \nu(s, t) \rho(s, t)
$$

respectively.
If, moreover, Condition 1(C) is satisfied, then $\mathscr{K}^{\prime}$ and $\mathscr{K}$ can be consistently estimated by the operators $\hat{\mathscr{K}}^{\prime}$ and $\hat{\mathscr{K}}$ with kernels $\hat{\kappa}^{\prime}(s, t)=\hat{\pi}(s)^{-1} \hat{\pi}(t)^{-1} \hat{\nu}(s, t) \hat{\rho}(s, t)$ and $\hat{\kappa}(s, t)=\hat{\pi}(s)^{-1 / 2} \hat{\pi}(t)^{-1 / 2} \hat{\nu}(s, t) \hat{\rho}(s, t)$,
respectively, i.e., $\mathrm{E}\left\|\hat{K}^{\prime}-\mathscr{K}^{\prime}\right\|_{2}^{2} \rightarrow 0$ and $\mathrm{E}\|\hat{\mathscr{K}}-\mathscr{K}\|_{2}^{2} \rightarrow 0$, where $\hat{\pi}(t)=N(t) / n, \hat{\nu}(s, t)=M(s, t) / n$, $\hat{\rho}(s, t)$ is the empirical covariance based on all complete pairs of function values at $s, t$, and the value of the kernels is set to 0 whenever $\hat{\pi}(s)$ or $\hat{\pi}(t)$ is 0 .

The proof of this and other theorems is provided in the Appendix. Since the observable functional variables may be non-identically distributed due to possibly non-identically distributed observation indicators, the proof uses a central limit theorem for non-identically distributed functional random variables given in the Appendix.

Notice that the covariance kernels $\kappa^{\prime}(s, t)$ and $\kappa(s, t)$ of the limiting distributions are zero when $\nu(s, t)=0$ regardless of the value of $\rho(s, t)$. Therefore, it is not necessary to estimate $\rho(s, t)$ at such points. This is why Condition 1 (c) does not require the function $\nu(s, t)$ to be bounded away from zero on the entire domain $[0,1]^{2}$ which is needed for the estimation of $\mathscr{R}$, as will be seen in Section 3. Condition 22a). This means that the theorem applies also in the context of short fragments of curves considered, e.g., by Delaigle and Hall (2016) or Descary and Panaretos (2019), where each curve in the sample is observed on a short interval and no completely observed curves are available.

### 2.2 Tests of equality of means in several populations

Let us now consider $K$ independent samples of functional data. Let the $j$ th sample $(j \in\{1, \ldots, K\})$ consist of independent curves $X_{j 1}, \ldots, X_{j n_{j}}$ coming from the same distribution with mean $\mu_{j}$ and covariance operator $\mathscr{R}_{j}$. The functions may not be observed completely. It is assumed that for each function $X_{j i}$ its values are available on a subset $O_{i j}$. Let the observation subsets be mutually independent and independent of the curves. Our aim is to test the null hypothesis that $\mu_{1}=\cdots=\mu_{K}$ against the general alternative that the null does not hold. The literature on hypothesis testing for means of functional data is rich. See, for example, Aue et al. (2009); Benko et al. (2009); Cao et al. (2012); Cuevas et al. (2004); Fogarty and Small (2014); Horváth and Kokoszka (2012); Liebl (2019); Mas (2007); Paparoditis and Sapatinas (2016b); Pini et al. (2018); Pini and Vantini (2016); Vsevolozhskaya et al. (2014); Zhang et al. (2010); Zhang (2013).

In the literature on complete functional samples there exist two main approaches to comparing mean functions. One is based on the $L^{2}$ distance between the means and one uses projections on finite dimensional subspaces.

The assessment of the hypothesis will be based on the contrasts of the group means and a null estimate of the common mean, i.e., on the differences $\hat{\mu}_{j}-\hat{\mu}, j \in\{1, \ldots, K\}$. Here we use $\hat{\mu}_{j}(t)=$ $J_{j}(t) N_{j}(t)^{-1} \sum_{i=1}^{n_{j}} O_{j i}(t) X_{j i}(t), j \in\{1, \ldots, K\}$, with $N_{j}(t)=\sum_{i=1}^{n_{j}} O_{j i}(t)$ and $J_{j}(t)=1_{\left[N_{j}(t)>0\right]}$. The estimator $\hat{\mu}$ is obtained as a weighted average of the group means in the form $\hat{\mu}(t)=\sum_{j=1}^{K} \hat{w}_{j}(t) \hat{\mu}_{j}(t)$ with weights

$$
\hat{w}_{j}(t)=\frac{N_{j}(t) / \hat{r}_{j}^{2}}{\sum_{k=1}^{K} N_{k}(t) / \hat{r}_{k}^{2}},
$$

where $\hat{r}_{j}^{2}=\operatorname{tr} \hat{\mathscr{R}}_{j}$ is the trace of the estimated covariance operator in the $j$ th sample (the estimators $\hat{\mathscr{R}}_{j}$ are discussed later). The role of the scaling by $\hat{r}_{j}^{2}$ is to account for possibly different covariance structures in the samples. This way of combining estimated means of heteroscedastic samples is inspired by the univariate case and its standard multivariate extensions. If the covariance structures are known to be the same in all samples, the factors $\hat{r}_{j}^{2}$ can be replaced by the trace of an estimator of the common covariance operator, which leads to the estimated mean based on the pooled sample of curves.

The first test we propose is inspired by the method of Cuevas et al. (2004) who in the context of fully observed functional data developed an ANOVA test based on the $L^{2}$ norms of the contrasts of the group means and the pooled sample mean. A two-sample version of the test using the nonparametric bootstrap was proposed by Benko et al. (2009). Horváth et al. (2013) studied a two-sample test based on the $L^{2}$ norm in the context of functional time series. The standardized contrast processes $N_{j}(\cdot)^{1 / 2}\left\{\hat{\mu}_{j}(\cdot)-\hat{\mu}(\cdot)\right\} / \hat{r}_{j}$, $j \in\{1, \ldots, K\}$ can be collected into a $K$-dimensional vector that is a random element of the product space $\left\{L^{2}([0,1])\right\}^{K}$ with inner product $\langle f, g\rangle=\sum_{j=1}^{K}\left\langle f_{j}, g_{j}\right\rangle$ for $f=\left(f_{1}, \ldots, f_{K}\right)^{\top}, g=\left(g_{1}, \ldots, g_{K}\right)^{\top}$. We use its $L^{2}$ norm as the test statistic, i.e., base the test on

$$
\begin{equation*}
T_{L^{2}}=\sum_{j=1}^{K}\left\|N_{j}(\cdot)^{1 / 2}\left\{\hat{\mu}_{j}(\cdot)-\hat{\mu}(\cdot)\right\} / \hat{r}_{j}\right\|^{2}=\sum_{j=1}^{K} \int_{0}^{1} N_{j}(t)\left\{\hat{\mu}_{j}(t)-\hat{\mu}(t)\right\}^{2} / \hat{r}_{j}^{2} d t \tag{1}
\end{equation*}
$$

and reject when the value of the statistic is significantly large.
Another main approach to curve mean testing uses dimension reduction. See, e.g., Aue et al. (2009), Horváth and Kokoszka (2012) or Horváth et al. (2013). The idea is to focus on a finite number of important features of the infinite-dimensional data. The functional observations are projected on a finite-dimensional subspace and multivariate ANOVA or a similar multivariate procedure is applied to the resulting vectors of Fourier scores. This strategy is not directly applicable in the situation of incompletely observed curves because, unlike in the fully observed case, Fourier scores of functional fragments cannot be computed by numerical integration as inner products of the functional variable and the basis function since the functional variable is not available on the entire domain.

Let $\hat{\psi}_{1}, \ldots, \hat{\psi}_{d}$ be some linearly independent functions in $L^{2}([0,1])$. Without loss of generality we assume that they are orthonormal. These functions may be either deterministic or random (estimated from the data). In the construction of our projection tests we use Fourier scores of the standardized contrast processes with respect to the basis functions $\hat{\psi}_{l}$. We denote these scores $Q_{j l}=\left\langle N_{j}(\cdot)\left\{\hat{\mu}_{j}(\cdot)-\hat{\mu}(\cdot)\right\}, \hat{\psi}_{l}\right\rangle /\left(\hat{r}_{j} n_{j}^{1 / 2}\right)$, $j \in\{1, \ldots, K\}, l \in\{1, \ldots, d\}$ and collect them in the score vector $Q=\left(Q_{11}, \ldots, Q_{1 d}, \ldots, Q_{K 1}, \ldots, Q_{K d}\right)^{\top}$. The score statistic is the quadratic form

$$
\begin{equation*}
T_{d}=Q^{\top} \hat{V}^{-} Q, \tag{2}
\end{equation*}
$$

where $\hat{V}^{-}$is the Moore-Penrose pseudoinverse of the estimated $(K d) \times(K d)$ covariance matrix of $Q$ whose entry on the position with index $(j l, k m)$ is

$$
\hat{V}_{j l, k m}=\left\langle\hat{\pi}_{j}^{1 / 2} \hat{\psi}_{l}, \hat{\mathscr{V}}_{j k}\left(\hat{\pi}_{k}^{1 / 2} \hat{\psi}_{m}\right)\right\rangle=\int_{[0,1]^{2}} \hat{\pi}_{j}(s)^{1 / 2} \hat{\psi}_{l}(s) \hat{v}_{j k}(s, t) \hat{\psi}_{m}(t) \hat{\pi}_{k}(t)^{1 / 2} d s d t
$$

for $j, k \in\{1, \ldots, K\}, l, m \in\{1, \ldots, d\}$. Here $\hat{\mathscr{V}}_{j k}$ is the covariance operator with kernel

$$
\begin{equation*}
\hat{v}_{j k}(s, t)=\sum_{l=1}^{K} \hat{r}_{j}^{-1}\left\{\delta_{j l}-N_{j}(s)^{1 / 2} \hat{w}_{l}(s) N_{l}(s)^{-1 / 2}\right\} \hat{\kappa}_{l}(s, t)\left\{\delta_{k l}-N_{k}(t)^{1 / 2} \hat{w}_{l}(t) N_{l}(t)^{-1 / 2}\right\} \hat{r}_{k}^{-1}, \tag{3}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta. The test rejects for large values of $T_{d}$.
Analogously to the case of one group considered in Subsection 2.1, we denote for $j \in\{1, \ldots, K\}$, $i \in\left\{1, \ldots, n_{j}\right\}$ the following quantities characterizing the observation patterns in each group, $\pi_{j i}(t)=$ $\mathrm{E} O_{j i}(t)=\operatorname{Pr}\left(O_{j i}(t)=1\right), \bar{\pi}_{j}(t)=n_{j}^{-1} \sum_{i=1}^{n_{j}} \pi_{j i}(t), U_{j i}(s, t)=O_{j i}(s) O_{j i}(t), \nu_{j i}(s, t)=\mathrm{E} U_{j i}(s, t)$, $\bar{\nu}_{j}(s, t)=n_{j}^{-1} \sum_{i=1}^{n_{j}} \nu_{i j}(s, t)$ and $M_{j}(s, t)=\sum_{i=1}^{n_{j}} U_{j i}(s, t)$. Under mild assumptions we obtain the asymptotic distribution of both test statistics.

Theorem 2. For $j \in\{1, \ldots, K\}$ assume that $n_{j} \rightarrow \infty, n_{j} /\left(n_{1}+\cdots+n_{K}\right) \rightarrow a_{j}>0$ and $\mathrm{E}\left\|X_{j 1}\right\|^{2}<\infty$. Let the observation patterns in each group satisfy Condition 1. Then under the null hypothesis of equal means we obtain the following results:
(i) The test statistic $T_{L^{2}}$ is asymptotically distributed as $\sum_{k=1}^{\infty} \gamma_{k} C_{k}$, where $C_{k}$ are independent chi-square distributed variables with one degree of freedom and $\gamma_{k}$ can be consistently estimated by the eigenvalues of the operator $\hat{\mathscr{V}}$ given in (3).
(ii) Assume that there exist linearly independent non-random functions $\psi_{1}, \ldots, \psi_{d}$ such that $\left\|\hat{\psi}_{l}-\psi_{l}\right\| \xrightarrow{P} 0$ for $l \in\{1, \ldots, d\}$. Then the test statistic $T_{d}$ is asymptotically chi-square distributed with $(K-1) d$ degrees of freedom.

The test statistic based on the $L^{2}$ norm is not distribution-free but the critical values can be obtained straightforwardly by simulation, provided that the eigenvalues of $\hat{\mathscr{V}}$ consistently estimate $\gamma_{k}$. Similarly, the consistency of $\hat{\mathscr{V}}$ (and hence of $\hat{V}$ ) is needed for the score statistic. The consistency of $\hat{\mathscr{V}}$ is guaranteed by Condition 1 (c). It may sometimes happen that $M_{j}(s, t)$ is low for some $s, t$, making the estimator $\hat{\mathscr{V}}$ less reliable. For this reason, and also for computational reasons, to avoid the estimation of the limiting covariance one can use the bootstrap method, as we describe in Section 4.

In the literature on complete functional data, the most common choice of the basis functions for the projection test is derived from principal component analysis (see Horváth and Kokoszka (2012) and references therein, or Fremdt et al. (2014)). The approach uses several leading eigenfunctions of the pooled sample
covariance operator. The motivation for this choice is the property that the first eigenfunctions capture the principal modes of variation, the most important features of random deviations of the functional variables from the mean. Another approach is to use a fixed set of basis functions, such as several elements of the Fourier basis of sines and cosines or several orthornormal Legendre polynomials.

For several reasons we prefer deterministic bases to the basis of eigenfunctions. One drawback of the latter approach is that the principal components of variability may be only weakly related or entirely unrelated (orthogonal) to the differences between the mean functions, resulting in a test that is weak or inconsistent against this alternative. It may of course happen that the deterministic functions we choose are orthogonal to the alternative too, or that the leading eigenfunctions capture the mean differences well. However, with fixed functions it is at least possible to say before the analysis which alternatives can be detected. With principal components it is not known beforehand which departures from the null can be captured because the eigenfunctions are usually unknown. Moreover, their property of capturing the largest portion of variability, which is typically the main argument for using them, is not exactly what one wishes in mean testing. In fact, one would rather wish to maximize the signal-to-noise ratio or non-centrality, which, for example, in the case of components with equal magnitude of means would mean to minimize variability. In reality, the true interplay between the magnitude of components of the mean difference and their variability is not known, and we, therefore, prefer fixed functions.

The choice of the number of basis functions is important with projection methods. For the approach using eigenfunctions, we follow the recommendation of Horváth et al. (2013) to use the smallest number of components needed to explain at least $85 \%$ of the total variability. For the method using fixed functions, in light of the above discussion of the relation of the power and variability we do not base the choice of $d$ on the explained variability. Instead, we can specify what shape differences we wish to detect and use the corresponding basis functions. For example, using just $d=3$ Legendre polynomials describing constant, monotonic as well as convex or concave non-monotonic differences seems to be a good choice in many applications.

## 3 Covariance inference under partial observation

### 3.1 Asymptotics for the estimated covariance operator and principal components

Given a collection of independent realizations of curves $X_{1}, \ldots, X_{n}$ with mean function $\mu$ and covariance operator $\mathscr{R}$ observed on subsets $O_{1}, \ldots, O_{n}$, the covariance function $\rho(s, t)$ can be estimated by the empirical covariance using pairwise complete observations, that is, by

$$
\hat{\rho}(s, t)=\frac{I(s, t)}{M(s, t)} \sum_{i=1}^{n} U_{i}(s, t)\left\{X_{i}(s)-\hat{\mu}_{s t}(s)\right\}\left\{X_{i}(t)-\hat{\mu}_{s t}(t)\right\},
$$

where $I(s, t)=1_{[M(s, t)>0]}$ and

$$
\hat{\mu}_{s t}(s)=\frac{1_{[M(s, t)>0]}}{M(s, t)} \sum_{i=1}^{n} U_{i}(s, t) X_{i}(s) .
$$

If $M(s, t)=0$, we define $\hat{\rho}(s, t)=0$ and $\hat{\mu}_{s t}(s)=0$. Under certain assumptions on the observation pattern, the operator $\hat{\mathscr{R}}$ with kernel $\hat{\rho}(s, t)$ was shown to be a consistent estimator of $\mathscr{R}$ in Kraus 2015 , Proposition 1).

In the theorem below we give the asymptotic distribution under a set of conditions for which we denote $E_{i}(s, t, u, v)=O_{i}(s) O_{i}(t) O_{i}(u) O_{i}(v)$, the indicator that the observation of $X_{i}$ at points $s, t, u, v$ is available, and set $\theta_{i}(s, t, u, v)=\operatorname{Pr}\left\{E_{i}(s, t, u, v)=1\right\}, \bar{\theta}(s, t, u, v)=\sum_{i=1}^{n} \theta_{i}(s, t, u, v) / n$ and $L(s, t, u, v)=$ $\sum_{i=1}^{n} E_{i}(s, t, u, v)$.

## Condition 2.

(a) Let there be a function $\nu(s, t)$ such that $\nu_{0}=\inf _{(s, t) \in[0,1]^{2}} \nu(s, t)>0$ and $\sup _{(s, t) \in[0,1]^{2}}|\bar{\nu}(s, t)-\nu(s, t)| \rightarrow$ 0 for $n \rightarrow \infty$.
(b) Let there be a function $\theta(s, t, u, v)$ such that $\bar{\theta}(s, t, u, v) \rightarrow \theta(s, t, u, v)$ for all $s, t, u, v \in[0,1]$.
(c) Let there be a value $\theta_{0}>0$ such that for each $(s, t, u, v) \in[0,1]^{4}$ either $\theta(s, t, u, v) \geq \theta_{0}$ or $\theta(s, t, u, v)=0$, and let the convergence $\sup _{(s, t, u, v) \in[0,1]^{4}}|\bar{\theta}(s, t, u, v)-\theta(s, t, u, v)| \rightarrow 0$ for $n \rightarrow \infty$ hold.
Condition (a) means that there are enough observations at all pairs of arguments. The condition is needed for the consistency of $\hat{\mathscr{R}}$, see Kraus (2015) for a proof under an essentially equivalent condition. Condition (b) guarantees the weak convergence in the theorem below, and the additional condition (c) guarantees that the covariance of the asymptotic distribution can be estimated. We stress that these conditions do not require that the data contain any complete curves. They may be satisfied even in situations, where all functional observations are fragmentary. When the observation indicators $O_{1}, \ldots, O_{n}$ are identically distributed, then Condition (a) is stafisfied if $\nu(t)=P\left\{O_{i}(s)=1, O_{i}(t)=1\right\}$ is bounded away from zero, Condition (b) is satisfied automatically and Condition (c) is satisfied if for each $(s, t, u, v) \in[0,1]^{4}$, $\theta(s, t, u, v)=P\left\{O_{i}(s)=1, O_{i}(t)=1, O_{i}(u)=1, O_{i}(v)=1\right\}$ is either bounded away from zero or equal to zero.

Theorem 3. Assume that $\mathrm{E}\left(\left\|X_{1}\right\|^{4}\right)<\infty$. Let Conditions 2 (a) and 2 b) hold. Then $n^{1 / 2}(\hat{\mathscr{R}}-\mathscr{R})$ and the operator with kernel $M(\cdot, \cdot)^{1 / 2}\{\hat{\rho}(\cdot, \cdot)-\rho(\cdot, \cdot)\}$ are asymptotically distributed as mean zero Gaussian operators whose covariance operators $\mathfrak{H}^{\prime}$, $\mathfrak{H}$ have kernels

$$
\begin{aligned}
\eta^{\prime}(s, t, u, v) & =\nu(s, t)^{-1} \nu(u, v)^{-1} \theta(s, t, u, v)\{\zeta(s, t, u, v)-\rho(s, t) \rho(u, v)\} \\
\eta(s, t, u, v) & =\nu(s, t)^{-1 / 2} \nu(u, v)^{-1 / 2} \theta(s, t, u, v)\{\zeta(s, t, u, v)-\rho(s, t) \rho(u, v)\}
\end{aligned}
$$

respectively, where $\zeta(s, t, u, v)=\mathrm{E}[\{X(s)-\mu(s)\}\{X(t)-\mu(t)\}\{X(u)-\mu(u)\}\{X(v)-\mu(v)\}]$.
If, in addition, Condition 2(c) is satisfied, then $\mathfrak{H}^{\prime}$ and $\mathfrak{H}$ can be consistently estimated by the operators $\hat{\mathfrak{H}}^{\prime}$ and $\hat{\mathfrak{H}}$ with kernels $\hat{\eta}^{\prime}(s, t, u, v)=\hat{\nu}(s, t)^{-1} \hat{\nu}(u, v)^{-1} \hat{\theta}(s, t, u, v)\{\hat{\zeta}(s, t, u, v)-\hat{\rho}(s, t) \hat{\rho}(u, v)\}$ and $\hat{\eta}(s, t, u, v)=$ $\hat{\nu}(s, t)^{-1 / 2} \hat{\nu}(u, v)^{-1 / 2} \hat{\theta}(s, t, u, v)\{\hat{\zeta}(s, t, u, v)-\hat{\rho}(s, t) \hat{\rho}(u, v)\}$, respectively, i.e., $\mathrm{E}\left\|\hat{\mathfrak{H}}^{\prime}-\mathfrak{H}^{\prime}\right\|_{2}^{2} \rightarrow 0$ and $\mathrm{E} \| \hat{\mathfrak{H}}-$ $\mathfrak{H} \|_{2}^{2} \rightarrow 0$, where $\hat{\eta}^{\prime}(s, t, u, v)$ and $\hat{\eta}(s, t, u, v)$ are set to 0 whenever $\hat{\nu}(s, t)$ or $\hat{\nu}(u, v)$ is $0, \hat{\theta}(s, t, u, v)=$ $L(s, t, u, v) / n$ and $\hat{\zeta}(s, t, u, v)$ is the empirical fourth central moment of the functional random variable computed using all complete quadruples of function values at arguments $s, t, u, v$.

The weak convergence in the theorem above is on the separable Hilbert space of Hilbert-Schmidt operators equipped with the Hilbert-Schmidt norm $\|\cdot\|_{2}$. The limiting covariance operator $\mathfrak{H}$ is an operator that maps a Hilbert-Schmidt operator $\mathscr{F}$ with kernel $f(u, v)$ to an operator with kernel $\int_{0}^{1} \int_{0}^{1} \eta(s, t, u, v) f(u, v) d u d v$, similarly for other objects in the theorem.

Next, we study the estimators $\hat{\lambda}_{m}$ and $\hat{\varphi}_{m}$ of the eigenvalues and eigenfunctions of $\mathscr{R}$. The estimators are obtained by the eigendecomposition of $\mathscr{R}$. Their root- $n$ consistency was established by Kraus (2015, Proposition 2). Here we find the approximate distribution of the fluctuation of the estimators around their true counterparts (with appropriate sign for the eigenfunctions as usual).

Theorem 4. Assume that $\mathrm{E}\left(\left\|X_{1}\right\|^{4}\right)<\infty$ and $\mathscr{R}$ has eigenvalues with multiplicity 1. Let Conditions 2(a) and 2(b) hold. Denote by $\mathscr{H}^{\prime \infty}$ a random operator following the limiting Gaussian distribution of $n^{1 / 2}(\mathscr{R}-$ $\mathscr{R})$ with mean zero and covariance $\mathfrak{H}^{\prime}$ given in Theorem 3. Then, for $n \rightarrow \infty$, we obtain the following results:
(i) $n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right)$ is asymptotically distributed as $\left\langle\mathscr{H}^{\prime \infty} \varphi_{m}, \varphi_{m}\right\rangle$, which is a normal variable with mean zero and variance

$$
\int_{[0,1]^{4}} \varphi_{m}(s) \varphi_{m}(t) \eta^{\prime}(s, t, u, v) \varphi_{m}(u) \varphi_{m}(v) d s d t d u d v
$$

(ii) $n^{1 / 2}\left(\hat{\varphi}_{m}-\hat{s}_{m} \varphi_{m}\right)$, where $\hat{s}_{m}=\operatorname{sign}\left\langle\hat{\varphi}_{m}, \varphi_{m}\right\rangle$, is asymptotically distributed as the Gaussian random function $\mathscr{Q}_{m} \mathscr{H}^{\prime \infty} \varphi_{m}$, where

$$
\mathscr{Q}_{m}=\sum_{\substack{k=1 \\ k \neq m}}^{\infty} \frac{\varphi_{k} \otimes \varphi_{k}}{\lambda_{m}-\lambda_{k}} .
$$

The limiting covariance operator of $n^{1 / 2}\left(\hat{\varphi}_{m}-\hat{s}_{m} \varphi_{m}\right)$ is

$$
\sum_{\substack{k=1 \\ k \neq m}}^{\infty} \sum_{\substack{l=1 \\ l \neq m}}^{\infty} \frac{\varphi_{k} \otimes \varphi_{l}}{\left(\lambda_{m}-\lambda_{k}\right)\left(\lambda_{m}-\lambda_{l}\right)} \int_{[0,1]^{4}} \varphi_{k}(s) \varphi_{m}(t) \eta^{\prime}(s, t, u, v) \varphi_{m}(u) \varphi_{l}(v) d s d t d u d v .
$$

If, additionally, Condition (2)(c) is satisfied, then the limiting variance and covariance above can be consistently estimated by plugging-in estimates from Theorem 3.

The theorem is proved in the Appendix with the help of perturbation theory. The theorem generalizes the classic results of Dauxois et al. (1982) who considered completely observed functions. See Kokoszka and Reimherr (2013) for related results for functional time series. In the case of complete Gaussian curves Dauxois et al. (1982) showed that the limiting covariance structure of the empirical covariance operator simplifies (see also Panaretos et al. 2010) which eventually leads to a simpler form of the limiting variance of the empirical eigenvalue, namely to $2 \lambda_{m}^{2}$. No such simplification is in general possible in the case of incomplete curves, even if they are Gaussian. Therefore, to make inference about eigenvalues or eigenfunctions, e.g., to construct confidence intervals, one possibility is to estimate the function $\eta^{\prime}(s, t, u, v)$ and use the complicated expressions above for the limiting covariance structure. In Section 4 we provide an alternative approach based on the bootstrap which enables to avoid the possibly unstable estimation of $\eta^{\prime}$ and computer memory demanding storage and manipulation with the estimate.

### 3.2 Testing the equality of covariance operators

We now study tests for equality of covariance operators of several populations. Let there be $K$ independent samples of partially observed functions with mean $\mu_{j}$ and covariance $\mathscr{R}_{j}$ in the $j$ th sample, as described in Subsection 2.2. We aim to test the null hypothesis that $\mathscr{R}_{1}=\cdots=\mathscr{R}_{K}$ against the general alternative. The general problem of hypothesis testing for covariance operators was previously studied in various contexts by various methods. See, e.g., Benko et al. (2009); Boente et al. (2017); Cabassi et al. (2017); Fremdt et al. (2013); Guo et al. (2018a b); Jarušková (2013); Kashlak et al. (2018); Kraus and Panaretos (2012); Masarotto (2019); Panaretos et al. (2010); Paparoditis and Sapatinas (2016b); Pigoli et al. (2014); Pini et al. (2019); Zhang (2013); Zhang and Liang (2014).

Tests of the null hypothesis of equal covariance operators can be based on the differences between the estimators $\hat{\mathscr{R}}_{j}$ and the null estimator $\hat{\mathscr{R}}$ which is the pooled covariance operator with kernel

$$
\hat{\rho}(s, t)=\sum_{j=1}^{K} \hat{w}_{j}(s, t) \hat{\rho}_{j}(s, t),
$$

where

$$
\hat{w}_{j}(s, t)=\frac{M_{j}(s, t)}{\sum_{k=1}^{K} M_{k}(s, t)}
$$

The differences are expressed by the constrast operators with kernels $M_{j}(\cdot, \cdot)^{1 / 2}\left\{\hat{\rho}_{j}(\cdot, \cdot)-\hat{\rho}(\cdot, \cdot)\right\}$. We propose two types of tests measuring the importance of the contrasts: one approach is based on the Hilbert-Schmidt norm of the contrasts and one is based on their projections on a subspace.

The first approach is inspired by methods that were previously considered in the case of fully observed functions, e.g., by Boente et al. (2017). The importance of the contrasts is expressed by the Hilbert-Schmidt norm. The test statistic takes the form

$$
\begin{equation*}
S_{\mathrm{HS}}=\sum_{j=1}^{K}\left\|M_{j}(\cdot, \cdot)^{1 / 2}\left\{\hat{\rho}_{j}(\cdot, \cdot)-\hat{\rho}(\cdot, \cdot)\right\}\right\|_{2}^{2}=\sum_{j=1}^{K} \int_{[0,1]^{2}} M_{j}(s, t)\left\{\hat{\rho}_{j}(s, t)-\hat{\rho}(s, t)\right\}^{2} d s d t \tag{4}
\end{equation*}
$$

(in this notation we identify kernels and the corresponding operators).
The second approach uses projections of the contrasts onto a finite-dimensional subspace of the space of Hilbert-Schmidt operators. This type of tests was used for complete functions in various settings, e.g., by Horváth et al. (2010), Panaretos et al. (2010), Panaretos et al. (2011), Kraus and Panaretos (2012), Fremdt et al. (2013), and JJarušková (2013). It is natural to project on the subspace generated by the leading eigenfunctions of $\hat{\mathscr{R}}$ because they carry information about the object of interest, the covariance operator (unlike in the case of mean functions where we prefer to use a fixed basis for the projection test). Let $\hat{\varphi}_{1}, \ldots, \hat{\varphi}_{d}$ be the first $d$ eigenfunctions of $\hat{\mathscr{R}}$. Then the operators

$$
\hat{\mathscr{U}}_{l m}= \begin{cases}\hat{\varphi}_{l} \otimes \hat{\varphi}_{l}, & l=m \\ \left(\hat{\varphi}_{l} \otimes \hat{\varphi}_{m}+\hat{\varphi}_{m} \otimes \hat{\varphi}_{l}\right) / 2^{1 / 2}, & l<m\end{cases}
$$

with kernels $\hat{u}_{l l}(s, t)=\hat{\varphi}_{l}(s) \hat{\varphi}_{l}(t)$ and $\hat{u}_{l m}(s, t)=\left\{\hat{\varphi}_{l}(s) \hat{\varphi}_{m}(t)+\hat{\varphi}_{m}(s) \hat{\varphi}_{l}(t)\right\} / 2^{1 / 2}, l<m$ form an orthonormal basis of a $d(d+1) / 2$-dimensional subspace of $\operatorname{HS}\left(L^{2}([0,1])\right)$. The Fourier coefficients of the projection of the $j$ th standardized contrast on this subspace are

$$
\begin{equation*}
R_{j l m}=\left\langle M_{j}(\cdot, \cdot)\left\{\hat{\rho}_{j}(\cdot, \cdot)-\hat{\rho}(\cdot, \cdot)\right\} / n_{j}^{1 / 2}, \hat{\mathscr{U}}_{l m}\right\rangle=\int_{[0,1]^{2}} M_{j}(s, t)\left\{\hat{\rho}_{j}(s, t)-\hat{\rho}(s, t)\right\} \hat{u}_{l m}(s, t) d s d t / n_{j}^{1 / 2} \tag{5}
\end{equation*}
$$

Denote by $R$ the $K d(d+1) / 2$-dimensional score vector with components $R_{j l m}, j \in\{1, \ldots, K\}, 1 \leq l \leq$ $m \leq d$. The test statistic measures the size of the projection of the contrast operators on the subspace. It takes the form

$$
\begin{equation*}
S_{d}=R \hat{W}^{-} R, \tag{6}
\end{equation*}
$$

where $\hat{W}^{-}$is the Moore-Penrose pseudoinverse of the estimator of the asymptotic covariance matrix whose entry with indices $(j l m, k p q)$ is

$$
\begin{align*}
\hat{W}_{j l m, k p q} & =\left\langle\hat{\nu}_{j}(\cdot, \cdot)^{1 / 2} \hat{u}_{l m}(\cdot, \cdot), \hat{\mathfrak{B}}_{j k}\left\{\hat{\nu}_{k}(\cdot, \cdot)^{1 / 2} \hat{u}_{p q}(\cdot, \cdot)\right\}\right\rangle \\
& =\int_{[0,1]^{4}} \hat{\nu}_{j}(s, t)^{1 / 2} \hat{u}_{l m}(s, t) \hat{\beta}_{j k}(s, t, u, v) \hat{u}_{p q}(u, v) \hat{\nu}_{k}(u, v)^{1 / 2} d s d t d u d v \tag{7}
\end{align*}
$$

$j, k=1, \ldots, K, 1 \leq l \leq m \leq d, 1 \leq p \leq q \leq d$. The kernel of $\hat{\mathfrak{B}}_{j k}$ is

$$
\begin{align*}
\hat{\beta}_{j k}(s, t, u, v)= & \sum_{l=1}^{K}\left\{\delta_{j l}-M_{j}(s, t)^{1 / 2} \hat{w}_{l}(s, t) M_{l}(s, t)^{-1 / 2}\right\} \hat{\eta}_{l}(s, t, u, v)  \tag{8}\\
& \times\left\{\delta_{k l}-M_{k}(u, v)^{1 / 2} \hat{w}_{l}(u, v) M_{l}(u, v)^{-1 / 2}\right\} .
\end{align*}
$$

We now give the asymptotic distribution of the Hilbert-Schmidt and projection statistics.
Theorem 5. For $j \in\{1, \ldots, K\}$ assume that $n_{j} \rightarrow \infty, n_{j} /\left(n_{1}+\cdots+n_{K}\right) \rightarrow a_{j}>0, \mathrm{E}\left\|X_{j 1}\right\|^{4}<\infty$ and all eigenvalues of $\mathscr{R}_{j}$ have multiplicity 1. Let the observation patterns in each group satisfy Condition 2. Then under the null hypothesis of equal covariance operators we obtain the following results:
(i) The test statistic $S_{\mathrm{HS}}$ is asymptotically distributed as $\sum_{k=1}^{\infty} \delta_{k} C_{k}$, where $C_{k}$ are independent chi-square distributed variables with one degree of freedom and $\delta_{k}$ can be consistently estimated by the eigenvalues of the operator $\hat{\mathfrak{B}}$ given in (8).
(ii) The test statistic $S_{d}$ is asymptotically chi-square distributed with $(K-1) d(d+1) / 2$ degrees of freedom.

The asymptotic distribution of $S_{\mathrm{HS}}$ can be approximated by simulation like in Boente et al. (2017). Section 4 presents a practical bootstrap implementation of these tests in which it is not necessary to compute the operator $\hat{\mathfrak{B}}$.

Tests based directly on covariance operators are not the only option. As an alternative we explore the approach of Pigoli et al. (2014) who argue that although covariance operators are contained in the Hilbert space of Hilbert-Schmidt operators, they do not form a linear subspace, and propose other distances than those based on the difference of covariances, such as the Procrustes distance and the square root distance. This direction of research was further investigated by Cabassi et al. (2017) and Masarotto (2019). One of the proposals of Pigoli et al. (2014) was to use the Hilbert-Schmidt distance between square root covariance operators $d_{\text {sqrt }}\left(\mathscr{R}_{1}, \mathscr{R}_{2}\right)=\left\|\mathscr{R}_{1}^{1 / 2}-\mathscr{R}_{2}^{1 / 2}\right\|_{2}$. They report good power results for a two-sample test of equal covariances in the setting of complete functions based on this distance between estimated operators, $d_{\text {sqrt }}\left(\hat{\mathscr{R}}_{1}, \hat{\mathscr{R}}_{2}\right)$. We extend this approach to $K$ samples consisting of partially observed functions.

Since the data may contain incomplete functions, the empirical covariance operators $\hat{\mathscr{R}}_{j}$ used before may have negative eigenvalues. To be able to work with empirical square root covariance operators, we need to modify the covariance estimators to ensure they are non-negative definite. We use

$$
\hat{\mathscr{R}}_{j+}=\sum_{l=1}^{n_{j}}\left(\hat{\lambda}_{j l}\right)_{+} \hat{\varphi}_{j l} \otimes \hat{\varphi}_{j l},
$$

where $\left(\hat{\lambda}_{j l}\right)_{+}=\max \left(\hat{\lambda}_{j l}, 0\right)$ is the positive part of the eigenvalue $\hat{\lambda}_{j l}$ of $\hat{\mathscr{R}}_{j}$ and $\hat{\varphi}_{j l}$ is the corresponding eigenfunction. As discussed in Kraus (2015), negative eigenvalues are typically of small magnitude in comparison with leading eigenvalues and, therefore, are negligible in practice. For a test statistic, we need to use the distance $d_{\text {sqrt }}$ to define a null estimator of $\mathscr{R}$ and contrasts between the group estimators $\hat{\mathscr{R}}_{j+}$ and the null estimator. The common covariance operator can be estimated by

$$
\hat{\mathscr{R}}_{\mathrm{sqrt}}=\left(\frac{\sum_{j=1}^{K} n_{j} \hat{\mathscr{R}}_{j+}^{1 / 2}}{\sum_{j=1}^{K} n_{j}}\right)^{2}
$$

which is the weighted Fréchet mean of the group-specific operators, i.e., the minimizer with respect to $\mathscr{R}$ of $\sum_{j=1}^{K} n_{j} d_{\text {sqrt }}\left(\hat{\mathscr{R}}_{j+}, \mathscr{R}\right)^{2}$.

The attained minimum of this objective function,

$$
\begin{equation*}
S_{\mathrm{sqrt}}=\sum_{j=1}^{K} n_{j} d_{\mathrm{sqrt}}\left(\hat{\mathscr{R}}_{j+}, \hat{\mathscr{R}}_{\mathrm{sqrt}}\right)^{2}=\sum_{j=1}^{K}\left\|n_{j}^{1 / 2}\left(\hat{\mathscr{R}}_{j+}^{1 / 2}-\hat{\mathscr{R}}_{\mathrm{sqrt}}^{1 / 2}\right)\right\|_{2}^{2}, \tag{9}
\end{equation*}
$$

can serve as a test statistic for comparing covariance operators in $K$ samples. The statistic summarizes the size of the contrasts between the group and null estimators of the square root covariance operator. Following Pigoli et al. (2014) we use resampling to approximate the null distribution of the statistic.

Notice that the contrasts between the group and null estimators in $S_{\text {sqrt }}$ and $S_{\mathrm{HS}}$ are weighted differently. In $S_{\mathrm{HS}}$ we weight the contrast kernels by $M_{j}(s, t)^{1 / 2}$ which in the fragmentary setting reflects the accuracy of the estimation of the covariance kernel at each point of $[0,1]^{2}$ due to the number of observations available at that point. In $S_{\text {sqrt }}$ this would not be meaningful because the square root covariance operator is a function of the entire covariance operator and thus the accuracy of the estimation of the square root covariance kernel at one point depends also on the numbers of available observations at all other points. We therefore simply weight by $n_{j}^{1 / 2}$ reflecting the overall accuracy of the square root covariance estimator. Both $S_{\mathrm{HS}}$ and $S_{\text {sqrt }}$ are the attained minimum of the corresponding objective functional that defines the null estimator.

## 4 Practical implementation and bootstrap approximations

Functional data procedures are practically implemented by discretization. Functional observations are evaluated at $q$ points of a grid in the domain. Functions then correspond to $q$-vectors (possibly with missing values), operators on the function space correspond to $(q \times q)$-matrices and operators on operators correspond to four-way arrays with all dimensions $q$.

To make inference (tests and confidence intervals), one can use the asymptotic distributions found in the previous section. However, the implementation of such procedures would be excessively demanding in terms of computer memory, especially in the case of covariance inference. For example, when the evaluation grid consists of $q=100$ points, arrays such as the one corresponding to the fourth moment kernel $\zeta(s, t, u, v)$ contain $q^{4}=10^{8}$ entries. To compare covariances, e.g., in $K=3$ samples, one would have to work with an array with $K^{2} q^{4}=9 \times 10^{8}$ entries whose size already approaches the memory limits of usual computers, even if symmetry is exploited. In the case of multivariate, spatial or image data the number of evaluation points $q$ is typically much larger than for functions of a one-dimensional argument. Aston et al. (2017) give an example of acoustic phonetic data with bivariate, time-frequency argument with $q=8100$. In conclusion, the size of objects representing the asymptotic covariance structure for tests or confidence intervals may be far beyond memory limits.

Projection covariance tests for complete functions can avoid the computation, storage and manipulation with such large arrays by computing principal scores of each function with respect to the required low number $d$ of eigenfunctions (Horváth et al., 2010, Panaretos et al., 2010, 2011; Fremdt et al., 2013). The covariance matrix of the score then depends on easy-to-handle $d$-dimensional four-way arrays instead of large $q$-dimensional four-way arrays. This dimension reduction approach is not applicable in the case of incomplete functions because the principal scores $\left\langle X_{j i}-\hat{\mu}_{j}, \hat{\varphi}_{m}\right\rangle$ cannot be computed when $X_{j i}$ is available only on a subset of its domain (they can only be predicted, see Kraus, 2015). Therefore, even the computation of the projection test statistic (6) is difficult due the large arrays the matrix $\hat{W}$ depends on.

The computation of the Hilbert-Schmidt statistic (4) and the square root covariance statistic (9) does not involve large four-way arrays. However, to use the asymptotic distribution of $S_{\mathrm{HS}}$ (see Theorem 5) one needs to estimate the eigenvalues of an operator on operators. Upon discretization and vectorization, this leads to a large eigenproblem of dimension $\left(K q^{2}\right) \times\left(K q^{2}\right)$, e.g., $30000 \times 30000$ for $K=3, q=100$. Again, dimension reduction cannot be used due to incomplete functions.

To overcome these difficulties we use the bootstrap. For completely observed functional data bootstrap tests of equal mean functions or covariance operators were studied by Benko et al. (2009) and Paparoditis and Sapatinas 2016 ba ). In our missing data setting, all bootstrap procedures consist of appropriate resampling of fragmentary curves, which means that each bootstrap sample is again a collection of partially observed functions. The proposed procedures enable to completely avoid the computation of each entry of the large four-way covariance array and the storage and decomposition of the whole array.

The implementation of the tests of equal means is described in Algorithm 1. To correctly reproduce the limiting distribution of the group mean estimators under the null, the resampling is done separately in each group of groupwise centred fragmentary observations. The stratification guarantees that neither the missingness patterns nor distributional characteristics of the functions beyond the means need to be equal in all groups. The $L^{2}$ statistic is computed directly for each bootstrap sample and the observed value is then compared with the resampled values. The direct computation of the projection test statistic from observed or resampled data would require the estimation of the covariance functions $\hat{v}_{j k}$ in (3), which may be memory demanding and possibly unstable in regions with few complete pairs. We avoid it by estimating the covariance matrix of the score vector from the resampled score vectors, calculating the quadratic form statistic using the observed score vector and the bootstrap estimate of its covariance matrix, and comparing it with its asymptotic chi-square distribution.

```
Algorithm 1 Bootstrap approximation for tests of equal mean functions
    Calculate \(\hat{\mu}_{j}\) from observed samples of fragments \(X_{j 1}, \ldots, X_{j n_{j}}, j=1, \ldots, K\), and \(\hat{\mu}\)
    Calculate the test statistic \(T_{L^{2}}\) and the score vector \(Q\)
    Set \(X_{j i 0}=X_{j i}-\hat{\mu}_{j}+\hat{\mu}\)
    For \(b=1, \ldots, B\)
        For each \(j=1, \ldots, K\), sample with replacement from fragments \(X_{j 10}, \ldots, X_{j n_{j} 0}\)
        to get fragments \(X_{j 10}^{*}, \ldots, X_{j n_{j} 0}^{*}\)
        Calculate the statistic \(T_{L^{2}}^{*(b)}\) and score vector \(Q^{*(b)}\) from \(X_{j 10}^{*}, \ldots, X_{j n_{j} 0}^{*}, j=1, \ldots, K\)
    Approximate the \(p\)-value of the \(L^{2}\)-test using \(T_{L^{2}}\) and \(T_{L^{2}}^{*(1)}, \ldots, T_{L^{2}}^{*(B)}\)
    Calculate the empirical covariance matrix \(\hat{V}^{*}\) of \(Q^{*(1)}, \ldots, Q^{*(B)}\) and the statistic \(T_{d}=Q^{\top} \hat{V}^{*-} Q\)
    Approximate the \(p\)-value of the projection test using \(T_{d}\) and the \(\chi_{(K-1) d}^{2}\) distribution
```

Algorithm 2 describes the bootstrap implementation of confidence intervals for eigenelements. Resampling is applied to fragments and eigenelements are computed. The resampled eigenfunction is possibly reflected about zero so that its sign agrees with that of the observed data empirical eigenfunction. Standard methods of construction of confidence intervals can then be used. Since we again wish to avoid the calculation of variance estimates of eigenelements (see Theorem 4), we use the normal or basic bootstrap method (Davison and Hinkley, 1997, Chapter 5). Intervals for eigenvalues are constructed on the logarithmic scale and untransformed. This is appropriate in general because in the case of completely observed Gaussian curves the asymptotic variance of $n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right)$ is $2 \lambda_{m}^{2}$ and thus the log-transformation approximately stabilizes variance.

Bootstrap covariance testing is described in Algorithm 3. Unlike in the case of mean testing, it is not possible to transform the data to the common null covariance structure and use stratified resampling. Bootstrap samples are instead drawn from the pooled sample of groupwise centred fragments, similarly to Paparoditis and Sapatinas $\sqrt{2016 \mathrm{~b}}$, Subsection 2.2) for complete curves. Then, under the null hypothesis, if characteristics of observation patterns $\left(\theta_{j}\right)$ and fourth order moments $\left(\zeta_{j}\right)$ are the same in all groups, the pooled resampling asymptotically replicates the limiting distributions of interest. The Hilbert-Schmidt norm and square root covariance statistics are computed directly and the significance is decided upon by comparing the observed statistics with the resampled ones. Like in the case of mean testing, dimension reduction is impossible due to partial observation, and thus the computation of the covariance matrix of

```
Algorithm 2 Bootstrap confidence intervals for eigenvalues and eigenfunctions
    Calculate \(\hat{\mathscr{R}}\) from the observed fragmentary functional data \(X_{1}, \ldots, X_{n}\)
    Calculate the eigenvalues \(\hat{\lambda}_{m}\) and eigenfunctions \(\hat{\varphi}_{m}\) of \(\hat{\mathscr{R}}\)
    For \(b=1, \ldots, B\)
        Sample with replacement from fragments \(X_{1}, \ldots, X_{n}\) to get fragments \(X_{1}^{*}, \ldots, X_{n}^{*}\)
        Calculate \(\hat{\mathscr{R}}^{*}\) from \(X_{1}^{*}, \ldots, X_{n}^{*}\) and its eigenvalues \(\hat{\lambda}_{m}^{*(b)}\) and eigenfunctions \(\hat{\varphi}_{m}^{*(b)}\)
        Replace \(\hat{\varphi}_{m}^{*(b)}\) by \(\operatorname{sign}\left\langle\hat{\varphi}_{m}^{*(b)}, \hat{\varphi}_{m}\right\rangle \hat{\varphi}_{m}^{*(b)}\)
    Based on \(\hat{\lambda}_{m}^{*(b)}, \hat{\varphi}_{m}^{*(b)}, b=1, \ldots, B\), calculate bootstrap confidence intervals for \(\lambda_{m}\) using log-
    transformation and pointwise bootstrap confidence intervals for \(\varphi_{m}(t)\)
```

the score vector would require to compute large four-way arrays. Instead, the boostrap is used to estimate the covariance matrix of the score and the quadratic statistic with this matrix is used.

```
Algorithm 3 Bootstrap approximation for tests of equal covariance operators
    Calculate \(\hat{\mu}_{j}\) and \(\hat{\mathscr{R}}_{j}\) from observed samples of fragments \(X_{j 1}, \ldots, X_{j n_{j}}, j=1, \ldots, K\), and \(\hat{\mathscr{R}}\)
    Perform eigendecomposition of \(\hat{\mathscr{R}}\), determine \(d\) and calculate \(\hat{\mathscr{U}}_{l m}, 1 \leq l \leq m \leq d\)
    Calculate the test statistics \(S_{\mathrm{HS}}\) and \(S_{\text {sqrt }}\) and the score vector \(R\) with respect to \(\hat{\mathscr{U}}_{j m}\)
    Set \(X_{j i 0}=X_{j i}-\hat{\mu}_{j}\)
    For \(b=1, \ldots, B\)
        For each \(j=1, \ldots, K\), sample with replacement from the pooled collection of fragments
        \(X_{j i 0}, j=1, \ldots, K, i=1, \ldots, n_{j}\) to get fragments \(X_{j 10}^{*}, \ldots, X_{j n_{j} 0}^{*}\)
    Calculate the statistics \(S_{\mathrm{HS}}^{*(b)}\) and \(S_{\mathrm{sqrt}}^{*(b)}\) and the score vector \(R^{*(b)}\) with respect to \(\hat{\mathscr{U}}_{j m}\)
        from \(X_{j 10}^{*}, \ldots, X_{j n_{j} 0}^{*}, j=1, \ldots, K\)
```

    : Approximate the \(p\)-value of the Hilbert-Schmidt norm test using \(S_{\mathrm{HS}}\) and \(S_{\mathrm{HS}}^{*(1)}, \ldots, S_{\mathrm{HS}}^{*(B)}\) and the
    \(p\)-value of the square root covariance test using \(S_{\mathrm{sqrt}}\) and \(S_{\mathrm{sqrt}}^{*(1)}, \ldots, S_{\mathrm{sqrt}}^{*(B)}\)
    Calculate the empirical covariance matrix \(\hat{W}^{*}\) of \(R^{*(1)}, \ldots, R^{*(B)}\) and the statistic \(S_{d}=R^{\top} \hat{W}^{*-} R\)
    Approximate the \(p\)-value of the projection test using \(S_{d}\) and the \(\chi_{(K-1) d(d+1) / 2}^{2}\) distribution
    While we do not provide formal proofs of the validity of the bootstrap approximations, these could be obtained along the lines of the proofs in Paparoditis and Sapatinas (2016a) and Paparoditis and Sapatinas (2016b) using our asymptotic results (Theorems 1 $1 / 5$ ). Note that in our setting the observation sets might be non-identically distributed (e.g., in the case of designed experiments), and hence the bootstrap is applied to possibly non-identically distributed observed fragments. Their average characteristics, however, converge under Conditions 1 and 2, It is possible to use the bootstrap even with mildly non-identically distributed data, as discussed in the general context by Liu (1988) who shows that if average moment characteristics of possibly non-identically distributed variables converge, the bootstrap is still applicable.

The use of the bootstrap for the square root covariance test is based on empirical evidence from simulation studies (Section 5 and the Supplementary Material). Its theoretical justification would require to first establish the asymptotic distribution of the estimated square root covariance operator, which is not available even in the case of completely observed curves (Pigoli et al., 2014).

## 5 Simulation results

The main goal of the study is to investigate the impact of partial observation on the performance of the different mean and covariance tests and compare the proposed tests using complete and incomplete curves with the simple approach using complete curves only.

We repeatedly generate three samples of curves of sizes $n_{1}=80, n_{2}=100, n_{3}=120$. Curves in the $j$ th sample take the form

$$
X(t)=\mu_{j}(t)+\lambda_{j 0}^{1 / 2} \beta_{j 0} h_{j}(t)+\sum_{k=1}^{20} \lambda_{j k}^{1 / 2} \beta_{j k} 2^{1 / 2} \cos (k \pi t), \quad t \in[0,1],
$$

where $\beta_{j k}, j \in\{1,2,3\}, k \in\{0, \ldots, 20\}$ are mutually independent standard normal variables. Additional simulations with $t_{5}$ distributed coefficients are reported in the supplementary material. In all simulations we use 1000 repetitions of the test procedures, each based on 500 bootstrap samples. All tests are performed on the nominal level of $5 \%$. All results have been computed in R 3.4.

The tests are applied to complete trajectories, observation pattern (1), and to fragments obtained by deleting missing periods following several random or nonrandom patterns. Observation patterns (2) and (3) are nonrandom: under pattern (2), the period $[0,0.5]$ is removed from $50 \%$ of the curves in the first sample, $50 \%$ in the second sample and $60 \%$ in the third sample; pattern (3) is symmetric about 0.5 , i.e., the period $[0.5,1]$ instead of $[0,0.5]$ is missing in the same subset of curves. Under patterns (4)-(7), a random missing period is generated independently for each curve and removed from the trajectory. First, we consider random missing periods taking the form $M=[C-E, C+E] \cap[0,1]$ with $C=d U_{1}^{1 / 2}$ and $E=f U_{2}$, where $U_{1}, U_{2}$ are independent variables uniformly distributed on $[0,1]$ and $d, f$ are parameters. For missingness pattern (4) we set $d=1.4$ and $f=0.2$; this gives $39 \%$ of completely observed curves and the cross-sectional percentage of observed values decreases from $99 \%$ at time 0 to $79 \%$ at time 1. Pattern (5) is symmetric about 0.5 . For pattern (6) we use the same model as for (4) and set $d=1.2$ and $f=0.5$; this leads to $7 \%$ of complete curves and the cross-sectional probability of observation is $94 \%$ at 0 and decreases to about $45 \%$ near 1. Pattern (7) is again obtained by reflecting pattern (6) about 0.5. Pattern (8) consists of observation periods generated independently for each curve in the form $O=\left[U_{1}, U_{2}\right] \cap[0,1]$, where $U_{1}$, $U_{1}$ are independent variables uniformly distributed on $[a, C],[C, 1-a]$, respectively, $a=-0.3$ and $C$ is uniformly distributed on $[0,1]$; the percentage of complete curves in this case is $16 \%$ and the cross-sectional observation probability at 0.5 is $77 \%$ and decreases to $44 \%$ towards both endpoints of the domain. Finally, for pattern (9) curves are observed on random intervals generated as $[C-0.2, C+0.2] \cap[0,1]$, where $C$ is uniformly distributed in $[0,1]$. This corresponds to fragments of curves of length at most 0.4 , hence the datasets contain no complete curves, the median length of observed fragments is 0.3 and the cross-sectional probability of observation is 0.3 in the middle of the domain and decreases towards the endpoints, where it is 0.15 .

In the study of mean tests four configurations of the mean functions are considered. Under configuration A the null hypothesis is satisfied: all mean functions are zero. Under configuration B the mean functions differ by a constant vertical shift: $\mu_{1}(t)=0, \mu_{2}(t)=0.18, \mu_{3}(t)=-0.1$. Under configuration C there are monotonic differences between the means: $\mu_{1}(t)=0, \mu_{2}(t)=0.35 \exp (-4 t), \mu_{3}(t)=-0.25 \exp (-3 t)$. Under configuration D the means differ in a more complex, nonmonotonic way and they cross: $\mu_{1}(t)=0$, $\mu_{2}(t)=2 t \exp (-3 t), \mu_{3}(t)=0.1-8 t^{2} \exp (-5 t)$. We set $\lambda_{j 0}=0.5, \lambda_{j k}=3^{-k}$ and $h_{j}(t)=1$, that is, the covariance structure is the same in all three groups. Additional simulations with unequal covariance structures lead to similar results and are included in the Supplementary Material. We report in the first part of Table 1 the size and power of the $L^{2}$ test based on $T_{L^{2}}$ given in (1) and of the projection test based on $T_{d}$ given in (2) using $d=3$ Legendre polynomials of order zero, one and two. Blank entries in the table correspond to situations where the true rejection probability is the same as in the entry above; such situations arise when the observation pattern is obtained by reflecting the preceding pattern and the processes $\{X(t): t \in[0,1]\}$ and the time-reversed processes $\{X(1-t): t \in[0,1]\}$ have the same distribution.

We see in the first part of Table 1 that under the null hypothesis, configuration A, the rejection probability of the $L^{2}$ tests is close to the nominal level. The size of the projection test seems to be somewhat above the nominal level due to the sample size, especially under observation pattern (9), where the missingness rate is the highest. Our simulation study of power provides raw rejection probabilities in Table 1 and sizeadjusted powers (using the method from Subsection 3.2 of Lloyd (2005)) in Table S2 in the Supplementary Material. The possibility of size issues should be kept in mind in applications: especially in marginal cases, users should not simply compare $p$-values with a single threshold but rather carefully report them.

Under scenario B the $L^{2}$ test is more powerful than the projection method. The reason is that the projection method uses in addition to the constant basis function two other terms (linear and quadratic) that do not contribute to the detection of the constant difference between the means but on the other hand they increase the degrees of freedom and hence decrease the power. The $L^{2}$ method uses infinitely many directions in the space of alternatives but these redundant features are downweighted by the decreasing eigenvalues (the constant difference of means agrees with the constant leading eigenfunction which receives the highest weight in the $L^{2}$ statistic). Most partial observation patterns lead to a relatively small decrease of power because under this scenario the mean functions differ by a constant vertical shift which is a very

Table 1
Empirical rejection probability (in \%) of the $L^{2}$ test, $T_{L^{2}}$, and projection test, $T_{d}$, of equal means. A dash indicates the same value as on the preceding row. The observation patterns (1)-(9) and mean configurations A-D are described in the text.

| Observation pattern | Mean configuration |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A |  | B |  | C |  | D |  |
|  | $T_{L^{2}}$ | $T_{d}$ | $T_{L^{2}}$ | $T_{d}$ | $T_{L^{2}}$ | $T_{d}$ | $T_{L^{2}}$ | $T_{d}$ |
|  | Tests using complete and incomplete curves (proposed approach) |  |  |  |  |  |  |  |
| (1) | 5.6 | 6.2 | 69 | 60 | 49 | 56 | 52 | 63 |
| (2) | 5.4 | 6.7 | 59 | 52 | 28 | 29 | 38 | 50 |
| (3) | - | - | - | - | 50 | 56 | 44 | 62 |
| (4) | 4.4 | 6.5 | 66 | 58 | 51 | 57 | 51 | 62 |
| (5) | - | - | - | - | 44 | 49 | 50 | 58 |
| (6) | 5.4 | 7.1 | 58 | 51 | 50 | 55 | 42 | 49 |
| (7) | - | - | - | - | 28 | 34 | 37 | 42 |
| (8) | 5.4 | 5.8 | 55 | 47 | 34 | 37 | 42 | 48 |
| (9) | 5.4 | 7.8 | 37 | 40 | 20 | 23 | 26 | 34 |
|  | Tests using complete curves only (simple approach) |  |  |  |  |  |  |  |
| (2), (3) | 5.7 | 7.4 | 40 | 34 | 26 | 32 | 27 | 35 |
| (4), (5) | 3.6 | 7.4 | 28 | 27 | 18 | 26 | 19 | 28 |
| (6), (7) | 4.9 | 26.8 | 7 | 31 | 6 | 29 | 6 | 31 |
| (8) | 4.0 | 11.5 | 13 | 22 | 8 | 20 | 10 | 21 |

simple, global feature that is easily detected even with reduced, fragmented data. The loss of power is largest under pattern (9), where also the reduction of observed data is considerably larger than under the other patterns.

Both tests have comparable power under scenario C. Both tests lose power under observation pattern (2) because a large portion of data is missing on the interval $[0,0.5]$, where the difference between the means is the largest; on the other hand, the reflected pattern (3) does not lead to a loss of power because curves are missing only in $[0.5,1]$, where the means do not differ much. A similar effect is seen under observation patterns (6) and (7).

Under scenario D the projection test seems to be slightly more powerful than the $L^{2}$ (even after the size adjustment in Table S2 in the Supplementary Material) because the nonmonotonic differences between the mean functions are well captured by both the first three Legendre polynomials and the first three eigenfunctions but the contribution of the latter is downweighted in the $L^{2}$ statistic whereas the projection statistic treats all three components equally.

The second part of Table 1 shows for each missingness pattern and mean configuration the performance of the tests applied to the subset of complete curves only. The complete curve approach would be the only possibility if the tests developed in this paper were not available. Results for the pairs of patterns (2) and (3), (4) and (5), (6) and (7) are presented on the same rows of the second part of the table because the subsets of complete curves are the same under both patterns in each pair. Pattern (9) is omitted because it contains no complete curves and hence inference is impossible without our methods. Under patterns (2) (or (3)) and (4) (or (5)), the use of complete curves only, which form $46 \%$ and $39 \%$, respectively, of the whole sample, leads to a considerable loss of power in most situations. Configuration C under pattern (2) is an exception. Here removing incomplete curves does not decrease the power because they are observed on the subdomain $[0.5,1]$, where the means do not differ much. Under patterns (6) (or (7)) and (8) there are only $7 \%$ and $16 \%$ complete curves, respectively. With such small sample sizes the projection test becomes unreliable in terms of level and the $L^{2}$ test loses almost all power.

Next, we study the behaviour of the tests for comparing covariance operators. Under all scenarios we generate mean zero trajectories. Configuration A satisfies the null hypothesis with $\lambda_{j 0}=0.5, \lambda_{j k}=3^{-k}$ and $h_{j}(t)=1, j \in\{1,2,3\}$. Under configuration B the same parameters are used except for the third sample where the overall scale is larger, namely $\lambda_{3,0}=1.5 \times 0.5$ and $\lambda_{3, k}=1.5 \times 3^{-k}$. Under scenario C the first two eigenvalues in the third sample are interchanged, i.e., $\lambda_{3,0}=3^{-1}, \lambda_{3,1}=0.5$ and $\lambda_{3, k}=3^{-k}$, $k \in\{2, \ldots, 20\}$, otherwise the parameters are the same as in A. Scenario D differs from A in that we set $h_{3}(t)=1$ for $t \in[0,0.5]$ and $h_{3}(t)=2 \cdot 2^{1 / 2}$ for $t \in(0.5,1]$. Table 2 shows the size and power of the

Table 2
Empirical rejection probability (in \%) of the Hilbert-Schmidt norm test, $S_{\mathrm{HS}}$, projection test, $S_{d}$, and square root covariance test, $S_{\mathrm{sqr}}$, of equal covariance operators. A dash indicates the same value as on the preceding row. The observation patterns (1)-(5) and covariance configurations A-D are described in the text.

| Observation pattern | Covariance configuration |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A |  |  | B |  |  | C |  |  | D |  |  |
|  | $S_{\text {HS }}$ | $S_{d}$ | $S_{\text {sqrt }}$ | $S_{\text {HS }}$ | $S_{d}$ | $S_{\text {sqrt }}$ | $S_{\text {HS }}$ | $S_{d}$ | $S_{\text {sqrt }}$ | $S_{\text {HS }}$ | $S_{d}$ | $S_{\text {sqrt }}$ |
| Tests using complete and incomplete curves (proposed approach) |  |  |  |  |  |  |  |  |  |  |  |  |
| (1) | 5.4 | 5.8 | 4.8 | 69 | 82 | 80 | 69 | 58 | 69 | 78 | 62 | 81 |
| (2) | 4.6 | 6.4 | 4.9 | 54 | 63 | 41 | 37 | 32 | 38 | 76 | 64 | 54 |
| (3) | - | - | - | - | - | - | - | - | - | 46 | 30 | 48 |
| (4) | 5.0 | 5.1 | 5.8 | 64 | 74 | 72 | 61 | 53 | 62 | 72 | 56 | 73 |
| (5) | - | - | - | - | - | - | - | - | - | 77 | 60 | 77 |
| Tests using complete curves only (simple approach) |  |  |  |  |  |  |  |  |  |  |  |  |
| (2), (3) | 4.1 | 7.3 | 4.6 | 32 | 38 | 41 | 33 | 28 | 34 | 45 | 30 | 47 |
| (4), (5) | 4.3 | 5.5 | 4.2 | 26 | 32 | 33 | 25 | 24 | 28 | 34 | 23 | 36 |

Hilbert-Schmidt norm test based on $S_{\mathrm{HS}}$ in (4), projection test based on $S_{d}$ in (6) with $d$ selected to explain at least $85 \%$ of the total variability of the null covariance estimate, and square root covariance test based on $S_{\text {sqrt }}$ in (9). Like before, entries where the true rejection probability equals the one above are left blank. We use only observation patterns (1)-(5). Under the other patterns the amount of missing information is too large for second order inference.

Under the null hypothesis, configuration A, the first part of Table 2 shows that the rejection probability of all tests is close to the nominal level under all missingness patterns, with the projection test being slightly above the level in some cases.

It is interesting to notice the different impact of missingness on the power in different situations. We report raw power in Table 2 and size-adjusted power in Table S 4 in the Supplementary Material. While in many situations the loss of power due to missingness is similar for all three tests, in some situations the square root test appears to be more sensitive to missingness. For example under scenario B and missingness pattern (2), the square root covariance test loses almost half of its power relative to no missingness, much more than the other two tests. This can be explained by the fact that the square root covariance estimator depends on the estimator of the covariance kernel at all arguments which means that uncertainty due to missingness localized in a certain region in the domain, like under pattern (2), propagates. Similarly, under scenario D and pattern (2) the Hilbert-Schmidt and projection tests do not lose much power and the square root test does because the difference between the covariances is due to the differences of $h_{j}(t)$ for $t \in[0.5,1]$ while missingness occurs for $t \in[0,0.5]$. For these reasons, under the same scenario, pattern (3) leads to a larger loss of power than pattern (2) for the Hibert-Schmidt and projection tests, whereas the loss of the square root covariance is not much higher than under pattern (2), where it was already high.

The second part of Table 2 shows results for tests applied to the subset of complete curves only. Like before, patterns (3) and (5) are shown on the same rows as patterns (2) and (4), respectively, because the subsets of complete curves are the same. We observe a large decrease of power in comparison with the power of the proposed tests in cases, where the neglected incomplete curves carry information on the difference between covariance operators. When the difference is mostly in the frequently missing region (e.g., configuration D, pattern (3)), removing incomplete curves affects the power much less.

These results highlight the usefulness of the proposed methods as an efficient, and often the only viable approach to testing with incomplete functions. In no situation the proposed methods behaved worse than the simple approach using complete curves only, and in many cases it behaved dramatically better. Additional results for non-Gaussian curves can be found in the Supplementary Material.

## 6 Application to partially observed heart rate temporal profiles

We illustrate our methods on curves describing the evolution of heart rate in 427 male participants in the period from 8 PM to 2 AM corresponding to the domain [20, 26]. The data come from the Swiss Kidney


Fig. 1. Individual heart rate profiles and their first derivative (left panels) and the corresponding group-specific and null estimates of the mean (right panels).

Project on Genes in Hypertension. There are three groups of persons according to their age: younger than 40 years (164 persons), between 40 and 65 (180), and older than 65 (83). The curves and their first derivative are plotted in Fig. 11. Although the percentage of observed values at each time or at each pair of time points is relatively high (Fig. 22), only $58 \%$ of the curves are complete.

Plots of the estimated mean functions in Fig. 1 indicate differences between the age groups both in terms the temporal profiles and their first derivative. We first compare the group means of heart rate profiles. The $p$-values of the $L^{2}$ test and projection test using three Legendre polynomials are 0.006 and less than 0.001 , respectively, confirming the clearly visible differences. To compare the dynamics of heart rate during the transition between day and night we test whether the means of the first derivative differ. The $L^{2}$ and projection test have nearly zero $p$-values, meaning that the mean heart rate profiles differ between age groups more than by a vertical shift. The plots suggest it may be interesting to compare some pairs of groups. E.g., while the mean profiles of the middle and oldest group significantly differ ( $p<0.01$ for both tests), they appear to be approximately parallel. The difference between the derivatives is indeed insignificant ( $p=0.07$ for the $L^{2}$ test, $p=0.09$ for the projection test).

Without the methods developed in this paper one would have to use complete curves only. There are 249 complete functions ( 43,110 and 96 in the three age groups). The projection test still detects the differences between the three groups ( $p=0.008$ ) but the $L^{2}$ test loses significance ( $p=0.066$ ). When comparing the second and third group, the projection test now fails to detect the difference $(p=0.13)$ and the $L^{2}$ test gives a marginally significant result $(p=0.048)$. This can be explained by a loss of power seen in simulations because the removed incomplete curves are more often observed at earlier times, where also the difference between the two mean curves is more pronounced.

Estimates of the covariance function of heart rate profiles and of their derivatives for each age group are plotted in Fig. 3. Further plots can be found in the supplementary document. The plots suggest some differences between the groups. The variance and covariance appears to be higher in younger participants, especially earlier in the time interval (during the day). We assess the significance of these differences using


Fig. 2. Cross-sectional percentage of observed values (left) and percentage of pairwise complete observations (right).
Table 3
$p$-values of the Hilbert-Schmidt norm test, $S_{\mathrm{HS}}$, the square root covariance test, $S_{\text {sqrt }}$, and the projection tests, $S_{d}$, with $d=1,2,3$, for comparing covariance structures of heart rate profiles and of their first derivative in three age groups. The fraction of variance explained by the first $d$ principal components of the null covariance estimate is indicated in parentheses.

|  | $S_{\mathrm{HS}}$ | $S_{\text {sqrt }}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Curves | 0.338 | 0.118 | $0.317(88.2 \%)$ | $0.439(97.3 \%)$ | $0.275(99.1 \%)$ |
| First derivative | 0.226 | 0.114 | $0.322(62.6 \%)$ | $0.131(94.4 \%)$ | $0.094(98.7 \%)$ |

the proposed tests. For the projection test we consider up to three principal components (plotted in the supplementary document), which corresponds to the projection on a subspace of dimension six in the space covariance operators. Table 3 reports the $p$-values. None of the tests rejects the null hypothesis on usual significance levels. Similarly, pairwise comparisons provided no overwhelming evidence of differences. It is of course possible that there are differences between groups that may be detected with larger samples. To gain further insight into the structure of possible differences one can inspect the values of the standardized score components $R_{j l m} / \hat{W}_{j l m, j l m}^{1 / 2}$ (see (5) and (7)) whose graphical representation is provided in the supplement.

## Supplementary material

The supplementary document available online contains further simulation results and additional graphs for the data application. R code is available online.
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Fig. 3. Estimated covariance functions of heart rate profiles (top row) and of their derivatives (bottom row) in age groups.


Fig. 4. Estimated eigenvalues and eigenfunctions of heart rate profiles (top row) and of their derivatives (bottom row) in age groups with pointwise $95 \%$ bootstrap confidence intervals.

## A A central limit theorem

We provide a general central limit theorem for independent but not necessarily identically distributed random elements of a separable Hilbert space. It is needed in the proofs, where non-identical distributions arise due to partial observation, but is of more general interest. It extends the standard result for independent identically distributed functional variables (Bosq, 2000, Theorem 2.7) by relaxing the assumption of identical distributions and by considering triangular arrays. The notation $\|\cdot\|_{\infty}$ below means the operator norm.

Theorem 6. Let $Y_{n i}, n \in\{1,2, \ldots\}, i \in\{1, \ldots, n\}$ be random elements of a separable Hilbert space $\mathcal{H}$ with mean zero, $\mathrm{E}\left\|Y_{n i}\right\|^{2}<\infty$ and covariance operators $\mathscr{C}_{n i}$. Let $Y_{n 1}, \ldots, Y_{n n}$ be mutually independent for each $n \in\{1,2, \ldots\}$. Denote $S_{n}=n^{-1 / 2} \sum_{i=1}^{n} Y_{n i}$ and $\mathscr{G}_{n}=n^{-1} \sum_{i=1}^{n} \mathscr{C}_{n i}$. Assume that
(i) $\left\|\mathscr{G}_{n}-\mathscr{G}\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$ for some covariance operator $\mathscr{G}$,
(ii) for all $\varepsilon>0$,

$$
n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\|Y_{n i}\right\|^{2} 1_{\left[\left\|Y_{n i}\right\|>n^{1 / 2}\left\|\mathscr{Y}_{n}\right\|_{\infty} \varepsilon\right]}\right) \rightarrow 0
$$

as $n \rightarrow \infty$,
(iii) $\operatorname{tr} \mathscr{G}_{n} \rightarrow \operatorname{tr} \mathscr{G}$ as $n \rightarrow \infty$.

Then $S_{n}$ converges in distribution to a Gaussian random element with mean zero and covariance operator $\mathscr{G}$.

## B Proofs

## Proof of Theorem 1

We rewrite $N^{1 / 2}(\hat{\mu}-\mu)=\hat{\pi}^{1 / 2} n^{1 / 2}(\hat{\mu}-\mu)$. The main task is to establish the weak convergence of the process

$$
\begin{equation*}
n^{1 / 2}(\hat{\mu}-\mu)=\frac{1}{\pi} S_{n}+\left(\frac{J}{\hat{\pi}}-\frac{1}{\pi}\right) S_{n}+n^{1 / 2}(J-1) \mu, \tag{10}
\end{equation*}
$$

where $S_{n}=n^{-1 / 2} \sum_{i=1}^{n} O_{i}\left(X_{i}-\mu\right)$. We show that the first term on the right side of 10 converges in distribution to a mean zero Gaussian process with covariance operator with kernel $\pi(s)^{-1} \pi(t)^{-1} \nu(s, t) \rho(s, t)$ that can be consistently estimated by $\hat{\pi}(s)^{-1} \hat{\pi}(t)^{-1} \hat{\nu}(s, t) \hat{\rho}(s, t)$, and that the norms of the other two terms converge in probability to 0 . The proof of the weak convergence of $N^{1 / 2}(\hat{\mu}-\mu)$ then follows from the convergence of $\hat{\pi}$ to $\pi$, the consistency of the estimator of its covariance kernel can be shown analogously.

The weak convergence of $S_{n}$ is shown with the help of Theorem 6, a central limit theorem for independent non-identically distributed Hilbert space variables given in the Appendix. We apply the theorem with $Y_{n i}=O_{i}\left(X_{i}-\mu\right)$. The covariance operator $\mathscr{G}_{n}$ of $S_{n}$ is given by the kernel $\bar{\nu}(s, t) \rho(s, t)$. Denote by $\mathscr{G}$ the covariance operator with kernel $\nu(s, t) \rho(s, t)$. Conditions of the central limit theorem Theorem 6 can be shown using Condition 1 b) as follows. Condition (i) of Theorem 6 is satisfied because

$$
\left\|\mathscr{G}_{n}-\mathscr{G}\right\|_{\infty}^{2} \leq\left\|\mathscr{G}_{n}-\mathscr{G}\right\|_{2}^{2}=\int_{[0,1]^{2}}\{\bar{\nu}(s, t)-\nu(s, t)\}^{2} \rho(s, t)^{2} d s d t \rightarrow 0
$$

as $n \rightarrow \infty$ by the dominated convergence theorem. Condition (iii) of Theorem 6 holds because

$$
\begin{aligned}
n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\|Y_{n i}\right\|^{2} 1_{\left[\left\|Y_{n i}\right\|>n^{1 / 2}\left\|\mathscr{G}_{n}\right\|_{\infty} \varepsilon\right]}\right) & \leq n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\|X_{i}-\mu\right\|^{2} 1_{\left[\left\|X_{i}-\mu\right\|>n^{1 / 2}\left\|\mathscr{G}_{n}\right\|_{\infty} \varepsilon\right]}\right) \\
& =\mathrm{E}\left(\left\|X_{1}-\mu\right\|^{2} 1_{\left[\left\|X_{1}-\mu\right\|>n^{1 / 2}\left\|\mathscr{G}_{n}\right\|_{\infty} \varepsilon\right]}\right)
\end{aligned}
$$

which converges to 0 by the dominated convergence theorem. Finally, $\int_{0}^{1} \bar{\nu}(t, t) \rho(t, t) d t \rightarrow \int_{0}^{1} \nu(t, t) \rho(t, t) d t$ by the dominated convergence theorem again, and thus condition (iii) of Theorem 6 is satisfied. Hence the process $S_{n}$ is asymptotically Gaussian with covariance kernel $\nu(s, t) \rho(s, t)$.

The expectation of the squared norm of the second term on the right side of 10 can be rewritten as

$$
\begin{equation*}
\int_{0}^{1} \mathrm{E}\left[\left\{\frac{J(t)}{\hat{\pi}(t)}-\frac{1}{\pi(t)}\right\}^{2} S_{n}(t)^{2} 1_{\left[\hat{\pi}(t) \geq \pi_{0} / 2\right]}\right] d t+\int_{0}^{1} \mathrm{E}\left[\left\{\frac{J(t)}{\hat{\pi}(t)}-\frac{1}{\pi(t)}\right\}^{2} S_{n}(t)^{2} 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]}\right] d t . \tag{11}
\end{equation*}
$$

The first summand above is dominated by

$$
\int_{0}^{1} \mathrm{E}\left[\frac{\{\pi(t)-\hat{\pi}(t)\}^{2}}{\pi_{0}^{4} / 4} S_{n}(t)^{2}\right] d t \leq \int_{0}^{1} \mathrm{E}\left[\frac{\{\pi(t)-\hat{\pi}(t)\}^{2}}{\pi_{0}^{4} / 4}\right] \rho(t, t) d t
$$

which converges to zero by the dominated convergence theorem since $\mathrm{E}\left[\{\pi(t)-\hat{\pi}(t)\}^{2}\right]=\{\pi(t)-\bar{\pi}(t)\}^{2}+$ $n^{-2} \sum_{i=1}^{n} \pi_{i}(t)\left\{1-\pi_{i}(t)\right\} \rightarrow 0$ for $n \rightarrow \infty$. Next, we first compute

$$
\begin{aligned}
\left\{\frac{J(t)}{\hat{\pi}(t)}-\frac{1}{\pi(t)}\right\}^{2} 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]} & =\left[J(t)\left\{\frac{\pi(t)-\hat{\pi}(t)}{\hat{\pi}(t) \pi(t)}\right\}^{2}+\{1-J(t)\} \frac{1}{\pi(t)^{2}}\right] 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]} \\
& \leq\left[J(t) n^{2} / \pi_{0}^{2}+\{1-J(t)\} / \pi_{0}^{2}\right] 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]} \leq n^{2} / \pi_{0}^{2} 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]}
\end{aligned}
$$

Then the second summand in (11) is smaller than or equal to

$$
\int_{0}^{1} \mathrm{E}\left\{n^{2} / \pi_{0}^{2} 1_{\left[\hat{\pi}(t)<\pi_{0} / 2\right]} S_{n}(t)^{2}\right\} d t \leq \int_{0}^{1} n^{2} / \pi_{0}^{2} \operatorname{Pr}\left\{\hat{\pi}(t)<\pi_{0} / 2\right\} \rho(t, t) d t \leq n^{2} \sup _{t \in[0,1]} \operatorname{Pr}\left\{\hat{\pi}(t)<\pi_{0} / 2\right\} / \pi_{0}^{2} \operatorname{tr} \mathscr{R}
$$

which converges to 0 because, in light of Hoeffding's inequality and Condition 1/a), for all $t \in[0,1]$,

$$
\operatorname{Pr}\left\{\hat{\pi}(t)<\pi_{0} / 2\right\} \leq \exp \left[-2 n\left\{\bar{\pi}(t)-\pi_{0} / 2\right\}^{2}\right] \leq \exp \left[-2 n\left\{\pi_{0} / 2-\sup _{t \in[0,1]}|\bar{\pi}(t)-\pi(t)|\right\}^{2}\right] \rightarrow 0
$$

This completes the proof of the convergence in probability of the norm of the second term on the right hand side of (10) to zero. The last term in (10) can be shown to converge to zero using similar arguments based on Hoeffding's inequality.

We now turn to the proof of the consistency of the estimator of the covariance kernel. To show that

$$
\mathrm{E} \int_{[0,1]^{2}}\left\{\frac{\hat{\nu}(s, t) \hat{\rho}(s, t)}{\hat{\pi}(s) \hat{\pi}(t)}-\frac{\nu(s, t) \rho(s, t)}{\pi(s) \pi(t)}\right\}^{2} d s d t \rightarrow 0
$$

we can split the integral into the integrals over $A_{0}=\left\{(s, t) \in[0,1]^{2}: \nu(s, t)=0\right\}$ and $A_{1}=\left\{(s, t) \in[0,1]^{2}\right.$ : $\left.\nu(s, t) \geq \nu_{0}\right\}$ because Condition 11 C implies that $A_{0} \cup A_{1}=[0,1]^{2}$. On $A_{0}$ we obtain

$$
\begin{aligned}
& \mathrm{E} \int_{A_{0}}\left\{\frac{\hat{\nu}(s, t) \hat{\rho}(s, t)}{\hat{\pi}(s) \hat{\pi}(t)}\right\}^{2}\left\{1_{\left[\min (\hat{\pi}(s), \hat{\pi}(t)) \geq \pi_{0} / 2\right]}+1_{\left.\left[\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right]\right\}} d s d t\right. \\
& \leq \int_{A_{0}} \mathrm{E}\left\{\hat{\nu}(s, t)^{2}\right\} \mathrm{E}\left\{\hat{\rho}(s, t)^{2}\right\} d s d t\left(\left(\pi_{0} / 2\right)^{-4}+n^{4} \sup _{(s, t) \in[0,1]^{2}} \operatorname{Pr}\left[\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right]\right) .
\end{aligned}
$$

Here the integral converges to zero by the dominated convergence theorem as the integrand can be shown to go to 0 and the second term in the brackets asymptotically vanishes due to an exponential rate of decrease of the supremum that can be established with the help of Hoeffding's inequality as before, hence the whole quantity above converges to 0 . We now focus on $A_{1}$. We rewrite

$$
\begin{equation*}
\frac{\hat{\nu}(s, t) \hat{\rho}(s, t)}{\hat{\pi}(s) \hat{\pi}(t)}-\frac{\nu(s, t) \rho(s, t)}{\pi(s) \pi(t)}=\frac{\hat{\nu}(s, t)}{\hat{\pi}(s) \hat{\pi}(t)}\{\hat{\rho}(s, t)-\rho(s, t)\}+\left\{\frac{\hat{\nu}(s, t)}{\hat{\pi}(s) \hat{\pi}(t)}-\frac{\nu(s, t)}{\pi(s) \pi(t)}\right\} \rho(s, t) \tag{12}
\end{equation*}
$$

and show that the integral over $A_{1}$ of the expectation of the square of each summand converges to zero. For the first summand we compute

$$
\begin{aligned}
& \int_{A_{1}} \mathrm{E}\left([ \frac { \hat { \nu } ( s , t ) } { \hat { \pi } ( s ) \hat { \pi } ( t ) } \{ \hat { \rho } ( s , t ) - \rho ( s , t ) \} ] ^ { 2 } \left\{1_{\left[\min (\hat{\pi}(s), \hat{\pi}(t)) \geq \pi_{0} / 2\right]}+1_{\left.\left.\left[\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right]\right\}\right)} d s d t\right.\right. \\
& \leq \mathrm{E} \int_{A_{1}}\{\hat{\rho}(s, t)-\rho(s, t)\}^{2} d s d t\left[\left(\pi_{0} / 2\right)^{-4}+n^{4} \sup _{(s, t) \in[0,1]^{2}} \operatorname{Pr}\left(\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right)\right],
\end{aligned}
$$

where the integral term converges to 0 by similar arguments to those in the proof of Proposition 1 in Kraus (2015) with the help of Condition 1/(c) and the second term goes to 0 by Hoeffding's inequality again. For the second summand on the right in (12) we can write

$$
\begin{align*}
& \int_{A_{1}} \mathrm{E}\left[I(s, t)\left\{\frac{\pi(s) \pi(t) \hat{\nu}(s, t)-\hat{\pi}(s) \hat{\pi}(t) \nu(s, t)}{\hat{\pi}(s) \hat{\pi}(t) \pi(s) \pi(t)}\right\}^{2}\right] \rho(s, t)^{2} d s d t  \tag{13}\\
& +\int_{A_{1}} \mathrm{E}\left[\{1-I(s, t)\}\left\{\frac{\nu(s, t)}{\pi(s) \pi(t)}\right\}^{2}\right] \rho(s, t)^{2} d s d t .
\end{align*}
$$

Like before, we split the first term in 13 into two summands by writing

$$
\int_{A_{1}} \mathrm{E}\left[I(s, t)\left\{\frac{\pi(s) \pi(t) \hat{\nu}(s, t)-\hat{\pi}(s) \hat{\pi}(t) \nu(s, t)}{\hat{\pi}(s) \hat{\pi}(t) \pi(s) \pi(t)}\right\}^{2}\left\{1_{\left[\min (\hat{\pi}(s), \hat{\pi}(t)) \geq \pi_{0} / 2\right]}+1_{\left.\left[\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right]\right\}}\right\} \rho(s, t)^{2} d s d t\right.
$$

The first summand is bounded by $16 \pi_{0}^{-8} \int_{A_{1}} \mathrm{E}\left[\{\pi(s) \pi(t) \hat{\nu}(s, t)-\hat{\pi}(s) \hat{\pi}(t) \nu(s, t)\}^{2}\right] \rho(s, t)^{2} d s d t$, which converges to 0 by the dominated convergence theorem since the expectation in the integrand can be shown to converge to 0 ; the second summand in the displayed expression above is dominated by $n^{4} \pi_{0}^{-4}\|\mathscr{R}\|_{2}^{2} \sup _{(s, t) \in[0,1]^{2}} \operatorname{Pr}\left(\min \{\hat{\pi}(s), \hat{\pi}(t)\}<\pi_{0} / 2\right)$, which converges to 0 by Hoeffding's inequality. Finally, the second term in 13) is dominated by $\sup _{(s, t) \in A_{1}} \operatorname{Pr}\left(\hat{\nu}(s, t)<\nu_{0} / 2\right) \pi_{0}^{-4}\|\mathscr{R}\|_{2}^{2}$, which converges to 0 again by Hoeffding's inequality.

## Proof of Theorem 2

Denote $Z_{j}(\cdot)=N_{j}(\cdot)^{1 / 2}\left\{\hat{\mu}_{j}(\cdot)-\hat{\mu}(\cdot)\right\} / \hat{r}_{j}$ and $Z=\left(Z_{1}, \ldots, Z_{K}\right)^{\top}$. Under the null hypothesis we can write $Z=\hat{\mathscr{D}} H$, where $H=\left(H_{1}, \ldots, H_{K}\right)^{\top}$ with $H_{j}=N_{j}^{1 / 2}\left(\hat{\mu}_{j}-\mu\right)$ and $\hat{\mathscr{D}}$ is a bounded linear operator from $\left\{L^{2}([0,1])\right\}^{K}$ to $\left\{L^{2}([0,1])\right\}^{K}$ that maps an element $f$ to an element $g$ whose $j$ th component is given by $g_{j}(t)=\sum_{l=1}^{K}\left(\hat{\mathscr{D}}_{j l} f_{l}\right)(t)=\sum_{l=1}^{K} \hat{r}_{j}^{-1}\left\{\delta_{j l}-N_{j}(t)^{1 / 2} \hat{w}_{l}(t) J_{l}(t) N_{l}(t)^{-1 / 2}\right\} f_{l}(t)$ (here $\delta_{j l}$ is the Kronecker delta and $J_{l}(t) N_{l}(t)^{-1 / 2}$ is zero if $J_{l}(t)=1_{\left[N_{l}(t)>0\right]}$ is zero). From Theorem 1 we see that $H$ converges in distribution to the random element $H^{\infty}=\left(H_{1}^{\infty}, \ldots, H_{K}^{\infty}\right)^{\top}$ whose components are mutually independent Gaussian processes with mean zero and covariance operators $\mathscr{K}_{j}, j=1 \ldots, K$ analogous to the operator $\mathscr{K}$ in Theorem 1. The operator $\hat{\mathscr{D}}$ converges in probability to the operator $\mathscr{D}$ whose elements are defined by $\left(\mathscr{D}_{j l} f_{l}\right)(t)=r_{j}^{-1}\left\{\delta_{j l}-\pi_{j}(t)^{1 / 2} a_{j}^{1 / 2} w_{l}(t) \pi_{l}(t)^{-1 / 2} a_{l}^{-1 / 2}\right\} f_{l}(t)$ with $w_{l}(t)=a_{l} \pi_{l}(t) / r_{l}^{2} /\left(\sum_{k=1}^{K} a_{k} \pi_{k}(t) / r_{k}^{2}\right)$ (the convergence is in the operator norm, i.e., $\left.\|\hat{\mathscr{D}}-\mathscr{D}\|_{\infty} \xrightarrow{P} 0\right)$. Therefore, it follows from Slutsky's and continuous mapping theorem that $Z=\hat{\mathscr{D}} H$ converges weakly to $Z^{\infty}=\mathscr{D} H^{\infty}$. This is a $K$-dimensional mean zero Gaussian random process with cross-covariance operator between $Z_{j}^{\infty}$ and $Z_{k}^{\infty}$ equal to $\mathscr{V}_{j k}=\sum_{l=1}^{K} \mathscr{D}_{j l} \mathscr{K}_{l} \mathscr{D}_{k l}^{*}, j=1, \ldots, K, k=1, \ldots, K$. These can be consistently estimated by plugging-in the estimators $\hat{\mathscr{D}}_{j l}$ and $\hat{K}_{l}$. The kernel of the estimator $\hat{\mathscr{V}}_{j k}$ takes the form $\hat{v}_{j k}(s, t)=\sum_{l=1}^{K} \hat{r}_{j}^{-1}\left\{\delta_{j l}-N_{j}(s)^{1 / 2} \hat{w}_{l}(s) N_{l}(s)^{-1 / 2}\right\} \hat{\kappa}_{l}(s, t)\left\{\delta_{k l}-N_{k}(t)^{1 / 2} \hat{w}_{l}(t) N_{l}(t)^{-1 / 2}\right\} \hat{r}_{k}^{-1}$.

For (i), the continuous mapping theorem gives that the statistic $T_{L^{2}}=\|Z\|^{2}$ converges weakly to the random variable $\left\|Z^{\infty}\right\|^{2}$. The process $Z^{\infty}$ is a Gaussian random element of the separable Hilbert space $\left\{L^{2}([0,1])\right\}^{K}$. Therefore, it can be expanded in a Karhunen-Loève series with Gaussian coefficients. Consequently, the distribution of its squared norm is that of the series given in the theorem. The consistency of $\hat{\mathscr{V}}$ implies the consistency of the estimated eigenvalues.

To prove iii, notice that the components of the score vector satisfy $Q_{j l}=\left\langle\hat{\pi}_{j}^{1 / 2} Z_{j}, \hat{\psi}_{l}\right\rangle$. The continuous mapping theorem and Slutsky's theorem in conjunction with the convergence of $\hat{\psi}_{l}$ imply that $Q$ is asymptotically distributed as a Gaussian vector with mean zero and covariance matrix with entries $V_{j l, k m}=\left\langle\pi_{j}^{1 / 2} \psi_{l}, \mathscr{V}_{j k}\left(\pi_{k}^{1 / 2} \psi_{m}\right)\right\rangle$. The consistency of $\hat{V}_{j l, k m}$ follows from the consistency of $\hat{\mathscr{V}}_{j k}$ and $\hat{\pi}_{j}$ and convergence of $\hat{\psi}_{l}$. The process $\left(\hat{\pi}_{1}^{1 / 2} Z_{1}, \ldots, \hat{\pi}_{K}^{1 / 2} Z_{K}\right)$ lies in a $(K-1)$-dimensional subspace of the $K$-dimensional product space $\left\{L^{2}([0,1])\right\}^{K}$ and the same holds for its limit. Therefore, the score vector lies in a $(K-1) d$-dimensional subspace of $\mathbb{R}^{K d}$, leading to $(K-1) d$ degrees of freedom of the chi-square distribution.

## Proof of Theorem 3

The kernel of $n^{1 / 2}(\hat{\mathscr{R}}-\mathscr{R})$ is

$$
\begin{align*}
n^{1 / 2}\{\hat{\rho}(s, t)-\rho(s, t)\}= & n^{1 / 2}\{\hat{\rho}(s, t)-\check{\rho}(s, t)\}+\frac{1}{\nu(s, t)} \sigma(s, t)+\left\{\frac{I(s, t)}{\hat{\nu}(s, t)}-\frac{1}{\nu(s, t)}\right\} \sigma(s, t)  \tag{14}\\
& +n^{1 / 2}\{I(s, t)-1\} \rho(s, t)
\end{align*}
$$

where $\check{\rho}$ is defined like $\hat{\rho}$ with the true mean in place of the estimated mean and $\sigma(s, t)=$ $n^{-1 / 2} \sum_{i=1}^{n} U_{i}(s, t)\left[\left\{X_{i}(s)-\mu(s)\right\}\left\{X_{i}(t)-\mu(t)\right\}-\rho(s, t)\right]$. Let us focus on the second summand on the right side of (14). All the other terms are negligible in the appropriate sense as we explain later. The kernel $\sigma(s, t)$ corresponds to the operator $\mathscr{S}_{n}=n^{-1 / 2} \sum_{i=1}^{n} \mathscr{Y}_{n i}$, where $\mathscr{Y}_{n i}$ are the integral operators with kernels $y_{n i}(s, t)=U_{i}(s, t)\left[\left\{X_{i}(s)-\mu(s)\right\}\left\{X_{i}(t)-\mu(t)\right\}-\rho(s, t)\right]$. We will apply Theorem 6 to $\mathscr{Y}_{n i}$, which is a triangular array of row-wise independent non-identically distributed zero-mean random elements of the separable Hilbert space of the Hilbert-Schmidt operators on $L^{2}([0,1])$. The covariance operator of $\mathscr{Y}_{n i}$ is the Hilbert-Schmidt operator $\mathfrak{C}_{n i}$ on Hilbert-Schmidt operators given by

$$
\left\langle\mathscr{A}_{1}, \mathfrak{C}_{n i} \mathscr{A}_{2}\right\rangle=\operatorname{cov}\left(\left\langle\mathscr{Y}_{n i}, \mathscr{A}_{2}\right\rangle,\left\langle\mathscr{Y}_{n i}, \mathscr{A}_{1}\right\rangle\right)=\int_{[0,1]^{4}} \alpha_{1}(s, t) \operatorname{cov}\left\{y_{n i}(s, t), y_{n i}(u, v)\right\} \alpha_{2}(u, v) d s d t d u d v
$$

where $\mathscr{A}_{1}, \mathscr{A}_{2}$ are Hilbert-Schmidt operators with kernels $\alpha_{1}, \alpha_{2}$, respectively. The kernel of $\mathfrak{C}_{n i}$ is $c_{n i}(s, t, u, v)=\operatorname{cov}\left\{y_{n i}(s, t), y_{n i}(u, v)\right\}=\theta_{i}(s, t, u, v)\{\zeta(s, t, u, v)-\rho(s, t) \rho(u, v)\}$. The covariance operator of $\mathscr{S}_{n}$ is $\mathfrak{G}_{n}=n^{-1} \sum_{i=1}^{n} \mathfrak{C}_{n i}$ with kernel $\bar{\theta}(s, t, u, v)\{\zeta(s, t, u, v)-\rho(s, t) \rho(u, v)\}$. Like in the proof of Theorem 1, one can use the dominated convergence theorem to show that $\left\|\mathfrak{G}_{n}-\mathfrak{G}\right\|_{2} \rightarrow 0$, where $\mathfrak{G}$ has kernel $\theta(s, t, u, v)\{\zeta(s, t, u, v)-\rho(s, t) \rho(u, v)\}$. Thus condition (i) of Theorem 6 is verified. Condition (iii) can be verified like in the proof of Theorem 1 . Next, condition (iiii) is satisfied because $\operatorname{tr} \mathfrak{G}_{n}=$ $\int_{[0,1]^{2}} \theta(s, t, s, t)\left\{\zeta(s, t, s, t)-\rho(s, t)^{2}\right\} d s d t$ converges to $\operatorname{tr} \mathfrak{G}=\int_{[0,1]^{2}} \theta(s, t, s, t)\left\{\zeta(s, t, s, t)-\rho(s, t)^{2}\right\} d s d t$. Therefore, $\mathscr{S}_{n}$ is asymptotically distributed as a Gaussian random operator with mean zero and covariance operator $\mathfrak{G}$ and, consequently, by the continuous mapping theorem the second term on the right-hand side of (14) weakly converges to the mean zero Gaussian operator with covariance operator $\mathfrak{H}^{\prime}$ given in Theorem 3 .

The operators corresponding to the first and fourth summand on the right side in 14 were shown to converge to zero in the proof of Proposition 1 in Kraus (2015) in the sense that the expectation of their squared Hilbert-Schmidt norm converges to zero. Also, the Hilbert-Schmidt norm of the third term on the right in (14) converge to zero in mean square which can be shown by arguments analogous to those used for the second term on the right in 10 in the proof of Theorem 1. Therefore, in view of Slutsky's lemma these terms are negligible for the weak convergence.

The weak convergence of the operator with kernel $M(s, t)^{1 / 2}\{\hat{\rho}(s, t)-\rho(s, t)\}$ follows from the convergence of $\hat{\nu}(s, t)$ to $\nu(s, t)$. The consistency of the estimators of $\mathfrak{H}^{\prime}$ and $\mathfrak{H}$ can be proved along the lines of the proof for $\mathscr{K}^{\prime}$ and $\mathscr{K}$ in Theorem 1 .

## Proof of Theorem 4

The proof uses perturbation theory in which $\hat{\mathscr{R}}$ is regarded as a perturbed version of $\mathscr{R}$, i.e., $\hat{\mathscr{R}}=\mathscr{R}+$ $(\hat{R}-\mathscr{R})$. Recall that the perturbation satisfies $\mathrm{E}\|\hat{\mathscr{R}}-\mathscr{R}\|_{2}^{2}=O\left(n^{-1}\right)$ Kraus, 2015, Proposition 1), and, therefore, $\|\hat{\mathscr{R}}-\mathscr{R}\|_{\infty}=O_{P}\left(n^{-1 / 2}\right)$.

Similarly to the proof of Theorem 3.1 in Cupidon et al. (2007), we rewrite $n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right)=n^{1 / 2}\left(\hat{\lambda}_{m}-\right.$ $\left.\lambda_{m}\right) 1_{\Omega_{n}}+n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right) 1_{\Omega_{n}^{c}}$, where $\Omega_{n}=\left\{\omega:\|\hat{R}-\mathscr{R}\|_{\infty}<\varepsilon_{n}\right\}$ for a numerical sequence $\varepsilon_{n}$ satisfying $n^{-1 / 2} \ll \varepsilon_{n} \ll n^{-1 / 4}$. Since $\operatorname{Pr}\left(\Omega_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$, the term $n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right) 1_{\Omega_{n}^{c}}$ converges to 0 in probability. For $\|\hat{\mathscr{R}}-\mathscr{R}\|_{\infty}$ sufficiently small, i.e., on $\Omega_{n}$ for $n$ large enough, we have by Corollary 3.4 of Gilliam et al. (2009) that $n^{1 / 2}\left(\hat{\lambda}_{m}-\lambda_{m}\right) 1_{\Omega_{n}}=n^{1 / 2}\left\langle(\hat{\mathscr{R}}-\mathscr{R}) \varphi_{m}, \varphi_{m}\right\rangle 1_{\Omega_{n}}+n^{1 / 2} O\left(\|\mathscr{R}-\mathscr{R}\|_{\infty}^{2}\right) 1_{\Omega_{n}}$. Here the last term converges to 0 in probability because $\varepsilon_{n} \ll n^{-1 / 4}$ and the first term on the right side converges in distribution to the limit given in part (i) of the theorem. Hence the result follows from Slutsky's theorem. The expression for the limiting variance is obtained by rewriting $\operatorname{var}\left\langle\mathscr{H}^{\prime \infty} \varphi_{m}, \varphi_{m}\right\rangle=\operatorname{var}\left\langle\mathscr{H}^{\prime \infty}, \varphi_{m} \otimes \varphi_{m}\right\rangle=$ $\left\langle\varphi_{m} \otimes \varphi_{m}, \mathfrak{H}^{\prime}\left(\varphi_{m} \otimes \varphi_{m}\right)\right\rangle$.

Next, we can write $n^{1 / 2}\left(\hat{s}_{m} \hat{\varphi}_{m}-\varphi_{m}\right)=n^{1 / 2}\left(\hat{s}_{m} \hat{\varphi}_{m}-\varphi_{m}\right) 1_{\Omega_{n}}+n^{1 / 2}\left(\hat{s}_{m} \hat{\varphi}_{m}-\varphi_{m}\right) 1_{\Omega_{n}^{c}}$. For $n$ sufficiently large, Corollary 3.3 of Gilliam et al. (2009) gives $n^{1 / 2}\left(\hat{s}_{m} \hat{\varphi}_{m}-\varphi_{m}\right) 1_{\Omega_{n}}=n^{1 / 2} \mathscr{Q}_{m}(\hat{\mathscr{R}}-\mathscr{R}) \varphi_{m} 1_{\Omega_{n}}+$ $n^{1 / 2} O\left(\|\hat{R}-\mathscr{R}\|_{\infty}^{2}\right) 1_{\Omega_{n}}$. The first term on the right converges in distribution to the limiting distribution as claimed in part (iii) and the other terms converge in probability to 0 . The limiting covariance operator is obtained by inspecting the cross-covariance operator for each pair of summands in the series $\mathscr{Q}_{m} \mathscr{H}^{\prime \infty} \varphi_{m}$. The cross-covariance between $\left(\varphi_{k} \otimes \varphi_{k}\right) \mathscr{H}^{\prime \infty} \varphi_{m}=\left\langle\varphi_{k}, \mathscr{H}^{\prime \infty} \varphi_{m}\right\rangle \varphi_{k}$ and $\left(\varphi_{l} \otimes \varphi_{l}\right) \mathscr{H}^{\prime \infty} \varphi_{m}=\left\langle\varphi_{l}, \mathscr{H}^{\prime \infty} \varphi_{m}\right\rangle \varphi_{l}$ is

$$
\begin{aligned}
\operatorname{cov}\left(\left\langle\varphi_{k}, \mathscr{H}^{\prime \infty} \varphi_{m}\right\rangle,\left\langle\varphi_{l}, \mathscr{H}^{\prime \infty} \varphi_{m}\right\rangle\right)\left(\varphi_{k} \otimes \varphi_{l}\right) & =\operatorname{cov}\left\{\left\langle\left(\varphi_{m} \otimes \varphi_{k}\right), \mathscr{H}^{\prime \infty}\right\rangle,\left\langle\left(\varphi_{m} \otimes \varphi_{l}\right), \mathscr{H}^{\prime \infty}\right\rangle\right\}\left(\varphi_{k} \otimes \varphi_{l}\right) \\
& =\left\langle\left(\varphi_{m} \otimes \varphi_{k}\right), \mathfrak{H}^{\prime}\left(\varphi_{m} \otimes \varphi_{l}\right)\right\rangle\left(\varphi_{k} \otimes \varphi_{l}\right) .
\end{aligned}
$$

The inner product in the last expression above equals the integral in part (iii) of the theorem.

## Proof of Theorem 5

Let $\hat{\mathfrak{D}}$ be the linear operator on the product space $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$ that maps $\mathscr{F}=\left(\mathscr{F}_{1}, \ldots, \mathscr{F}_{K}\right)^{\top}$, where $\mathscr{F}_{j}$ are Hilbert-Schmidt operators on $L^{2}([0,1])$ with kernels $f_{j}(s, t)$, to $\mathscr{G}=\left(\mathscr{G}_{1}, \ldots, \mathscr{G}_{K}\right)^{\top}$ where $\mathscr{G}_{j}$ has kernel $g_{j}(s, t)=\sum_{l=1}^{K}\left\{\delta_{j l}-M_{j}(s, t)^{1 / 2} \hat{w}_{l}(s, t) I_{l}(s, t) M_{l}(s, t)^{-1 / 2}\right\} f_{l}(s, t)$. The mapping $\hat{\mathfrak{D}}$ is a random linear operator on $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$ that acts by pointwise multiplication and linear combination of integral kernels; $\hat{\mathfrak{D}}$ itself is not an integral operator but it is bounded because the functions in the braces above are bounded. It converges in probability to the non-random bounded linear operator $\mathfrak{D}$ that maps $\mathscr{F}$ to $\mathscr{G}$ with $\mathscr{G}_{j}$ with kernel $\sum_{l=1}^{K}\left\{\delta_{j l}-\nu_{j}(s, t)^{1 / 2} a_{j}^{1 / 2} w_{l}(s, t) \nu_{l}(s, t)^{-1 / 2} a_{l}^{-1 / 2}\right\} f_{l}(s, t)$. The convergence is in the sense of the operator norm on linear operators on $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$, that is, $\|\hat{\mathfrak{D}}-\mathfrak{D}\|_{\infty} \xrightarrow{P} 0$, where $\|\mathfrak{D}\|_{\infty}=$ $\sup \left\{\|\mathfrak{D} \mathscr{F}\|_{2} /\|\mathscr{F}\|_{2}: \mathscr{F} \in \operatorname{HS}\left(L^{2}([0,1])\right)^{K}\right\}$ with $\|\cdot\|_{2}$ being the Hilbert-Schmidt norm on $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$.

Now consider the standardized contrasts $\mathscr{Z}=\left(\mathscr{Z}_{1}, \ldots, \mathscr{Z}_{K}\right)^{\top}$ with kernels $z_{j}(s, t)=$ $M_{j}(s, t)^{1 / 2}\left\{\hat{\rho}_{j}(s, t)-\hat{\rho}(s, t)\right\}$. They are obtained as $\mathscr{Z}=\hat{\mathfrak{D}} \mathscr{H}$, where $\mathscr{H}=\left(\mathscr{H}_{1}, \ldots, \mathscr{H}_{K}\right)^{\top}$ with $\mathscr{H}_{j}$ with kernel $h_{j}(s, t)=M_{j}(s, t)^{1 / 2}\{\hat{\rho}(s, t)-\rho(s, t)\}$. Under the null hypothesis Theorem 3 yields that $\mathscr{H}$ converges in distribution to $\mathscr{H}^{\infty}$, a vector of $K$ independent mean zero Gaussian random operators with covariance operators $\mathfrak{H}_{j}$. Therefore, $\mathscr{Z}=\hat{\mathfrak{D}} \mathscr{H}$ converges in distribution to $\mathscr{Z}^{\infty}=\mathfrak{D}^{\mathscr{H}}{ }^{\infty}$ by Slutsky's and continuous mapping theorem.

The covariance operator $\mathfrak{B}$ of $\mathscr{Z}^{\infty}$ is given by the cross-covariance operators $\mathfrak{B}_{j k}$ between the components $\mathscr{Z}_{j}$ and $\mathscr{Z}_{k}$ whose estimator $\hat{\mathfrak{B}}_{j k}$ has kernel
$\hat{\beta}_{j k}(s, t, u, v)=\sum_{l=1}^{K}\left\{\delta_{j l}-M_{j}(s, t)^{1 / 2} \hat{w}_{l}(s, t) M_{l}(s, t)^{-1 / 2}\right\} \hat{\eta}_{l}(s, t, u, v)\left\{\delta_{k l}-M_{k}(u, v)^{1 / 2} \hat{w}_{l}(u, v) M_{l}(u, v)^{-1 / 2}\right\}$.
The test statistic $S_{\mathrm{HS}}=\|\mathscr{Z}\|_{2}^{2}$ is asymptotically distributed as $\|\mathscr{Z} \infty\|_{2}^{2}$. The random variable $\mathscr{Z}^{\infty}$ is a Gaussian element of the separable Hilbert space $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$, therefore it can be expanded in a Karhunen-Loève series with independent Gaussian coefficients. Therefore, its squared norm is distributed as the series of independent chi-square variables weighted by the eigenvalues of the covariance operator and part (i) of the theorem follows.

The components of the score vector satisfy $R_{j l m}=\left\langle\hat{\nu}_{j}(\cdot, \cdot)^{1 / 2} z_{j}(\cdot, \cdot), \hat{\mathscr{U}}_{l m}\right\rangle$. Due to the consistency of the estimated eigenfunctions (Kraus, 2015, Proposition 2), the operator $\hat{\mathscr{U}}_{l m}$ (up to the sign ambiguity for $l \neq m)$ converges to $\mathscr{U}_{l m}$ defined by the true eigenfunctions, with kernel $u_{l m}(s, t)$. Therefore, the score vector weakly converges to the mean zero Gaussian vector with components $R_{j l m}^{\infty}=$ $\left\langle\nu_{j}(\cdot, \cdot)^{1 / 2} z_{j}^{\infty}(\cdot, \cdot), \mathscr{U}_{l m}\right\rangle=\left\langle z_{j}^{\infty}(\cdot, \cdot), \nu_{j}(\cdot, \cdot)^{1 / 2} u_{l m}(\cdot, \cdot)\right\rangle$ whose covariance matrix has entries $W_{j l m, k p q}=$ $\left\langle\nu_{j}(\cdot, \cdot)^{1 / 2} u_{l m}(\cdot, \cdot), \mathfrak{B}_{j k}\left\{\nu_{k}(\cdot, \cdot)^{1 / 2} u_{p q}(\cdot, \cdot)\right\}\right\rangle, j, k \in\{1, \ldots, K\}, 1 \leq l \leq m \leq d, 1 \leq p \leq q \leq d$. The vector of operators with kernels $\nu_{j}(s, t)^{1 / 2} z_{j}^{\infty}(s, t)$ lies in a hyperplane in $\operatorname{HS}\left(L^{2}([0,1])\right)^{K}$, thus the matrix $W$ has rank $(K-1) d(d+1) / 2$. The consistency of $\hat{W}$ follows from the convergence of all quantities involved. Hence the limiting distribution is the chi-square distribution as claimed in part (iii).

## Proof of Theorem 6

First, we prove the convergence in distribution of one-dimensional projections using Lindeberg's central limit theorem. It follows from assumption (ii) that for $f \in \mathcal{H}$ such that $\mathscr{G} f \neq 0, \operatorname{var}\left\langle S_{n}, f\right\rangle=\left\langle f, \mathscr{G}_{n} f\right\rangle \rightarrow\langle f, \mathscr{G} f\rangle$
as $n \rightarrow \infty$. To verify Lindeberg's condition, we compute

$$
n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\langle Y_{n i}, f\right\rangle^{2} 1_{\left[\left|\left\langle Y_{n i}, f\right\rangle\right|>n^{1 / 2}\left\langle f, \mathscr{G}_{n} f\right\rangle^{1 / 2} \varepsilon\right]}\right) \leq n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\|Y_{n i}\right\|^{2}\|f\|^{2} 1_{\left[\left\|Y_{n i}\right\|>n^{1 / 2}\left\langle f, \mathscr{G}_{n} f\right\rangle^{1 / 2}\|f\|^{-1} \varepsilon\right]}\right) .
$$

Now in light of assumption (ii), there is a positive constant $c$ such that for sufficiently large $n, \quad\left\langle f, \mathscr{G}_{n} f\right\rangle^{1 / 2} /\left\|\mathscr{G}_{n}\right\|_{\infty} \quad>\quad c, \quad$ and the above expression is further dominated by $n^{-1} \sum_{i=1}^{n} \mathrm{E}\left(\left\|Y_{n i}\right\|^{2}\|f\|^{2} 1_{\left[\left\|Y_{n i}\right\|>n^{1 / 2}\left\|\mathscr{G}_{n}\right\|_{\infty} c\|f\|^{-1} \varepsilon\right]}\right)$, which converges to 0 by assumption (ii). Hence one-dimensional projections converge, and due to Theorem 2.3 of Bosq (2000), all finite-dimensional projections converge.

To complete the proof, let us prove the tightness of the sequence $S_{n}, n=1,2, \ldots$ The idea of the proof is similar to that of Bosq (2000, Theorem 2.7) but in the present situation the variables $Y_{n 1}, \ldots, Y_{n n}$ are possibly non-identically distributed. Let $v_{j}$ and $\delta_{j}, j=1,2, \ldots$ be the eigenfunctions and eigenvalues of the limiting operator $\mathscr{G}$. Consider a sequence $l_{k}, k=1,2, \ldots$ such that $l_{k} \rightarrow \infty$ for $k \rightarrow \infty$. For $\varepsilon>0$, let $N_{k}$, $k=1,2, \ldots$ be an increasing sequence of integers such that $\sum_{k=1}^{\infty} l_{k} r_{N_{k}}^{2}<\varepsilon$, where $r_{N}^{2}=\sum_{j=N}^{\infty} \delta_{j}$. Define $B_{k}=\left\{x \in \mathcal{H}: \sum_{j=N_{k}}^{\infty}\left\langle x, v_{j}\right\rangle^{2} \leq l_{k}^{-1}\right\}$. It follows from assumptions (i) and (iii) that

$$
\begin{aligned}
\operatorname{Pr}\left(S_{n} \in B_{k}^{\mathrm{C}}\right)= & P\left(\sum_{j=N_{k}}^{\infty}\left\langle S_{n}, v_{j}\right\rangle^{2}>l_{k}^{-1}\right) \leq l_{k} \mathrm{E}\left(\sum_{j=N_{k}}^{\infty}\left\langle S_{n}, v_{j}\right\rangle^{2}\right)=l_{k} \mathrm{E}\left(\left\|S_{n}\right\|^{2}-\sum_{j=1}^{N_{k}-1}\left\langle S_{n}, v_{j}\right\rangle^{2}\right) \\
& =l_{k}\left(\operatorname{tr} \mathscr{G}_{n}-\sum_{j=1}^{N_{k}-1}\left\langle v_{j}, \mathscr{G}_{n} v_{j}\right\rangle\right) \rightarrow l_{k}\left(\operatorname{tr} \mathscr{G}-\sum_{j=1}^{N_{k}-1}\left\langle v_{j}, \mathscr{G} v_{j}\right\rangle\right)=l_{k} \sum_{j=N_{k}}^{\infty}\left\langle v_{j}, \mathscr{G} v_{j}\right\rangle=l_{k} r_{N_{k}}^{2} .
\end{aligned}
$$

Consider the compact set $K_{\varepsilon}=\cap_{k=1}^{\infty} B_{k}$ and compute

$$
\limsup _{n \rightarrow \infty} \operatorname{Pr}\left(S_{n} \in K_{\varepsilon}^{\mathrm{C}}\right) \leq \limsup _{n \rightarrow \infty} \sum_{k=1}^{\infty} \operatorname{Pr}\left(S_{n} \in B_{k}^{\mathrm{C}}\right) \leq \sum_{k=1}^{\infty} \limsup _{n \rightarrow \infty} \operatorname{Pr}\left(S_{n} \in B_{k}^{\mathrm{C}}\right) \leq \sum_{k=1}^{\infty} l_{k} r_{N_{k}}^{2}<\varepsilon
$$

where the second inequality is due to Fatou's lemma. This proves the tightness.
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