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Highlights 

 Heterogeneous cirrus clouds are generated. 

 Lidar signals are simulated using a Monte-Carlo code. 

 Effects on CALIOP lidar measured data are evaluated. 

 Importance of horizontal photon transport is underscored. 
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Abstract 

The goal of this work is to evaluate the effects of cirrus heterogeneity on characteristics that 

are directly measured by the CALIOP/CALIPSO lidar, i.e. attenuated backscatter coefficient 

and depolarization ratio. This assessment was done using the 3D Monte Carlo simulator of 

Polarized Lidar signals (3DMcPOLID) together with the high-resolution 3D cloud fields-

generator 3DCLOUD_V2. The evaluation is based on random sampling and on comparison 

between mean profiles of 3D clouds and of plane-parallel equivalent 1D clouds. 

Mean profiles of the apparent attenuated backscatter as well as of the integrated apparent 

backscatter are statistically equal when a cirrus cloud field is probed with the 325 m 

resolution. To the contrary, the difference between profiles is statistically significant in the 

case of the 1 km resolution. Profiles of the volume depolarization ratio are statistically 

different for both cases of the horizontal resolution. The total bias of CALIOP/CALIPSO lidar 

data is mainly due to the plane parallel bias and multiple scattering, i.e., horizontal photon 

transport. 
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1. Introduction 

Clouds have a significant effect on the Earth radiation budget. They reflect the solar radiation 

and reduce the warming of the Earth (albedo effect). They also contribute to the greenhouse 

effect by trapping the thermal radiation emitted from the Earth‘s surface, reducing the 

radiative cooling of the Earth (see, e.g., [1,2] and references therein). 

Nowadays, remote sensing, i.e., spaceborne passive and active instruments, is the principal 

source of information on global Earth clouds and precipitations characteristics. Passive 

sensors have a broad area of coverage. Active sensors, as radars and lidars, provide range-

resolved profile measurements. “Major challenges engaged in the characterization of clouds 

by remote sensing methods are confronted. The problems come, on the one hand, from the 

spatial heterogeneity of real clouds and, on the other hand, from the dominance of multiple 

scattering in the radiation transport” [3]. Scientific literature addressing effects of 3D 

radiative transfer within cloud fields is large and has multiple decades of history (see, e.g., [3] 

and references therein). It was proven that cloud heterogeneity is a major factor that strongly 

affects the passive remote sensing of some cloud properties (see, e.g., [4]. 

Concerning active sensors, it has long been known that incomplete beam filling affects data of 

radar sounding (see, e.g., [5, 6]). The field of view (FOV) of radars, as a rule, is quite large 

and hence signals depend on a spatially heterogeneous but unresolved rain field within the 

FOV. That problem, as applied to spaceborne radars, is referred to as non-uniform beam 

filling (NUBF). Biases in radar-retrieved rain rate due to NUBF have been addressed by a 

number of authors (see, e.g., [7], and references therein). 

The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) onboard the Cloud-Aerosol 

Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite part of the so-called 

‗A-train‘ constellation was developed to provide global profiling measurements of cloud and 

aerosol and properties in order to complement current measurements and improve our 

understanding of weather and climate [8,9]. 

Lidar-data interpretation is usually based on the single-scattering lidar-equation that excludes 

the effects of multiple scattering (MS). In the case of lidar cloud sounding, such an 

assumption can lead to huge errors. Numerous scientific works addressed that problem. 
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Results of the MUSCLE (Multiple Scattering Lidar Experiment) working group are especially 

interesting (see [10] and references therein). In his review, Bissonnette [11] concludes that 

―multiple scattering in lidar manifests itself as greater signal strength and alteration of 

polarization. These effects depend on the measurement geometry (in particular the distance to 

the scattering medium and the physical penetration depth), on the system parameter (most 

importantly the receiver field of view) and on the medium properties (i.e., the extinction 

coefficient, the angular scattering function, and the optical depth)‖. 

Owing to the highly narrow FOV of lidars, there is no need to account for incomplete beam 

filling for ground-based or airborne measurements of the atmosphere. The cross section of the 

laser beam is always lower than the characteristic size (or correlation length) of the 

heterogeneity of aerosol/cloud fields. Thus, the model of plane parallel clouds is universally 

accepted in lidar signal calculations (direct problem) and in cloud-property retrievals (inverse 

problem). However, spaceborne lidars such as CALIOP/CALIPSO have a quite large laser 

footprint, so that a cloud field can be horizontally heterogeneous within the footprint. This 

raises the well-known problem of non-uniform beam filling (NUBF), but applied to the lidar 

remote sensing. 

Clouds show complex tridimensional (3D) variability in their horizontal and vertical 

geometrical, optical and microphysical properties at different averaging scales. For example, 

the power spectra of the logarithm of their optical and microphysical properties (optical depth, 

liquid water content or liquid water path for low clouds and ice water content for high clouds) 

typically exhibits a spectral slope of around    ⁄  [12–20] from small scale (a few meters) to 

the ―integral scale‖ or the outer scale (a few tens of kilometers to one-hundred kilometers), 

where the spectrum becomes flat (i.e. decorrelation occurs). At the same time, very few 

scientific contributions address the effect of cloud heterogeneity on lidar measurement. Miller 

and Stephens [21] carried out a brief exploration of lidar pulse extension behavior in non-

uniform horizontal/vertical media with 3D Monte Carlo lidar model, and concluded that 

detailed cloud geometries effects were not negligible. Albers et al. [22] calculated backscatter 

intensity from measured in-situ data, showing that cloud inhomogeneities cannot be neglected 

in the interpretation of remote sensing data. 

The effects of the NUBF of spaceborne lidars are twofold. (i) Characteristics that are directly 

measured by lidar, i.e., the attenuated backscatter coefficient and the depolarization ratio, can 

be affected by heterogeneity and lead to biased cloud statistics derived from measurements. 

Heterogeneity effects have thus to be quantified with respect to direct radiative transfer 
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calculations, i.e., simulation of lidar/radar observations. (ii) Retrievals from lidar observations 

of cloud parameters, as optical thickness, can be affected as well. Retrieval errors need 

detailed investigations, which should be done on the base of direct simulations. 

The objective of this work is to evaluate how 3D cirrus heterogeneity affects 

CALIOP/CALIPSO lidar data under conditions of multiple scattering. It should be stressed 

that we are dealing with only one of numerous error sources related to the direct problem, i.e., 

to forward-modelled lidar data. The evaluations were performed using an approach well-

known in the radiative-transfer community (see, e.g., [3] and references therein). The 

approach consists of comparing mean radiative properties of the 3D clouds and those of the 

homogenous and plane-parallel equivalent clouds that have the same optical properties as the 

3D clouds on the average. We developed two tools for this purpose. The first one is the 3D 

polarized lidar simulator (3DMcPOLID) which is based on the 3DMCPOL model [23], 

employed to simulate 3D radiance on the top of the atmosphere measured by passive sensors. 

The second tool is a high-resolution synthetic 3D cloud fields-generator (3DCLOUD_V2). It 

is an enhanced version of the 3DCLOUD model [20], where a wavelet framework is used 

instead of Fourier framework. 

The organization of this paper is as follows. In section 2, we detail the methodology used to 

quantify 3D cloud inhomogeneity effects on CALIOP/CALIPSO measurements. The cirrus 

cloud fields generated by 3DCLOUD_V2 are then presented. In section 3, quantitative effect 

of cloud inhomogeneities on the apparent backscatter, the integrated apparent backscatter and 

the volume depolarization ratio as measured by CALIOP/CALIPSO are presented. 

Conclusions and discussions are presented in section 4. The 3DMcPOLID algorithm is 

presented in appendix A and its performance is outlined. 

 

2. Methodology  

2.1. Synthetic inhomogeneous cirrus cloud fields generated by 

3DCLOUD_v2 

 

3DCLOUD [20] is a fast and flexible algorithm designed to generate realistic 3D cloud fields 

for stratocumulus, cumulus and cirrus. Cloud fields can be simulated in terms of extinction 

coefficient (ε), local optical depth ( ) or liquid/ice water path (LWP/IWP). The generated 
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fields have statistical properties that are in agreement with observations in real clouds. It is 

assumed that the optical depth follows a gamma distribution. The parameters used for 

radiative transfer calculations are the mean optical depth  , the inhomogeneity parameter   

(standard deviation of   normalized by the mean of  ), the cloud coverage  , and the Fourier 

spectral slope   (which is close to −5/3 between the smallest scale of the simulation to the 

outer      where the spectrum becomes flat). 

In the first step, 3DCLOUD solves drastically simplified basic atmospheric equations and 

assimilates the user‘s prescribed large scale meteorological profiles (humidity, pressure, 

temperature and wind speed), in order to simulate 3D structures of liquid water content 

(LWC) or ice water content (IWC). In the second step, the iterative Fourier filtering method is 

used to constrain the intensity of  ,  ,   and     . It should be underscored that for 

anisotropic cloud fields such as cirrus uncinus with pronounced preferred direction of fall-

streaks, the used Fourier filtering method gives sometimes unusual cirrus structures with 

sharp variations in the final 3D extinction field. Such structures have a spectral slope     at 

high frequencies in Fourier energy spectrum (see Fig. 2c) which contradicts experimental 

observations. Therefore, we developed 3DCLOUD_V2 code, an enhanced version of the 

3DCLOUD model, where the wavelet framework is used instead of the Fourier framework in 

the second step. It is well known that wavelets are localized in both space and frequency 

whereas the standard Fourier transform is localized only in frequency. Thus, we expect that 

the new iterative wavelet method operating during the second step of 3DCLOUD_v2 

algorithm will allow a better control of the spectral slope value without affecting the spatial 

structure of the cloud simulated during the second step of 3DCLOUD model. 

 

(a) (b) 
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Figure 1 : (a) Volume rendering and (b) optical thickness of cirrus used in this study. 

 

We present some textural and statistical properties of the cirrus generated by 3DCLOUD_v2 

and used in this study. Large scale meteorological profiles assimilated by 3DCLOUD_v2 

during the first step (wind speed, humidity, temperature) are similar to those presented in [20]. 

Snapshots of the cirrus structure are display on Fig. 1. The optical thickness field generated by 

the wavelet framework at the end of the second step of 3DCLOUD_V2 is show on Fig. 1b. 

The mean optical depth is  ̅      ; and the inhomogeneity parameter, i.e., the ratio of the 

standard deviation of the optical depth to the mean optical depth is        . The horizontal 

extension is 7 km, the vertical resolution is 60 m and the horizontal resolution is 25 m both in 

x and y directions. The specific values of  ̅ and    were chosen on the base of in situ 

observations performed by Gayet et al. [24] in midlatitude cirrus clouds of the Southern and 

the Northern hemispheres. They are in good agreement with the values used in the works by 

Fu et al. [25] and Carlin et al. [26]. If the pixel size is of 450 m, the inhomogeneity parameter 

of our cirrus field         is in agreement with Table 1 of the review by Shonk et al. [27]. 

In order to underscore the advantage of the wavelet framework, Fig. 2 shows statistical 

properties of cirrus fields generated by 3DCLOUD and 3DCLOUD_V2 codes. Fig. 2a 

displays an histogram of the 3D extinction coefficients. Vertical profiles of horizontally 

averaged ice water content (IWC) and extinction coefficient are represented in Fig. 2b. It is 

seen that the base and the top altitudes of the cirrus field are around 9.2 km and 10.8 km, 

respectively. Fig. 2c shows mean 1D power spectra of the IWC generated by 3DCLOUD at 

the step 1 and of the extinction generated at the step 2 by 3DCLOUD and 3DCLOUD_V2, 

respectively. The IWC field is very smooth. Such smoothness leads to the spectral slope that 

is close to -5.5 for the scale smaller than 1 km (Fig. 2c). Optical depth field generated by 

3DCLOUD and 3DCLOUD_V2 are rougher. Both 3D extinction fields have a spectral slope 

close to -1.6 (Fig. 2c). The 3D extinction histograms (Fig. 2a) and the averaged profiles (Fig. 

2b) are very close to each other; and we can note their gamma-like distribution. However, the 

extinction field generated by 3DCLOUD has some sharp discontinuities whereas it is not the 

case in the field generated by 3DCLOUD_V2. This drawback leads to 1D flat spectral slope 

of 3DCLOUD extinction at the highest wavenumbers. The wavelet framework seems to be a 

good alternative. Contrary to Fourier framework, the extinction field does not show a 1D 

spectral slope close to zero at the highest wavenumbers. 
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Figure 2: (a) Histogram of 3D extinction and (b) mean profiles of ice water content (dotted 

line) and 3D extinction generated by 3DCLOUD (dashed line) and 3DCLOUD_V2 (full line). 

(c) Mean 1D power spectra of IWC (star), 3DCLOUD (circle), 3DCLOUD_V2 (point) 

following x direction (full lines for y direction) and of theoretical signal with 1D spectral 

slope of    ⁄ . Numerical values of 1D spectral value, estimated between from      m
-1

 

wavenumber to the Nyquist wavenumber, following x and y directions, are given. Power 

spectra are vertically shifted for reasons of clarity. 

 

2.2. Methodology applied to compare 1D and 3D lidar signals 

 

CALIOP products contain profiles of attenuated backscatter      that can be written in the 

single-scattering approximation as [28]: 

     [           ]            (1) 

where       and       represent the backscatter contributions from particles and from the 

atmospheric molecules, and       represents the two-way transmittance between the satellite 

and the altitude level  . The integrated attenuated backscatter is expressed as: 

     ∫     
  

 
  .     (2) 

where    is the altitude of the cloud top. 

CALIPSO orbits at an altitude of 705 km. CALIOP‘s transmitter has a beam divergence of 

0.11 mrad; and the receiver has a field of view (FOV) of 0.13 mrad [28–29]. Such a large 

distance from the clouds to the receiver leads to two important consequences. The first 
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consequence is linked to the so-called configuration angle   , which is proportional to the 

FOV and to the distance to cloud (see Eq. (5) in [30]). The single-scattering lidar equation is 

valid if      , where    is the diffraction angle of ice crystals [30]. In the case of the 

CALIOP configuration      . In other words, a significant fraction of the scattering energy 

is included in a small angle forward lobe and may stay in the lidar receiver FOV [31]. That 

fact is confirmed by our simulations for homogeneous cirrus (not shown here). It turns out 

that the ratio of multiple-scattering contribution to single-scattering contribution for CALIOP 

lidar return can reach 30 % even for the low optical depth of 0.15. Thus, CALIOP signals 

from cirrus are affected by multiple scattering. In order to underscore that fact we use in this 

work the term ―apparent attenuated backscatter‖ instead of the ―attenuated backscatter‖ (see, 

e.g., [32–33]). Consequently, we investigate effects of cirrus heterogeneity on CALIOP lidar 

data in multiple-scattering conditions. 

The second consequence is the fact that the diameter of the CALIOP laser footprint is about 

70 meters [34]. It is sufficiently large so that lidar signals can be affected by heterogeneity of 

cirrus clouds, especially when the footprint overlaps an edge of a cloud. From the point of 

view of the atmospheric optics, the effect has much in common with the problem of partly 

cloudy pixels in Moderate Resolution Imaging Spectroradiometer (MODIS) cloud property 

retrievals (see, e.g., [35] and references therein). Thus, the effect has to be thoroughly 

evaluated. 

The evaluation of the heterogeneity effects has to be based on a radiative-transfer community 

approach. That is, we have to compare two sets of optical characteristics (in this case, lidar 

data). One set is representative of 3D cloud fields and another set corresponds to the 

horizontally homogenous and plane-parallel equivalent clouds. In this work the plane-parallel 

model allows vertical layering. Therefore the equivalent 1D cloud has the same optical 

characteristics as the corresponding horizontally averaged 2D-cloud field. 

However, the evaluation of the heterogeneity effects also needs to be adapted to the 

peculiarities of the CALIOP data acquisition. Specifically, CALIOP samples a cloud field 

along the track with the fundamental sampling resolution of 30 m vertically and 333 m 

horizontally [28]. Cloud characteristics are available at three spatial resolutions (the 333-m, 

the 1-km and 5-km layer-products) over a vertical range extending from ~20.2 km above 

mean sea level down to -0.5 km below sea level. In this work, we report only results for 325-

m (not 333 due to our numerical simulation horizontal resolution of 25 m both in x and y 

directions) and 1-km horizontal resolutions. 
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Simulation of along-track sampling is time-consuming because it requires generation of a 

large set of high-resolution 3D cloud fields, which are similar in terms of statistical properties 

of optical and physical characteristics. At the same time, the along-track sampling exploits 

only a small portion of each generated field. Thus, we preferred random sampling applied to 

one generated field (see Section 2.1). The random sampling provides satisfactory results when 

the given high-resolution 3D cloud field is large enough.  

 

  
Figure 3. Schematic representations of the random sampling for (a) 325 m horizontal 

resolution and for (b) 1 km horizontal resolution. 

 

Figure 3a) shows a schematic sketch of the random sampling for the 325 m horizontal 

resolution. It represents a part of the cloud field as viewed from the top with a resolution of 

25m. Observations from the 3D sample are indicated by the dark-gray circles. Every circle is 

a schematic representation of a receiver footprint. The receiver has a FOV angle of 0.13 mrad 

and it covers several pixels. The cloud field is horizontally heterogeneous within the footprint, 

that is, the IWC and the extinction coefficient depend not only on the altitude, but on the   

and   coordinates as well. Every photon scattered in the receiver direction within the FOV 

contributes to the output signal. Due to multiple scattering, a lidar signal is formed by photons 

travelled within the FOV and coming from neighboring pixels. The 3D lidar data are 

simulated for each footprint with the 3DMcPOLID code (see Appendix A). Observations 

from the 1D sample are shown by the dark-gray rectangles. Every rectangle represents the 

averaging area of the 325 m horizontal resolution in agreement with the assumption made for 

CALIOP measurements. It includes the corresponding laser footprint. The cloud optical 

parameters were averaged over the rectangle at every altitude level. The obtained profiles of 

the averaged values were used to compute the 1D lidar data with the same 3DMcPOLID code, 

i.e., the data that correspond to the case of a plane-parallel cloud field. 

(a) (b) 
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For the 1 km horizontal resolution, the random sampling was performed in the same way (see 

Fig. 3b). The difference is that every averaging area was a rectangle of 1 km long, and it 

includes the average of three separate 3D calculations for each CALIPSO footprint in the 1 

km boxes. 

Two complementary approaches were employed to evaluate the radiative effects of cirrus 

heterogeneity. The first approach is based on the analysis of relative or absolute errors. Let 

     be a vertical profile of a particular parameter. The absolute error/bias       is 

computed as 

      〈    〉   〈    〉  ,    (3) 

where 〈 〉   and 〈 〉   denote averaging over 1D and 3D samples, respectively. The 

relative error/bias (in percentage)       is computed as 

          
     

〈    〉  
     

〈    〉   〈    〉  

〈    〉  
.   (4) 

On the one hand, the analysis of relative/absolute errors is commonly accepted; on the other 

hand, it suffers from the following shortcoming. There is no possibility to conclude whether 

the difference between 〈    〉   and 〈    〉   is statistically significant when a specific 

value of       or       is obtained. Thus, we also employed the second approach, namely, 

t-tests that provide a mechanism for making quantitative decisions. The basic terminology, 

methods and equations of descriptive statistics used in this work can be found, for example, in 

the book by Sheskin [36]. The equality of means is employed as the null hypothesis in this 

work, that is, 

    〈    〉   〈    〉  .     (5) 

It should be emphasized that the computed t-values are somewhat normalized to the estimated 

variances and covariance (see Eq. (6) below) and thus they do not depend on the magnitude of 

the parameter     . 

Despite the fact that Monte-Carlo simulations are time consuming, the size of the samples is 

chosen to be large, i.e., of       observations. That provides the possibility to ensure the 

quality of our hypothesis tests. When we deal with lidar data, e.g., apparent attenuated 

backscatter, the population standard deviation is unknown. Thus, our evaluations are based on 

t-tests, i.e., the single-sample t-test or the t-test for two dependent samples (see [36] Ch. 2 and 

Ch. 17). We employed the tabled critical t-value of           that corresponds to the 

significance level of 0.05 for two-tailed and of 0.025 for one-tailed hypothesis testing. 
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It follows from the specification above that our 3D and 1D samples are dependent (paired 

samples   and  ). In other words, the samples are related to each other and the covariance 

(correlation) has to be taken into account when t-value is computed ([36], Ch. 17): 

 

  
〈 〉 〈 〉

√[  
    

           ]  ⁄
,     (6) 

 

where 〈 〉,   
 , and        denote the estimated mean, variance, and covariance values, 

respectively. 

In addition to standard assumptions necessary for random sampling, the key feature required 

of our evaluations was the following. The mean profile of the extinction coefficient of a 

sample, that is, 〈    〉   for the 3D sample or 〈    〉   for the 1D sample (where   stands for 

the altitude value) has to be statistically equal to the mean profile 〈    〉    of the cloud field 

as a whole (see Fig. 2b), i.e., of the population. This means that the null hypothesis of the 

single-sample t-test cannot be rejected. In other words, the computed t-value | |       for all 

altitude levels   of the cloud field. Moreover, the mean profiles 〈    〉   and 〈    〉   of the 

extinction coefficient of the 3D- and 1D- samples have to be statistically equal. This means 

that the null hypothesis of the t-test for two dependent samples cannot be rejected (| |  

    ). The profiles 〈    〉   and 〈    〉   are shown in Fig. 4a. 

 

 

Figure 4. (a) Mean profiles of the extinction coefficient. The black and gray lines correspond 

to 〈    〉   and 〈    〉   profiles, respectively. The solid and dash-dot lines correspond to the 

325-m and 1-km horizontal resolutions, respectively. The dash-dot lines are shifted by 0.0005 

m
-1

. (b) Profiles of the t-value for the optical depth. The black and gray lines correspond to the 

325-m and 1-km horizontal resolutions, respectively. 
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A profile of the cloud optical depth      can be readily calculated when the profile of the 

extinction coefficient      is known: 

     ∫     
  

 
  ,     (7) 

where    is the altitude of the cloud top. The direct consequence of the statistical equivalence 

of the extinction profiles coefficient 〈    〉   and 〈    〉   is the fact that the mean profiles 

of the cloud optical depth 〈    〉   and 〈    〉   of the 1D and 3D samples are statistically 

equal (i) to one another and (ii) to the mean profile 〈    〉    of the cloud field as a whole. 

That property is confirmed by Fig. 4(b) where the computed t-values of the t-test for two 

dependent samples are shown. 

In this work, CALIOP/CALIPSO lidar data were simulated with 3DMcPOLID software (see 

Appendix below) for both 3D and 1D cases. It is assumed that the scattering matrix of cirrus 

particles was the same for the whole cloud field. The matrix was computed for a gamma size-

distribution of ice crystals with an effective diameter of 50   . The refractive index value 

was                        at the wavelength 532 nm; the surface of particles was 

supposed to be deeply rough [37]. Optical characteristics were computed using the improved 

geometric optics method (IGOM) [37]. The asymmetry parameter is       , which is in 

agreement with experimental data for cirrus clouds [24, 38]. 

In Section 3, we discuss our results in view of the scientific literature published by the 3D 

radiative transfer community. With this in mind, we will use the terms ―plane-parallel (PP) 

bias‖ and ―independent column approximation (ICA) bias‖ according to the work of Davis 

and Polonsky [39] with the only difference in the sign. We define the bias as the estimated 

value minus the true value and not the reverse. More specifically, let us consider the i-th 

observation          of the parameter      from the 3D sample and the corresponding 

observation          from the 1D sample. Note that there is no averaging over 1D and 3D 

samples here. Equations (8) and (9) define the PP and ICA biases, respectively, 

                   〈    〉        ,    (8) 

           〈    〉                 ,    (9) 

where 〈 〉       is averaging over the corresponding pixels, that is, 〈    〉         is the 

profile computed following the independent column approximation for the i-th observation. It 

is evident that the absolute bias of the i-th observation is: 
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                                             .  (10) 

The absolute bias        of Eq. (3) can be computed by averaging        over the samples. 

 

3. Results 

 

Figure 5 shows a typical example of our Monte-Carlo simulations results. It refers to one of 

200 observations that represent our random sampling. On one hand, there are some 

similarities between the 3D and 1D profiles of the apparent attenuated backscatter. It is 

reasonable to expect the resemblance because the profiles were obtained for the same regions 

of the cloud field (see Fig. 3). On the other hand, large relative differences between the 3D 

and 1D simulations are observed. In such conditions, it makes no sense to compare 3D and 

1D lidar data for every observation, instead here we will focus on analyzing the differences in 

suitably averaged mean profiles. 

 

 

Figure 5. Profiles of the apparent attenuated backscatter: 3D case (black line) and 1D (325 m 

horizontal resolution) case (gray line). 

 

3.1. Biases of the direct problem 

 

9.0

9.5

10.0

10.5

11.0

1E-8 1E-7 1E-6 1E-5 1E-4

 3D

 1D

 (m
-1
sr

-1
)

A
lt
it
u
d
e
 (

k
m

)



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

15 

 

We have to emphasize some crucial points prior to presenting our modeling results. 

As was mentioned above, the random sampling was performed in this work under the 

following conditions: the mean profiles of the extinction coefficient 〈    〉   and 〈    〉   of 

the 1D and 3D samples are statistically equal (i) to one another and (ii) to the mean profile 

〈    〉    of the cloud field as a whole. 

In addition, our simulations were performed with a scattering matrix that was the same for all 

cloud pixels. Thus,      is linearly proportional to      when        . Therefore, 

〈    〉   and 〈    〉  , as well as 〈    〉   and 〈    〉  , have to be statistically equal to one 

another at least in the vicinity of the top of the cloud layer. 

The PP bias can be understood from the following. The relationship between the apparent 

backscatter      and the extinction coefficient      is as follows [40]: 

     [              ]      [          ]    (11) 

where            ⁄  is the lidar ratio (the ratio of particle extinction to backscatter);      

is a range-dependent multiple scattering function [41]. Let          and           be the 

results of the Monte-Carlo simulations for the i-th observation (see Fig. 3). Under 

assumptions of the independent column approximation (ICA),          and           can be 

expressed using Eq. (11) as follows: 

         [    〈    〉              ]      [      〈    〉        ], (12) 

          〈[              ]      [          ]〉        ,  (13) 

where 〈 〉         denotes averaging over the pixels corresponding to the i-th observation. 

Let us consider the apparent attenuated backscatter   of Eq. (11) as a nonlinear function of 

several independent variables. In addition, let the optical depth be proportional to the 

extinction coefficient, i.e.,          . In that case               [      ]  

    [       ]. Its second derivative with respect to   is negative under the condition: 

    [              ]   ,    (14) 

that is, at small values of the optical depth. 

Therefore,          is greater than or equal to           according to Jensen‘s inequality (see, 

e.g, [42]). In other words, the PP bias           must be positive (           ). The 

second derivative is positive at large values of the optical depth. Accordingly,           

becomes negative with increasing     . 
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In order to understand some basic properties of the PP and ICA biases under multiple-

scattering conditions, we performed simulations for the case of a very simple 3D field. A 

homogeneous cloud covers half of the field as viewed from the top (a two-pixels cloud field). 

The thickness of the cloud is 1 km and the cloud top altitude is 10 km. The extinction 

coefficient is 3 km
-1

; the scattering matrix is the same as described above (see Section 2.2). 

The center of CALIOP laser footprint is exactly on the cloud border. In other words, a half of 

the laser beam passes through the cloud pixel, another half goes through the molecular-

atmosphere pixel. The simulation results are shown in Fig. 6. The biases are presented in 

terms of the percentage with respect the true profile        of the apparent attenuated 

backscatter. It is seen that the total bias is dominated by the PP bias, which corresponds to the 

plane-parallel cloud having the extinction coefficient 1.5 km
-1

. At the same time, the ICA bias 

cannot be neglected. It reaches 27 % in our case. Another important point to underscore is the 

fact that all biases become negative in the molecular atmosphere below the cloud. 

 

Figure 6. Total (black line), PP (gray line), and ICA (dashed line) biases of the apparent 

attenuated backscatter coefficient     . 
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3.2 Effect on lidar data at 325 m and 1 km horizontal resolutions 

 

We discuss below the effects of cirrus heterogeneity on optical properties that are directly 

measured by the CALIOP/CALIPSO lidar, that is, apparent attenuated backscatter, integrated 

apparent backscatter, and volume depolarization ratio (see, e.g., [43] p. 01). It is beyond the 

scope of this work to evaluate effects on derived optical characteristics, that is, those that can 

only be obtained via application of the CALIPSO extinction retrievals. 

Effects of cirrus heterogeneity in multiple-scattering conditions are shown in Figs. 7 and 8. 

Note that the mean averaged biases are computed from Eqs. (3) and (4). Some resemblance 

between the corresponding curves of the figures comes from the fact that the data are 

normalized. The relative error/bias is normalized to 〈    〉    Eq. (4), and the t-value is 

normalized to the estimated variances and covariance Eq. (6). At the same time, there are 

differences that help to underscore some properties. The shaded rectangles in Fig. 8 

correspond to the tabled critical t-values of           . In other words, if a t-value of a 

parameter      is within the rectangle, we can retain the null hypothesis (see Eq. 5) meaning 

that there is no difference between 3D and 1D signals. 

As it is expected, 〈    〉   and 〈    〉   are statistically equal at the top of the cloud layer 

for the both cases of the resolution (325 m and 1 km). The same is true for 〈    〉   and 

〈    〉  . The difference between 〈    〉   and 〈    〉   increases quickly with the 

penetration into the cloud layer, i.e., with decreasing altitude  , and reaches the maximum 

level about 20%. It follows from Fig. 6a that       became significant at the altitude interval 

close to        km for the 325 m resolution and around        km for the 1 km 

resolution. The null hypothesis, that is, the hypothesis     〈    〉   〈    〉  , is thus 

rejected. 
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Figure 7. Deviation between 1D and 3D lidar data profiles following (Eq. 4) The black and 

gray lines correspond to the 325-m and 1-km horizontal resolutions, respectively. Mean 

relative error/bias of the apparent attenuated backscatter (a) and of the integrated apparent 

backscatter (b), absolute error/bias of the volume depolarization ratio (c). 

 

 

Figure 8. Profiles of the t-value for two dependent samples computed from Eq. 6. The black 

and gray lines correspond to the 325-m and 1-km horizontal resolutions, respectively. 

Apparent attenuated backscatter (a), integrated apparent backscatter (b), and volume 

depolarization ratio (c). The shaded rectangle corresponds to the critical t-values of      

     . 

 

The       behavior is in agreement with the results of Section 3.1. In addition, we can 

hypothesize that the increasing       in conditions of multiple scattering is the consequence 

of the horizontal photon transport (see, e.g., [44]). It was underscored in the work by Davis 

and Marshak [45] that the actual mean-free-path in heterogeneous optical media is always 

larger than that predicted by the average extinction. It means that photons have a higher 

probability to be scattered when they are within the field of view of the lidar receiver in the 

case of the 1D, i.e., horizontally homogeneous cloud. Thus,        is higher than        at 

the altitude intervals close to        and      km despite the fact that the extinction 

coefficients 〈    〉   and 〈    〉   are close to each other. 
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Below the maximum, the relative error       decreases with increasing optical depth     . 

That property can be explained by the following. The generated cirrus field has a multilayered 

structure (see the example in Fig. 5), i.e., cloud layers are alternated by layers of the 

molecular atmosphere. And, the total bias becomes negative in the molecular atmosphere 

below the cloud (see Section 3.1 and Fig. 6). 

Looking at Figure 8a, we can consider 〈    〉   and 〈    〉   to be statistically equal in the 

case of the 325 m resolution with a few exceptions. The hypothesis     〈    〉   〈    〉   

is retained for almost the entire cloud layer (the black line in Fig. 8a). This is not the case for 

the 1 km resolution. The difference between 〈    〉   and 〈    〉   is statistically significant 

for a large range of the altitudes. The error       reaches the values up to -30% (the gray line 

in Fig. 7a). The two random samplings, i.e., 325 m and 1 km horizontal resolutions, led us to 

opposite conclusions. Most likely statistical properties of the 3D cloud field (Fig. 1), e.g., the 

correlation length, caused that difference. That problem will be the subject of further research. 

The behavior of the relative error/bias       (see Fig. 7b) of the integrated apparent 

backscatter is in total agreement with the properties of      . The error       reaches the 

maximal values of 4 % and 12 % for the 325 m and 1 km horizontal resolutions, respectively. 

The difference between 〈    〉   and 〈    〉  , decreases with increasing optical depth      

because       becomes negative. For the 325 m resolution the hypothesis     〈    〉   

〈    〉   is retained for almost the entire cloud layer (the black line in Fig. 8b). In contrast the 

difference between 〈    〉   and 〈    〉   is statistically significant in the case of the 1 km 

resolution. 

The absolute error/bias        of the volume depolarization ratio is shown in Fig. 7c. It 

reaches the maximal value about 0.07. On one hand, such a value is quite small compared to 

values of 0.33 ± 0.11 that are typical for cirrus clouds (see, e.g., [46]). On the other hand, the 

difference between 〈    〉   and 〈    〉   is statistically significant for the entire cloud layer 

(see Fig. 8c). Another important outcome of Fig. 8c is the fact that the volume depolarization 

ratio is always higher in the plane-parallel case, i.e., 〈    〉   〈    〉  , when the cloud 

consists of non-spherical ice crystals. This is a direct consequence of the fact that the 

depolarization ratio is much lower in the pixels without ice particles, that is, in the molecular 

atmosphere. 

 

4. Conclusions 
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We developed two software tools for evaluating effects of 3D cloud heterogeneity on 

CALIOP/CALIPSO lidar data under multiple-scattering conditions. The first one is the Monte 

Carlo simulator (3DMcPOLID) of lidar signals. It uses a Stokes vectors representation of 

polarized light and takes into account particle scattering matricies, multiple scattering and the 

three dimensional structure of cloudy atmosphere [23]. The second tool is the high-resolution 

3D cloud fields generator 3DCLOUD_V2. It provides realistic 3D cloud fields corresponding 

to stratocumulus, cumulus and cirrus conditions [20]. 

This work is devoted to evaluating the effects of cirrus heterogeneity only on optical 

properties that are directly measured by the lidar CALIOP/CALIPSO. That is, we analyzed 

effects on profiles of apparent attenuated backscatter, integrated apparent backscatter, and 

volume depolarization. 

Our evaluations are based on random sampling. They were done by comparing mean profiles 

of the 3D clouds and those of the homogenous and plane-parallel equivalent 1D clouds that 

have the same optical characteristics as the 3D clouds on the average. The statistical 

significance of our results is high due to the fact that each sample consists of the large number 

of observations      . We employed two complementary approaches to evaluate the 

plane-parallel bias, that is, the analysis of relative errors and the statistical test for difference 

between two related variables (paired t-test). 

With a few exceptions, we could consider as statistically equal the profiles (i) of the apparent 

attenuated backscatter 〈    〉   and 〈    〉   as well as (ii) of the integrated apparent 

backscatter 〈    〉   and 〈    〉   when a cirrus cloud field is probed with the 325 m 

resolution. In contrast, the difference between 〈    〉   and 〈    〉   as well as the 

difference between 〈    〉   and 〈    〉   are statistically significant in the case of the 1 km 

resolution. As for the volume depolarization ratio profiles, they are statistically different for 

the both cases of the horizontal resolution. 

Detailed evaluation of measurement-errors effects is beyond the scope of this article. At the 

same time we underscore the following. It follows from the basic principles that the variance 

values should be higher and the covariance values should be lower in view of measurement 

error. Thus, the corresponding t-values should decrease, see Eq. (6); and the statistical 

difference between profiles should become less significant. This suggests that there is only a 

slight bias in cirrus-cloud statistics derived from CALIOP direct data, that is, from the 

attenuated backscatter coefficient and/or the depolarization ratio. 

The configuration of CALIOP measurements, i.e., the altitude and the receiver FOV, are such 

that signals from cirrus are affected by multiple scattering even at low values of the optical 
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depth. In addition, the total bias is dominated by the plane-parallel bias, when 3D clouds are 

modelled with plane-parallel equivalent 1D clouds. At the same time, the independent column 

approximation bias cannot be neglected. 

 

 

Appendix A : 3DMcPOLID evaluation 

 

3DMcPOLID is an enhanced version of the MC lidar simulator [47]. 3DMcPOLID is based 

on 3DMCPOL [18], a forward MC model using the locate estimate method to compute 

solutions to the vector radiative transfer equation (Stokes vectors). 3DMCPOL was developed 

to simulate polarized radiance at the top of the atmosphere for fully 3D cloudy atmosphere. 

Major modifications of 3DMCPOL were performed with the aim to adapt it to lidar tasks. 

Namely, 3DMcPOLID accounts for laser divergence, telescope pattern, and the time 

dependence of signals. Specific variance reduction techniques [48] are included for the 

purpose of increasing the computational efficiency. In order to evaluate 3DMcPOLID, its 

outputs for different atmospheric and lidar system configurations have been compared with 

results published in the scientific literature. 

 

A.1. Comparison with MUSCLE community results 

Comparisons between 3DMcPOLID results and those published by the MUSCLE (MUltiple 

Scattering in Lidar Experiments) community have been done. Detailed conditions of 

simulation can be found in [10, 49]. Fig. A1 shows calculated ratios of multiple-to-single 

scattering contributions (top row) and ratios of double-to-single scattering contributions 

(bottom row) to the lidar return as a function of range in uniform cloud for two values of 

field-of view of a receiver (10 mrad and 1 mrad). The phase function is the C1 [50] phase 

function at 1.064 µm. The cloud base is at 1 km and the lidar is directed vertically. The results 

of our simulations (grey lines) are superimposed on the published figures by Bissonnette et al. 

[10]. 

Fig. A2 shows lidar backscattered signals computed for different orders of scattering and for 

two values of field-of view of the receiver (10 mrad and 1 mrad) as function of range in 
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uniform C1 cloud. The results of our simulations (grey and black lines) are superimposed on 

the published figures by Winker and Poole [49]. Generally, our simulations show very good 

agreement with the MUSCLE results, attesting that multiple scattering processes, 

backscattered intensity and the field of view of laser and receiver system are well coded in 

3DMcPOLID. 

 

 

Figure A1. Calculated ratios of multiple-to-single and of double-to-single scattering 

contributions to the lidar return from a uniform C1 cloud for different values of receiver field 

of view; the cloud base is at 1 km and the lidar is directed vertically. Symbols are MUSCLE 

members models [10] and the grey line is 3DMcPOLID model. 
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Figure A2. Solutions to the MUSCLE common problem (Winker and Poole [49]) (a) 1 mrad 

FOV. Curves from top to bottom are: total signal, single scatter signal, second order, third 

order. (b) 10 mrad FOV. Curves from top to bottom are: total signal, single scatter signal, 

second order, third order, fourth order. Grey and black lines are 3DMcPOLID results (black: 

total signal, full grey: single scatter signal, large dashed grey: second order, dotted grey: third 

order, small dotted grey: fourth order) 

 

A.2. Comparison with TDTS and Monte Carlo codes 

 

Fig.A3a shows comparisons between apparent 532-nm lidar backscatter simulated by 

3DMcPOLID and by the time-dependent two-stream (TDTS) method [51] for a lidar system 

similar to CALIOP/CALIPSO. Concerning the atmospheric parameters, the sun is omitted, 

the ground albedo is assumed to be zero, molecular optical depths are modeled according to 

[52], the molecular phase function is computed using the Rayleigh theory and the molecular 

depolarization factor at 90° is equal to 0.0275. The optical depth of homogenous cloud is set 

to 0.3, 1.0 and 20. The cloud base and top heights are set to 9 and 10 km, respectively. The 

cirrus phase function is computed using the Mie theory. The effective radius of the cloud 

particles is 10 µm, and the size distribution is assumed to be lognormal with the effective 

variance of 0.02. The vertical resolution is 20 m. The lidar is at the altitude of 1000 km and is 

assumed to have a Gaussian transmitter with a 1/e half-angle beam divergence of 50 µrad and 

a receiver with a half-angle field of view (FOV) of 65 µrad. A top-hat receiver pattern is 

(a) (b) 
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assumed. For small (     ) and large (    ) cloud optical depths, the TDTS method and 

the 3DMcPOLID software show very good agreement. For the moderate cloud optical depth 

(     ), the TDTS method provides a slightly larger apparent backscatter coefficient 

compared to the 3DMcPOLID result. 

Fig. A3b shows comparisons as Fig. A3a but for a thick cloud with no atmosphere. The 

results of the Monte Carlo code [53] are drawn as well. The simulation conditions correspond 

to the experiment 3 of I3RC, phase III, case 7 [54], that is, a semi-infinite cloud of absorbing 

particles with a single scattering albedo of 0.98, an extinction coefficient of 40 km
-1

, the 

Henyey-Greenstein phase function with the asymmetry parameter of 0.85. Different FOV 

were considered; the corresponding footprint sizes are 20 m, 100 m (close to 

CALIOP/CALIPSO), 500 m and 5000 m. It is seen that TDTS code, the Monte Carlo code 

[53] and 3DMcPOLID show very similar simulated profiles of apparent backscatter 

coefficients. Moreover, the two Monte Carlo codes results are very close with a signal smaller 

than TDTS code results, whatever the FOV size, except very large FOV (footprint = 5000 m). 

This behavior is the same as those observed in Fig.A3a and is due to the fact that multiple 

scattering processes are differently treated in Monte Carlo method and in the TDTS code. 

 

Figure A3: (a) Lidar system similar to CALIOP/CALIPSO apparent backscatter coefficient as 

a function of altitude for homogeneous plane parallel cirrus between 9 km and 10 km, 

computed with TDTS code (full line) and with 3DMcPOLID (dotted line). Three optical 

depths are considered, τ=0.1 (dashed line), τ=3 (full line) and τ=20 (dotted line). (b) Lidar 

(a) (b) 
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apparent backscatter coefficient as a function of altitude for a thick semi-infinite cloud, 

computed with TDTS code (black thin line), with Monte Carlo code (grey thick line) [53] and 

3DMcPOLID (dotted black line), for different fields of view or footprints. Background 

picture of Fig.A3b is extracted from [51]. 

 

A.3. Comparison with ECSIM and an analytical model results 

 

Fig.A4 shows profiles of linear and circular depolarization ratio for lidar sounding of a water 

cloud composed of spherical droplets. To be more specific, the simulations were performed 

for the C1 cloud and a lidar positioned at the distance of 2 km and having the receiver FOV of 

1.75 mrad. The profiles are shown as a function of the cloud optical depth. The results of a 

Monte Carlo based code ECSIM [55], of an analytical approach [56], and of 3DMcPOLID are 

represented. It is seen that all tree approaches show coherent behavior of the depolarization 

ratio. As expected, the depolarization ratios are closed to zero at the top of the cloud. Then, 

the depolarization ratios gradually increase with the distance from the cloud top, i.e., with the 

optical depth. This increase is due to multiple scattering processes. At the same time, the 

depolarization ratios simulated with 3DMcPOLID are systematically a little bit larger (up to 

10% for the circular depolarization) compared to data of the ECSIM code [55] and of the 

analytical approach [56]. For the linear depolarization ratio and for the optical depth larger 

than 3, the ECSIM code, the analytical approach and 3DMcPOLID provide results that are 

statistically identical. 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

26 

 

 

 

Figure A4: Linear and circular depolarization profiles in a C1 cloud at a distance of 2 km for a 

FOV of 1.75 mrad and a wavelength of 700 nm as a function of cloud optical depth. The grey 

lines show 3DMcPOLID results, solid black lines show ECSIM results [55] and dashed lines 

show the result calculated using an approximate analytical approach [56]. Vertical bars denote 

the standard deviation of the Monte-Carlo results [55]. The background figure is extracted 

from [55]. 

As the general conclusion from the evaluation results shown above we can assert that 

3DMcPOLID provides fully consistent results for spaceborne and airborne lidar sounding of 

clouds, including polarization effects. 
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