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Long time existence results for Hamiltonian non-linear Klein-Gordon equations on some compact manifolds*

Jean-Marc Delort
Université Paris 13, Sorbonne Paris Cité, LAGA, CNRS (UMR 7539), 99, Avenue J.-B. Clément, F-93430 Villetaneuse

Abstract

Consider a non-linear Klein-Gordon equation on $X$, a compact Riemannian manifold without boundary, $(\partial^2_t - \Delta + m^2)w = N(w)$, where $N$ is a smooth non-linearity. If the non-linearity vanishes at order $n + 1$ at zero, and if the Cauchy data are of small size $\epsilon$ in a regular enough Sobolev space, the solution exists over time intervals of length $c/\epsilon^n$, and remains of size $O(\epsilon)$ over that interval of time.

In this review paper, we shall discuss the question of getting a similar existence result and $O(\epsilon)$ bounds over an interval of length larger than $c/\epsilon^n$. We shall present first some recent results concerning general manifolds, where one obtains some slight improvement of the lower bound of the time of existence given by local existence theory, when the mass parameter $m$ avoids a subset of zero measure.

Then, we turn to the question of obtaining lower bounds of the time of existence in $c_N \epsilon^{-N}$ for any $N$. It turns out that this is possible if one works on very special manifolds (Zoll manifolds), with Hamiltonian non-linearities, and again takes the parameter $m$ of the equation outside a set of zero measure.

We shall focus first on the semi-linear case, where ideas of proof may be described easily. We shall then discuss with less details the more involved case of quasi-linear equations.

1 Introduction

The aim of this survey paper is to review results that have been obtained during the last ten years about long time existence for nonlinear hyperbolic equations with small smooth data on compact manifolds. We shall be interested mainly on nonlinear Klein-Gordon equations.

---

*Partially supported by the ANR project 13-BS01-0010-02 “Analyse asymptotique des équations aux dérivées partielles d’évolution”.

1
Denote by $(X, g)$ a compact Riemannian manifold of dimension $d \geq 1$, by $\Delta$ the Laplace-Beltrami operator on $X$. Let $m$ be given in $[0, +\infty[$ and let $n$ be in $\mathbb{N}^*$. We consider the following problem

$$
\begin{align*}
(\partial_t^2 - \Delta + m^2)w &= w^{n+1} \\
|w|_{t=0} &= \epsilon w_0 \\
\partial_t w|_{t=0} &= \epsilon w_1
\end{align*}
$$

(1.1)

where $\epsilon > 0$ is a small parameter and $(w_0, w_1)$ is in the unit ball of the product of Sobolev spaces $H^{s+1}(X, \mathbb{R}) \times H^s(X, \mathbb{R})$ for some large enough $s$. Our general goal is to obtain lower bounds for the length of the interval $] - T, T[_\epsilon$ over which the solution exists and satisfies $\|w(t, \cdot)\|_{H^{s+1}} + \|\partial_tw(t, \cdot)\|_{H^s} \leq K \epsilon$ for some constant $K$.

Let us recall that a trivial lower bound for $T_\epsilon$, of the form $T_\epsilon \geq c \epsilon^{-n}$, is provided for free by local existence theory and the energy inequality associated to the equation. In fact, define the Sobolev energy

$$
E_s(w, t) = \|w(t, \cdot)\|_{H^{s+1}}^2 + \|\partial_tw(t, \cdot)\|_{H^s}^2
$$

(1.2)

and consider the following statement:

There are constants $A_0 > 0, B_0 > 0, \epsilon_0 > 0$, such that, if $T \in [0, T_\epsilon[$ and if the solution of (1.1) exists on $[0, T]$ and satisfies for any $t \in [0, T]$

$$
\begin{align*}
E_s(w, t) &\leq A_0 \epsilon^2 \\
\|w(t, \cdot)\|_{L^\infty} &\leq A_1 \epsilon,
\end{align*}
$$

(1.3)

then, actually, for $t$ in $[0, T]$ and $\epsilon \in [0, \epsilon_0]$, one has

$$
\begin{align*}
E_s(w, t) &\leq \frac{1}{2} A_0 \epsilon^2 \\
\|w(t, \cdot)\|_{L^\infty} &\leq \frac{1}{2} A_1 \epsilon.
\end{align*}
$$

(1.4)

Assume that the preceding statement has been proved for a value of $s$ which is large enough so that local existence and uniqueness holds for initial data in $H^{s+1} \times H^s$ (say $s > \frac{d}{2}$). Then the solution may be extended up to time $T_\epsilon$. Actually, one has just to consider the supremum $\tilde{T}_\epsilon$ of those $T \in [0, T_\epsilon[$ such that the solution exists on $[0, T]$ and satisfies (1.3) on $[0, T]$. Then, we deduce from the implication (1.3) $\Rightarrow$ (1.4) that the solution of (1.1) satisfies (1.4) on $[0, T]$. By local existence theory, $w$ may be extended to some slightly larger interval $[0, T + \delta]$, and since the left hand side of (1.4) is a continuous function of time, if (1.4) holds on $[0, T]$, then (1.3) will be satisfied on $[0, T + \delta]$, for some $\delta$ independent of $T < \tilde{T}_\epsilon$. This shows that $T_\epsilon$ cannot be smaller than $T_\epsilon$.

In order to get lower bounds for $T_\epsilon$, we thus just have to establish (1.3) $\Rightarrow$ (1.4) for convenient values of this $T_\epsilon$. The trivial lower bound $T_\epsilon \geq c \epsilon^{-n}$ is obtained in that way: Computing the time derivative of the energy (1.2) and using the equation, we get for any $t \in [0, T_\epsilon[$ the estimate

$$
E_s(w, t) \leq E_s(w, 0) + C \int_0^t \|w(\tau, \cdot)\|_{H^s}^{n+2} \, d\tau.
$$

(1.5)
If we bound $\|w\|^{n+2}_{H^s} \leq C\|w\|^n_{L^\infty}\|w\|^2_{H^s}$ and use (1.3), we get
\[(1.6)\quad E_s(w, t) \leq E_s(w, 0) + CtA_1^nA_0\epsilon^{n+2}.\]

If $A_0$ has been chosen large enough relatively to the Cauchy data, we may assume that $E_s(w, 0) \leq A_0^4\epsilon^2$, so that, if we take $t \leq T_\epsilon = c\epsilon^{-n}$ with $c$ small enough, we obtain from (1.6) that the first inequality (1.4) holds true. The fact that the second equation (1.4) is satisfies follows just from Sobolev embedding (since $s > \frac{d}{2}$) and a convenient choice of $A_1$ in terms of $A_0$.

The question we want to address is the following one: Can we extend the solution of (1.1), together with a bound of the form (1.3), over a longer time interval than $c\epsilon^{-n}$? More precisely, can we get for $T_\epsilon$ a lower bound $T_\epsilon \geq c\epsilon^{-A_0n}$ for some $A > 1$? Under convenient assumptions, could we eventually get such a lower bound for any $A > 1$?

**Remark.** Let us stress here the difference between the problem we consider and the corresponding one on $X = \mathbb{R}^d$, with small, smooth and decaying Cauchy data. In that framework, because of the dispersive properties of the equation, solutions are expected to decay in $L^\infty$ norm: $\|w(t, \cdot)\|_{L^\infty} = O(t^{-\frac{d}{2}})$ when $t$ goes to infinity. This decay allows for much better lower bounds for the time of existence. For instance, in dimension larger or equal to three, one gets that for any $n \geq 1$, solutions of (1.1) with small smooth decaying initial data are global. The proof relies on bounds of the form (1.3), (1.4) with $A_1$ replaced by $A_1t^{-\frac{d}{2}}$. The new ingredient that is needed, in addition to energy inequality, is a way to exploit the dispersion in order to obtain the $L^\infty$ bounds in (1.3), (1.4). We refer to the papers of Klainerman [18] and Shatah [19] where this results are proved (including for more general non-linearities than those of (1.1)) and to the recent paper of Stingo [21] for up to date references on that dispersive case.

On the other hand, when $X$ is a compact manifold, we no longer have any dispersion, and one must rely on other properties in order to extend solutions beyond the time $c\epsilon^{-n}$ given by local existence theory. The key tool will be normal forms. We shall first describe this method on a simple example in next section.

## 2 The normal forms method

The normal forms method, that is very classical for ordinary differential equations, has been introduced for PDEs by Shatah [19] and Simon-Taflin [20]. To apply it to equation (1.1), let us introduce the following notation. Define by functional calculus $\Lambda_m = \sqrt{-\Delta + m^2}$, set $D_t = \frac{\partial}{\partial t}$ and introduce
\[w_+ = (D_t + \Lambda_m)w, \quad w_- = (D_t - \Lambda_m)w = -\bar{w}_+\]
so that (1.1) may be written
\[(2.1)\quad (D_t - \Lambda_m)w_+ = F(w_+, w_-)\]
with
\[(2.2)\quad F(w_+, w_-) = \left(\frac{1}{2}\Lambda_m^{-1}(w_+ - w_-)\right)^{n+1}.\]
Setting \( u = w_{+} \), we see that the non-linearity in (2.1) may be written as a sum for \( p = 0, \ldots, n+1 \) of expressions \( M(u, \ldots, u, \bar{u}, \ldots, \bar{u}) \) with \( p \) arguments \( u \) and \( n+1-p \) arguments \( \bar{u} \), \( M(u_1, \ldots, u_{n+1}) \) being \((n+1)\)-linear. Consider as a model the case of the non-linearity given by just one of these contributions, namely the equation

\[
(D_t - \Lambda_m)u = M\left(u, \ldots, u, \underbrace{\bar{u}, \ldots, \bar{u}}_{n+1-p}\right)
\]

for some \( 0 \leq p \leq n+1 \). The basic idea of normal forms is to find another multilinear map \( \tilde{M}(u_1, \ldots, u_{n+1}) \), chosen in such a way that if \( v = u - \tilde{M}(u, \ldots, u, \bar{u}, \ldots, \bar{u}) \), then

\[
u \rightarrow v \text{ is a local diffeomorphism at zero in } H^s \text{ (for } s \gg 1),
\]

\[
v \text{ solves an equation } (D_t - \Lambda_m)v = O(||v||_{H^{s+1}})
\]

for some \( n' > n \). If (2.4), (2.5) hold, one will obtain an energy inequality

\[
||v(t, \cdot)||_{H^s}^2 \leq ||v(0, \cdot)||_{H^s}^2 + C \int_0^t ||v(\tau, \cdot)||_{H^s}^{n'+2} \ d\tau
\]

so that, by the same reasoning as in the introduction, one will get that \( v \) exists and stays of norm \( O(\varepsilon) \) in \( H^s \) over an interval of length \( c\varepsilon^{-n'} \). By (2.4), the solution \( u \) of (2.3) satisfies as well such a bound. Since \( n' > n \), one has thus obtained an improved lower bound for the time of existence.

**The case of a quadratic non-linearity on the circle**

Let us explain how an \( \tilde{M} \) such that (2.4), (2.5) hold may be constructed in the case when the non-linearity \( M \) in (2.3) is quadratic and \( X = \mathbb{S}^1 \) the unit circle, following essentially Bourgain [6] (See also the papers of Bambusi [1] and Bambusi-Grébert [3]). For \( k \) in \( \mathbb{N} \), denote by \( \Pi_k \) the spectral projector associated to the eigenvalue \( k \) of \( \sqrt{-\Delta} \) i.e. if \( u \) is in \( L^2(\mathbb{S}^1, \mathbb{C}) \), set

\[
\Pi_0 u = \frac{\hat{u}(0)}{\sqrt{2\pi}}, \Pi_k u = \hat{u}(k) \frac{e^{ikx}}{\sqrt{2\pi}} + \hat{u}(-k) \frac{e^{-ikx}}{\sqrt{2\pi}}
\]

where \( \hat{u}(\xi) = \frac{1}{\sqrt{2\pi}} \int_{-\pi}^{\pi} e^{-ix\xi} u(x) \ dx \) for \( \xi \) in \( \mathbb{Z} \). We have thus

\[
\text{Id} = \sum_{k=0}^{+\infty} \Pi_k.
\]

Let \( u \) be a solution of (2.3) and let us look for a multilinear expression

\[
(u_1, \ldots, u_{n+1}) \rightarrow \tilde{M}(u_1, \ldots, u_{n+1})
\]

such that, if we set

\[
v = u - \tilde{M}(u, \ldots, u, \underbrace{\bar{u}, \ldots, \bar{u}}_{n+1-p}),
\]

\[
\text{Id} = \sum_{k=0}^{+\infty} \Pi_k.
\]

Let \( u \) be a solution of (2.3) and let us look for a multilinear expression

\[
(u_1, \ldots, u_{n+1}) \rightarrow \tilde{M}(u_1, \ldots, u_{n+1})
\]

such that, if we set

\[
v = u - \tilde{M}(u, \ldots, u, \underbrace{\bar{u}, \ldots, \bar{u}}_{n+1-p}),
\]
we obtain for \( v \) an equation of the form (2.5). Compute

\[
(2.11) \quad (D_t - \Lambda_m)v = (D_t - \Lambda_m)u - \sum_{j=1}^{p+1} \tilde{M}(u, \ldots, D_t u, \ldots, u, \bar{u}, \ldots, \bar{u}) \\
+ \sum_{j=p+1}^{n+1} \tilde{M}(u, \ldots, u, \bar{u}, \ldots, D_t u, \ldots, \bar{u}) + \Lambda_m \tilde{M}(u, \ldots, u, \bar{u}, \ldots, \bar{u}).
\]

Using equation (2.3), we may rewrite the right hand side of (2.11) as a term homogeneous of degree \( n + 1 \), namely

\[
(2.12) \quad M(u, \ldots, u, \bar{u}, \ldots, \bar{u}) - \sum_{j=1}^{p+1} \tilde{M}(u, \ldots, \Lambda_m u, \ldots, u, \bar{u}, \ldots, \bar{u}) \\
+ \sum_{j=p+1}^{n+1} \tilde{M}(u, \ldots, u, \bar{u}, \ldots, \Lambda_m \bar{u}, \ldots, \bar{u}) + \Lambda_m \tilde{M}(u, \ldots, u, \bar{u}, \ldots, \bar{u})
\]

and contributions homogeneous of degree \( n' = 2n + 1 > n + 1 \), that will eventually be \( O(||u||_{H^{n+1}}) \) in \( H^s \) if we get good enough bounds on \( \tilde{M} \). We thus have to find \( \tilde{M} \) so that (2.12) vanishes, in other words, we need to solve the equation between \( n + 1 \)-linear maps

\[
(2.13) \quad \sum_{j=1}^{p} \tilde{M}(u_1, \ldots, \Lambda_m u_j, \ldots, u_{n+1}) - \sum_{j=p+1}^{n+1} \tilde{M}(u_1, \ldots, \Lambda_m u_j, \ldots, u_{n+1}) \\
- \Lambda_m \tilde{M}(u_1, \ldots, u_{n+1}) = M(u_1, \ldots, u_{n+1}).
\]

In (2.13), replace \( u_j \) by \( \Pi_k u_j \) for \( j = 1, \ldots, n+1 \), where \( k_j \) is in \( \mathbb{N} \). Then, by definition of \( \Pi_k \), \( \Lambda_m \Pi_k u_j = \sqrt{m^2 + k_j^2} \Pi_k u_j \), so that, if we make act also on the left on (2.13) another spectral projector \( \Pi_{k_{n+1}} \), we reduce (2.13) to (2.14)

\[
G^n_m(k_1, \ldots, k_{n+2}) \Pi_{k_{n+1}} \tilde{M}(\Pi_k u_1, \ldots, \Pi_{k_{n+1}} u_{n+1}) = \Pi_{k_{n+2}} M(\Pi_k u_1, \ldots, \Pi_{k_{n+1}} u_{n+1})
\]

where

\[
(2.15) \quad G^n_m(k_1, \ldots, k_{n+2}) = \sum_{j=1}^{p} \sqrt{m^2 + k_j^2} - \sum_{j=p+1}^{n+2} \sqrt{m^2 + k_j^2}.
\]

The construction of \( \tilde{M} \) is thus reduced to the division problem (2.14) and so to the fact that one may obtain from (2.15) lower bounds that are good enough so that (2.4) will hold true.

Let us consider first the case \( n = 1, p = 2 \), which corresponds to (2.3) with a quadratic non-linearity of the form \( M(u, u) \). Notice also that by the definition (2.7) of \( \Pi_k \) and the fact that \( e^{ik_1 x} e^{ik_2 x} = e^{ik_1 + k_2} x \), both sides of (2.14) vanish identically unless for some choice of \( \epsilon_j \in \{-1, 1\} \)

\[
\sum_{j=1}^{n+2} \epsilon_j k_j = 0,
\]

\[
(2.16)
\]
so that we have only to get lower bounds for (2.15) under the restriction (2.16). In the case $n = 1, p = 2$, we have

\begin{equation}
|G_m^2(k_1, k_2, k_3)| = \sqrt{m^2 + k_1^2} + \sqrt{m^2 + k_2^2} - \sqrt{m^2 + k_3^2} \geq c\left(1 + \min(k_1, k_2, k_3)\right)^{-1}
\end{equation}

under the restriction (2.16), as follows from elementary computations. Consequently, we may define $\tilde{\nu}$ under the restriction (2.16), as follows from elementary computations. Consequently, we may define $\tilde{M}$ from (2.14) dividing by $G_m^2$, and we get a bound

\begin{equation}
\|\Pi_{k_3} \tilde{M}(\Pi_{k_1} u_1, \Pi_{k_2} u_2)\|_{L^2} \leq C\left(1 + \min(k_1, k_2, k_3)\right)\|\Pi_{k_3} M(\Pi_{k_1} u_1, \Pi_{k_2} u_2)\|_{L^2}.
\end{equation}

Assume that $M$ satisfies

\begin{equation}
\|\Pi_{k_3} M(\Pi_{k_1} u_1, \Pi_{k_2} u_2)\|_{L^2} \leq C\left(1 + \min(k_1, k_2, k_3)\right)\prod_{j=1}^{2} \|u_j\|_{L^2}
\end{equation}

for some $\nu$ (This is the case if $M(u_1, u_2) = u_1 u_2$ for instance, with $\nu = 0$). Then a similar estimate is satisfied by $\tilde{M}$ according to (2.18), with $\nu$ replaced by $\nu + 1$, and one easily deduces from this and from condition (2.16) that $\tilde{M}$ is bounded from $H^s \times H^s$ to $H^s$, if $s$ is large enough relatively to $\nu$. It thus follows that (2.4), (2.5) hold with $n' = 2$ in the case of a quadratic non-linearity, so that an equation like (2.3) with right hand side $u^2$ and initial data of size $\epsilon$ in $H^s(S^1)$, with $s$ large enough, has a solution defined on an interval of length at least $c\epsilon^{-2}$. The same holds for the non-linearities $\tilde{u}^2$ and $|u|^2$.

We would like to obtain a similar improvement of the time of existence when the right hand side of (2.3) is homogeneous of degree $n + 1$, with $n \geq 2$. We find immediately a difficulty: if $n \geq 2$, expression (2.15) for arguments $(k_1, \ldots, k_{n+2}) \in \mathbb{N}^{n+2}$ satisfying (2.16) may vanish for some values of $m$. The idea is thus to exclude some values of $m$, i.e. to show that there is a subset $\mathcal{N}$ of $[0, +\infty[\setminus \mathcal{N}$ of zero measure such that, if $m$ is in $]0, +\infty[\setminus \mathcal{N}$, there are $c_0 > 0$, $N_0 \in \mathbb{N}$, such that

\begin{equation}
|G_m^2(k_1, \ldots, k_{n+2})| \geq c\left(1 + \max_3(k_1, \ldots, k_{n+2})\right)^{-N_0}
\end{equation}

for any $(k_1, \ldots, k_{n+2})$ satisfying (2.16), $\max_3(k_1, \ldots, k_{n+2})$ being the third largest among these integers. If an inequality of the form (2.20) holds, one may repeat the above reasoning, and construct from (2.14) an $\tilde{M}$ such that (2.4), (2.5) are satisfied. One then extends the solution of (2.3) at least over a time interval of length $c\epsilon^{-2n}$.

We shall see below that one may obtain an estimate of the form (2.20) when $n$ is odd (i.e. for non-linearities homogeneous of even degree) if $X = S^1$ or more generally a Zoll manifold. On the other hand, if $n$ is even, there are some $k_j$’s for which the left hand side of (2.20) vanishes identically (when in (2.15), $p = \frac{n}{2} + 1$ and $\{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}$). We shall have to identify then a special structure of the non-linearity that ensures that the corresponding contributions – that cannot be eliminated – do not make grow the Sobolev energy.

In the case of a general manifold, (2.20) does not hold true in general. Nevertheless, we shall see that in this case, a weaker property may be obtained. For equations like (1.1), this property will be sufficient to perform a (partial) normal form and obtain a slight improvement of the time of existence. We shall describe that in next section.
3 Semi-linear equations on a compact manifold

We consider in this section \((X, g)\) a compact Riemannian manifold. We still denote by \(-\Delta\) the positive Laplace operator on \(X\). Our main result asserts that, for solutions of an equation of the form (1.1), we may find a lower bound for the time of existence in \(ce^{-An}\), for some constant \(A > 1\). More precisely, we have the following statement, obtained in joint work with Rafik Imekraz [11] (see also [8, 14] in the case of the torus):

**Theorem 1** Let \((X, g)\) be a compact Riemannian manifold. There is \(N \subset ]0, +\infty[\), a subset of zero measure, and for any \(m\) in \(]0, +\infty[\), there are \(A > 1, s_0 > 0\), and for any \(s > s_0\), there are \(c > 0, K > 0, \epsilon_0 > 0\), such that, for any \((w_0, w_1)\) in the unit ball for \(H^{s+1}(X, \mathbb{R}) \times H^s(X, \mathbb{R})\), any \(\epsilon \in ]0, \epsilon_0[\), equation (1.1) with data \(w|_{t=0} = \epsilon w_0, \partial_t w|_{t=0} = \epsilon w_1\), has a unique solution \(w\) in \(C^0[\] - T_\epsilon, T_\epsilon[\] \cap C^1[\] - T_\epsilon, T_\epsilon[\) with \(T_\epsilon \geq ce^{-An}\). Moreover for any \(t \in ] - T_\epsilon, T_\epsilon[\), one has

\[
||w(t, \cdot)||_{H^{s+1}} + ||\partial_t w(t, \cdot)||_{H^s} \leq K\epsilon.
\]

The idea of proof will be to try to adapt the normal forms method to the general situation of compact manifolds. Several difficulties are in order. The first one is that we cannot expect to use a decomposition of the identity like (2.8), in terms of the spectral projectors associated to the individual eigenvalues. Actually, in order to get lower bounds for (2.15) (with \(k_j\) replaced by some eigenvalue \(\xi_{k_j}\)), we need to have some lower estimate on the gap between consecutive distinct eigenvalues. But on a general manifold, one has no control on such a gap. Our idea will be to replace in (2.8) spectral projectors associated to one eigenvalue by spectral projectors on an interval of the spectrum, showing that we may obtain a convenient lower bound for the gap between two consecutive intervals. More precisely, we have the following proposition:

**Proposition 2** Denote by \((\mu_j)_{j \in \mathbb{N}}\) the increasing sequence of distinct eigenvalues of \(\sqrt{-\Delta}\) on \(X\). There are a constant \(\alpha \geq 1\) and a strictly increasing sequence of integers \((j_k)_{k \in \mathbb{N}},\) such that the following properties hold for the intervals \(I_0 = [0, \mu_{j_k}]\) and \(I_k = [\mu_{j_k-1+1}, \mu_{j_k}]\) \((k \geq 1)\), when \(k\) goes to infinity:

\[
\begin{align*}
\text{dist} (I_k, 0) &= \mu_{j_k-1+1} = 3\alpha k + O(1) \\
\text{Length} (I_k) &= \mu_{j_k} - \mu_{j_k-1+1} = O(1) \\
\text{dist} (I_k, I_{k+1}) &= \mu_{j_k+1} - \mu_{j_k} \geq c\mu_{j_k}^{-d-1} \sim ck^{-d-1} \\
\text{Card} (I_k) \cap \text{Spect} (\sqrt{-\Delta}) &= O(k^{d-1}).
\end{align*}
\]

The geometric situation described by the above proposition may be illustrated by the following picture:
We refer to [11] for the proof of Proposition 2. The fact that it holds on any compact manifold is a consequence of the Weyl formula, asserting that if $(\lambda_j)_j$ denotes the sequence of eigenvalues of $\sqrt{-\Delta}$ counted with multiplicities, then

$$\text{Card} \{ j \in \mathbb{N} ; \lambda_j \leq \lambda \} = c(d) \text{Vol} \,(X) \lambda^d + O(\lambda^{d-1}), \quad \lambda \to +\infty,$$

for some constant $c(d)$ depending only on the dimension. One deduces from that that there are constants $\alpha \geq 1, C > 0$, such that, for any $k$ in $\mathbb{N}$

$$C^{-1}(k+1)^{d-1} \leq \text{Card} \{ j \in \mathbb{N} ; \lambda_j \in [\alpha k, \alpha(k+1)] \} \leq C(k+1)^{d-1}.$$

One then uses this to construct an increasing sequence $(j_k)_k$ of integers such that the eigenvalues $(\mu_j)_j$ of $\sqrt{-\Delta}$, counted without multiplicities, satisfy, for this subsequence of integers,

$$3\alpha k \leq \mu_{j_k} \leq 3\alpha(k+1), \quad \mu_{j_k+1} - \mu_{j_k} \geq \frac{1}{C\mu_{j_k}^{d-1}},$$

which gives the proposition.

We define now

$$(3.3) \quad \Pi_k = 1_{I_k}(\sqrt{-\Delta})$$

so that $\text{Id} = \sum_{k=0}^{+\infty} \Pi_k$. We would like to prove Theorem 1 using the same ideas as in section 2. We have seen there, in the case of equation (1.1) on the circle, that we could perform a normal forms method as soon as we have a lower bound on small divisors of the form (2.17) or (2.20). We would thus need here a control of a similar quantity. It turns out that, for a general compact manifold, we cannot expect as good a lower bound as in (2.20). We shall be able to obtain only the following weaker statement on small divisors.

**Proposition 3** There is a subset $\mathcal{N}$ of $]0, +\infty[$ and for every $m$ in $]0, +\infty[ - \mathcal{N}$, there are $c > 0, N_0 \in \mathbb{N}$, such that, for any $p \in [0, n+2]$, any $(k_1, \ldots, k_{n+2}) \in \mathbb{N}^{n+2}$, any $(\xi_{k_1}, \ldots, \xi_{k_{n+2}}) \in \prod_{j=1}^{n+2} (I_{k_j} \cap \text{Spec} \,\sqrt{-\Delta})$, one has

$$(3.4) \quad \left| \sum_{j=1}^{p} \sqrt{m^2 + \xi_{k_j}^2} - \sum_{j=p+1}^{n+2} \sqrt{m^2 + \xi_{k_j}^2} \right| \geq c(1 + \max(\xi_{k_1}, \ldots, \xi_{k_{n+2}}))^{-N_0}$$

except if $n$ is even, $p = \frac{n}{2} + 1$ and

$$(3.5) \quad \{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}.$$
The proof of the proposition follows from [12]. The idea is the following. For fixed 
\((k_1, \ldots, k_{n+2})\) that do not satisfy (3.5) when \(n\) is even and \(p = \frac{n}{2} + 1\), the analytic function

\[
m \to G_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}}) = \sum_{j=1}^{p} \sqrt{m^2 + \xi_{k_j}^2} - \sum_{j=p+1}^{n+2} \sqrt{m^2 + \xi_{k_j}^2}
\]

is not identically zero. Consequently, it has on any compact interval \([a, b] \subset [0, +\infty[\) only finitely many zeros, and these zeros have bounded order. It follows (see next picture) that there are \(\rho > 0, C > 0\), such that for any \(\alpha \in ]0, 1[\),

\[
\text{meas } \{m \in [a, b]; |G_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}})| < \alpha \} \leq C\alpha^\rho.
\]

Of course, \(C\) and \(\rho\) in (3.7) may depend on the \(k_j\)'s and the key of the proof of Proposition 3 is to show that \(\rho\) may be taken independent of \((k_1, \ldots, k_{n+2})\) and \(C = O(\max(k_1, \ldots, k_{n+2})^{N_1})\) for some \(N_1\). Taking \(N_0 \gg N_1\) and \(\alpha\) of the form \(\delta(1 + \max(k_1, \ldots, k_{n+2}))^{-N_0}\), one deduces from (3.7) that (3.4) holds true, except if \(m\) is in a subset of measure \(O(\delta^{\rho})\).

**Idea of proof of Theorem 1:** Let us explain the idea of the proof on a model of the form (2.3):

\[
(D_t - \Lambda_m)u = (\Lambda_m^{-1}u)^p(\Lambda_m^{-1}u)^{n+1-p} = M(\Lambda_m^{-1}u, \ldots, \Lambda_m^{-1}u, \Lambda_m^{-1}u, \ldots, \Lambda_m^{-1}u).
\]

An important feature, that we shall use below, is the presence of the operator of degree \(-1\) \(\Lambda_m^{-1}\) acting on each factor in the right hand side of (3.8). Assume also to simplify the argument that \(n\) is odd, and let us also pretend (which is of course not true in general!) that for any \(k\), \(I_k \cap \text{Spec } (\sqrt{-\Delta})\) is reduced to a single (multiple) eigenvalue \(\xi_k\). The general case may be obtained by a technical modification of the arguments we outline below. Define also the Sobolev norm on the manifold \(X\) by

\[
\Theta_s^0(u) = \|u\|^2_{H^s} = \sum_{k=0}^{+\infty} (k + 1)^{2s} \|\Pi_k u\|^2_{L^2}
\]

with the spectral projectors \(\Pi_k\) defined in (3.3). Using the equation, a direct com-
putation shows that, for \(s\) large enough,

\[
\frac{d}{dt} \Theta_s^0(u(t, \cdot)) = O(\|u(t, \cdot)\|_{H^{s+2}}^{n+2}),
\]
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so that one gets an estimate of the form (1.5) for \( t \geq 0 \):

\[
\Theta_s^0(u(t, \cdot)) \leq \Theta_s^0(u(0, \cdot)) + C \int_0^t \|u(\tau, \cdot)\|_{H^s}^n \Theta_s^0(u(\tau, \cdot)) \, d\tau.
\]

(3.11)

This implies, as in (1.6), that a bound \( \Theta_s^0(u(t, \cdot)) = O(\epsilon^2) \) holds true over an interval of the form \([0, c\epsilon^{-n}]\), if the initial data is of size \( \epsilon \) in \( H^s \). In order to prove the theorem, we need to improve the power \( n \) in the integral in the right hand side of (3.11) to \( An \) for some \( A > 1 \). Let us notice first that in estimate (3.10), we did not use the presence of order \(-1\) operators in the right hand side of (3.8). Actually, we have

\[
\frac{d}{dt} \Theta_s^0(u(t, \cdot)) = 2\text{Re} \langle u, M(\Lambda_m^{-1}u, \ldots, \Lambda_m^{-1}u) \rangle_{H^s}.
\]

(3.12)

In the right hand side of (3.12), let us decompose

\[
u = u_L + u_H, \quad u_L = \sum_{k: k < \epsilon^{-\delta}} \Pi_k u
\]

(3.13)

for some small \( \delta > 0 \) to be chosen. Consider first the contribution to the right hand side of (3.12) of \( M(\Lambda_m^{-1}u_1, \ldots, \Lambda_m^{-1}u_{n+1}) \) where at least one of the \( u_j \)'s has been replaced by \( u_H \). Since

\[
\|\Lambda_m^{-1}u_H\|_{H^s} \leq C \epsilon^\delta \|u\|_{H^s},
\]

(3.14)

we shall get from (3.12)

\[
\frac{d}{dt} \Theta_s^0(u(t, \cdot)) = 2\text{Re} \langle u, M(\Lambda_m^{-1}u_L, \ldots, \Lambda_m^{-1}u_L) \rangle_{H^s} + O(\epsilon^\delta \|u\|_{H^s}^{n+2})
\]

(3.15)

and since \( \epsilon \) is the size of the initial data, the last term in (3.15) is essentially of the form \( O(\|u\|_{H^s}^{n+2}) \) with \( n' = n + \delta > n \). Consequently, if we ignore the first term in the right hand side of (3.15), we would get a bound of the form (3.11) with the power \( n \) replaced by \( n' \), whence a lower estimate for the time of existence in \( c\epsilon^{-n'} \).

In order to get the conclusion of the theorem, we have thus to show that we may get rid of the first term in the right hand side of (3.15) by normal forms. To do so, we shall look for a perturbation \( \hat{\Theta}_s(u) \) of \( \Theta_s^0(u) \) such that

\[
\Theta_s^0(u) - \hat{\Theta}_s(u) \sim \Theta_s^0(u) \text{ for small } u
\]

(3.16)

and

\[
\frac{d}{dt} (\Theta_s^0(u(t, \cdot)) - \hat{\Theta}_s(u(t, \cdot))) = O(\epsilon^\delta \|u(\tau, \cdot)\|^{n+2})
\]

(3.17)

for some \( \delta' > 0 \). If we may achieve (3.16) and (3.17), we shall get by integration for \( t \geq 0 \)

\[
u(t, \cdot)\|_{H^s}^2 = \Theta_s^0(u(t, \cdot)) \sim \Theta_s^0(u(t, \cdot)) - \hat{\Theta}_s(u(t, \cdot)) \leq C \|u(0, \cdot)\|_{H^s}^2 + \epsilon^\delta \int_0^t \|u(\tau, \cdot)\|_{H^s}^{n+2} \, d\tau
\]

(3.18)
which implies existence of the solution up to time of magnitude $\epsilon^{-(n+\delta')}$ and the conclusion.

In view of (3.15), property (3.17) will hold true if we construct $\tilde{\Theta}_s$ so that

$$
\frac{d}{dt} \tilde{\Theta}_s(u(t, \cdot)) = 2\text{Re} \left( \langle u, M(\Lambda_m^{-1}u_L, \ldots, \Lambda_m^{-1}u_L) \rangle_{H^s} + O(\epsilon^\delta \|u\|_{H^{s+2}}^2) \right).
$$

We look for $\tilde{\Theta}_s$ as

$$
\tilde{\Theta}_s(u) = -2\text{Re} \sum_{k_1} \cdots \sum_{k_{n+2}} (k_{n+2} + 1)^{2s} i \mathcal{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}})^{-1} \times \int \Pi_{k_{n+2}} \bar{u} M(\Lambda_m^{-1}\Pi_k u_L, \ldots, \Lambda_m^{-1}\Pi_{k_{n+1}} u_L) dx,
$$

where $\xi_k$ is the unique point in $I_k \cap \text{Spec}(\sqrt{-\Delta})$ and $\mathcal{G}_m^p$ is given by (3.6). We notice first that (3.16) will hold true if $\delta$ in (3.13) is chosen small enough. Actually, by (3.4) and the fact that all frequencies $\xi_k$ are smaller than $\epsilon^{-\delta}$ because of the definition of $u_L$, $(|\mathcal{G}_m^p|^{-1}) \leq C \epsilon^{-\delta N_0}$, so that $\tilde{\Theta}_s(u) = O(\epsilon^{-\delta N_0} \|u\|^{n+2}_{H^s}) = O(\epsilon^{n-\delta N_0} \Theta^0_s(u))$ as long as $\|u\|_{H^s} = O(\epsilon)$. If $\delta N_0 \ll n$, we do get a small perturbation to $\Theta^0_s(u)$.

On the other hand, when we compute $\frac{d}{dt} \tilde{\Theta}_s(u(t, \cdot))$ and make act the time derivative on each argument in the right hand side of (3.20), we get using equation (3.8):

- Terms where $\frac{du}{dt}$ is replaced by $i \Lambda_m u$. As $\Lambda_m \Pi_k = \sqrt{m^2 + \xi_{k_j}^2} \Pi_k$, we obtain, because of the definition of $\mathcal{G}_m^p$, a contribution equal to the first term in the right hand side of (3.19).

- Terms where $\frac{du}{dt}$ is replaced by the non-linearity in (3.8). These terms are bounded, using that $|\mathcal{G}_m^p|^{-1} \leq C \epsilon^{-\delta N_0}$ and that $\|u\|_{H^s} = O(\epsilon)$, by

$$
C \|u\|_{H^s}^{2n+2} \epsilon^{-\delta N_0} = O(\epsilon^{n-\delta N_0} \|u\|^{n+2}_{H^s}),
$$

so that they contribute to the remainder in (3.19), with $\delta' = n - \delta N_0 > 0$, if $\delta$ is small enough. This concludes the proof. \qed

Remarks: • The proof we outlined above works for $n$ odd. When $n$ is even and $p = \frac{n}{2} + 1$, the lower bound (3.4) does not hold for indices such that $\{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}$. One has then to check that these modes give a zero contribution when one computes (3.15). We shall come back to this issue in next section.

- Clearly, the proof of Theorem 1 uses in an essential way the fact that in equation (1.1), the non-linearity does not contain derivatives of $w$. This is what makes appear the operator $\Lambda_m^{-1}$ in the non-linearity of (3.8), these operators playing a seminal role in the proof of Theorem 1. In particular, the proof does not extend to non-linearities of the form $(\partial_x u)^{n+1}$ and even less to quasi-linear non-linearities, like $u^n(\partial_x^2 u)$.

Nevertheless, let us mention a very recent result of Ionescu and Pusateri [16] of long time existence for solutions of capillary-gravity wave equations on $\mathbb{T}^2$, for almost all values of the gravity-surface tension parameters. This equations is quasi-linear (actually even fully nonlinear). Though, it is possible to apply a normal form procedure in order to obtain a lower bound for the time of existence in $\epsilon^{-\frac{1}{2}}$, instead of $\epsilon^{-\frac{n}{2}}$. This is what we did above.
of the $\epsilon^{-1}$ that would be given by local existence theory. The key point is that
the structure of the non-linearity allows one to gain derivatives, when eliminating
quadratic contributions to the non-linearity that are spectrally localized in phase
space regions giving rise to small divisors.

4 Almost global existence on Zoll manifolds

In the preceding section, Theorem 1 provided, for an equation of the form (1.1), a
slight improvement of the time of existence of solutions with data of size $\epsilon$, through
a normal forms method that was replacing a non-linearity vanishing at some order
at zero by another one, vanishing at an higher order. A natural idea, in order to
get a better improvement of the time of existence, and eventually reaching “almost
global existence”, i.e. existence over a time interval of length $c_N \epsilon^{-N}$ for any $N$,
would be to iterate the normal forms construction, in order to reduce oneself to
higher and higher order vanishing non-linearities. Clearly, one cannot expect to do
so in the general framework of section 3: we remarked that we used at the first
normal forms step the fact that the non-linearity in equation (3.8) involves the
action of operators of degree $-1$ on each factor, and this property is lost on the
higher order contributions generated by the reduction. Nevertheless, in dimension
one, Bourgain [6] constructed iterated normal forms that allow one to get almost
global existence of solutions. Our goal here is to obtain similar results in higher
dimensions. We shall be able to do so only on a very restricted class of compact
manifolds. Actually, in one space dimension, one uses several special facts: first, the
property that the product of two eigenfunctions of the Laplace operator on the circle
is still an eigenfunction: $e^{ikx}e^{ik'x} = e^{i(k+k')x}$. It turns out that this may be replaced
by an inequality that holds true on any compact manifold, so that this property is
not essential for the proof of long time existence. Second, one uses an estimate of
the form (2.20) that gives a control of small divisors in terms of a negative power of
the third largest of their arguments. On a general manifold, we have only the lower
bound (3.4), that involves a negative power of the largest frequency. This bound
would provoke losses of derivatives in a normal forms procedure, and thus prevents
one from using the method in general. We shall thus limit ourselves to the case of
manifolds whose spectrum has special separation properties, so that a lower bound
of type (2.20) will hold true. This is the class of Zoll manifolds, whose definition is
recalled below.

Definition 4 A Zoll manifold is a compact Riemannian manifold $(X, g)$ on which
the geodesic flow is periodic.

Spheres are obviously Zoll manifolds, but that class contains other examples (see
Besse [5]). For our purposes, the key point will be a characterization of Zoll manifolds
in terms of their spectral properties due to Weinstein [22], Colin de Verdière [7] and
Guillemin [15].

Theorem 5 Let $X$ be a compact Riemannian manifold. There is equivalence be-
tween:

(i) $X$ is Zoll.
(ii) There are $\tau > 0$ (the period of the geodesic flow), $\delta > 0$, $c_0 > 0$, $\alpha \in \mathbb{R}$ such that $\text{Spec } (\sqrt{-\Delta}) \subset \bigcup_{n=0}^{+\infty} I_k$, where the union is disjoint, $I_0$ is some compact interval and for $k \geq 1$,
\begin{equation}
I_k = \left[ \frac{2\pi}{\tau} k + \alpha - \frac{c_0}{k^{3\delta}}, \frac{2\pi}{\tau} k + \alpha + \frac{c_0}{k^{3\delta}} \right].
\end{equation}

Let us illustrate statement (ii) on a picture:

\begin{figure}[h!]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{Spectrum of $\sqrt{-\Delta}$ on a Zoll manifold}
\end{figure}

The spectrum of $\sqrt{-\Delta}$ is contained in the union of intervals, centered at an arithmetic progression, whose length goes to zero as the energy increases, so that two consecutive $I_k$'s are separated by a shrinking gap. We may exploit this separation property in order to prove the following:

**Proposition 6** Assume $X$ is Zoll. There is $N \subset \mathbb{R}$ of zero measure such that, for any $n \in \mathbb{N}^*$, any $m \in \mathbb{N}^*[-N]$, there are $c > 0$, $N_0 \in \mathbb{N}$, so that, for any $k_1, \ldots, k_{n+2}$ in $\mathbb{N}$, for any $\xi_{k_j} \in \text{Spec } (\sqrt{-\Delta}) \cap I_{k_j}$, any $0 \leq p \leq n + 2$, one has, using notation \eqref{eq:3.6}
\begin{equation}
|G_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}})| \geq c\left(1 + \max_3(k_1, \ldots, k_{n+2})\right)^{-N_0}
\end{equation}

(\max_3(k_1, \ldots, k_{n+2}) \text{ standing for the third largest among } (k_1, \ldots, k_{n+2}))$, unless

\begin{equation}
n \text{ is even, } p = \frac{n+2}{2} \text{ and } \{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}.
\end{equation}

**Idea of proof:** By Proposition 3, we know that a lower bound for the left hand side of \eqref{eq:4.2} in terms of $c\left(1 + \max_3(k_1, \ldots, k_{n+2})\right)^{-N_0}$ holds true, since $\xi_{k_j} \sim k_j$ for any $\xi_{k_j}$ in interval $I_{k_j}$. To get the better lower bound \eqref{eq:4.2}, let us assume for instance that $k_1, k_{n+2} \gg \max(k_2, \ldots, k_{n+1})$ and write (when $1 < p < n + 2$, which is the only serious case),
\begin{equation}
G_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}}) = \sqrt{m^2 + \xi_{k_1}^2} - \sqrt{m^2 + \xi_{k_{n+2}}^2} + \tilde{G}_m^p(\xi_{k_2}, \ldots, \xi_{k_{n+1}})
\end{equation}

with
\begin{equation}
\tilde{G}_m^p(\xi_{k_2}, \ldots, \xi_{k_{n+1}}) = \sum_{j=2}^{p} \sqrt{m^2 + \xi_{k_j}^2} - \sum_{j=p+1}^{n+1} \sqrt{m^2 + \xi_{k_j}^2}.
\end{equation}

Since $\xi_{k_j} \in I_{k_j}$, interval centered at $\alpha + \frac{2\pi}{\tau} k_j$ according to \eqref{eq:4.1}, and since the length of these intervals is $O(k_j^{-\delta})$, we may write
\begin{equation}
\sqrt{m^2 + \xi_{k_1}^2} - \sqrt{m^2 + \xi_{k_{n+2}}^2} = \left(\alpha + \frac{2\pi}{\tau} k_1\right) - \left(\alpha + \frac{2\pi}{\tau} k_{n+2}\right) + O(k_1^{-\delta}) + O(k_{n+2}^{-\delta})
\end{equation}
from which we can conclude
\[(4.7) \quad \mathcal{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}}) = \frac{2\pi}{\tau} q + \hat{G}_m^p(\xi_{k_2}, \ldots, \xi_{k_{n+1}}) + O(k_1^{-\delta}) + O(k_{n+2}^{-\delta})\]

where \(q\) belongs to \(\mathbb{Z}\). Because of that, and of the fact that the arguments of \(\hat{G}_m^p\) are all \(O(\max_3(k_1, \ldots, k_{n+2}))\), a modification of the proof of Proposition 3 shows that, for any \(q\) in \(\mathbb{Z}\), any \(\xi_{k_j} \in \text{Spec } (\sqrt{-\Delta} \cap I_k)\), any \(m\) outside a subset \(\mathcal{N}\) of zero measure,
\[(4.8) \quad \left| \frac{2\pi}{\tau} q + \hat{G}_m^p(\xi_{k_2}, \ldots, \xi_{k_{n+1}}) \right| \geq c \left(1 + \max_3(k_1, \ldots, k_{n+2})\right)^{-N_0}\]

for some \(N_0\). As we may assume that
\[k_1, k_{n+2} \geq \max_3(k_1, \ldots, k_{n+2})^{N_1}\]

for a large enough \(N_1\) (since otherwise (4.2) follows from (3.4)), one sees that the perturbations of the right hand side of (4.7) are small enough so that (4.8) implies (4.2).

According to Proposition 6, we have an improved bound (4.2) for small divisors in the case of Zoll manifolds. This will be the key point that will allow us to prove the following theorem due to Bambusi, Delort, Grébert and Szeftel [2]:

**Theorem 7** Let \(X\) be a Zoll manifold. Let \(f : (x, w) \to f(x, w)\) from \(X \times \mathbb{R}\) to \(\mathbb{R}\) be smooth, vanishing at order three at \(w = 0\). There is \(\mathcal{N} \subset ]0, +\infty[, \) of zero measure and, for any \(m \in ]0, +\infty[ ; -\mathcal{N}, \) any \(N \in \mathbb{N}\), there is \(s_0 > 0\) and for any \(s > s_0\), there are \(\epsilon_0 > 0, c > 0\), such that, for all \(\epsilon \in ]0, \epsilon_0[, \) any \((w_0, w_1)\) in the unit ball of \(H^{s+\frac{1}{2}}(X, \mathbb{R}) \times H^{s-\frac{1}{2}}(X, \mathbb{R})\),
\[(4.9) \quad \left(\partial_t^2 - \Delta + m^2\right)w = \partial_w f(x, w)\]
\[w|_{t=0} = \epsilon w_0\]
\[\partial_t w|_{t=0} = \epsilon w_1\]

has a unique solution
\[w \in C^0(] - T_\epsilon, T_\epsilon[; H^{s+\frac{1}{2}}(X, \mathbb{R})) \cap C^1(] - T_\epsilon, T_\epsilon[; H^{s-\frac{1}{2}}(X, \mathbb{R}))\]

with \(T_\epsilon \geq c \epsilon^{-N}\). Moreover \((w(t, \cdot), \partial_t w(t, \cdot))\) is \(O(\epsilon)\) in \(H^{s+\frac{1}{2}}(X, \mathbb{R}) \times H^{s-\frac{1}{2}}(X, \mathbb{R})\) for \(t\) in \(] - T_\epsilon, T_\epsilon[\).

The idea of proof of the above theorem will be to apply a sequence of normal forms, in order to reduce the non-linearity to terms of higher and higher order of homogeneity. It turns out that it is not possible to eliminate all contributions of lower degree: this is related to the fact that the small divisors estimate (4.2) can be achieved except when (4.3) holds. One has thus to check that the corresponding terms in the non-linearity do not make grow the Sobolev energy. For the first step in a normal forms procedure, this may be verified by hand. But along the iteration, the new nonlinear contributions induced by successive reductions become more and more complicated, so that the cancellation properties cannot be checked directly.
Though, a way of achieving that in a systematic way is to put the problem in a Hamiltonian framework, in order to be able to use a Birkhoff normal forms method. Then terms corresponding to indices satisfying (4.3) are those contributions to the Hamiltonian that depend only on the actions, so that the fact that they do not make grow the energy becomes trivial. We introduce this Hamiltonian formulation in next section.

5 Hamiltonian formulation and Birkhoff normal forms

Denote by $\langle V, V' \rangle = \int_X V \cdot V' \, dx$ the usual scalar product on $L^2(X, \mathbb{R}^2)$ (where $dx$ stands for the Riemannian volume element). Define a symplectic form by

$$\omega(V, V') = \langle JV, V' \rangle$$

where $J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$. If $V \rightarrow G(V)$ is a $C^1$ function on an open subset of $H^s(X, \mathbb{R}^2)$, for some $s$, we denote by $\nabla G(V)$ the unique element of $H^{-s}(X, \mathbb{R}^2)$ such that, for any vector $H$ in $H^s(X, \mathbb{R}^2)$,

$$DG(V) \cdot H = \langle \nabla G(V), H \rangle$$

and the symplectic gradient $X_G(V)$ by

$$X_G(V) = J \nabla G(V).$$

In the sequel, we shall always take $s$ large enough and consider only functions $G$ such that when $V$ is in $H^s$, then $\nabla G(V)$ or $X_G(V)$ belongs to $H^s$ (or $H^{s-1}$), like polynomials in $V$ for instance. The Hamiltonian equation associated to $G$ is

$$\partial_t V = X_G(V),$$

$$V|_{t=0} = V_0 \in H^s(X, \mathbb{R}^2).$$

Let us write the Klein-Gordon equation (4.9) under the form (5.3). Recall that we set

$$\Lambda_m = \sqrt{-\Delta + m^2}$$

and if we are given a function of $t$ in some interval $[0, T]$, with values in $H^{s+\frac{1}{2}}$, such that

$$w \in C^0([0, T], H^{s+\frac{1}{2}}(X, \mathbb{R})) \cap C^1([0, T], H^{s-\frac{1}{2}}(X, \mathbb{R})),$$

define

$$V = \begin{bmatrix} V^1 \\ V^2 \end{bmatrix} = \begin{bmatrix} \Lambda^{-\frac{1}{2}}_m \partial_t w \\ \Lambda^\frac{1}{2}_m w \end{bmatrix} \in C^0([0, T], H^s(X, \mathbb{R}^2)).$$

Let $(x, w) \rightarrow f(x, w)$ be a smooth function on $X \times \mathbb{R}$ with values in $\mathbb{R}$. Define

$$F(w) = \int_X f(x, w(x)) \, dx.$$
This is a smooth function on $H^s(X, \mathbb{R})$ for $s$ large enough, such that $\nabla F(w) = \frac{\partial f}{\partial w}(x, w(x))$ belongs to $H^s(X, \mathbb{R})$. Introduce

\begin{equation}
G_0(V) = \frac{1}{2} \int_X V \cdot (\Lambda_m V) \, dx, \quad G(V) = G_0(V) - F(\Lambda_m^{-\frac{3}{2}} V^2)
\end{equation}

using notation (5.4). Then the linear Klein-Gordon equation $(\partial_t^2 - \Delta + m^2)w = 0$ is equivalent to $\partial_t V = X_{G_0}(V)$ and equation (4.9) is equivalent to $\partial_t V = X_G(V)$. For simplification, assume that $f$ is a polynomial in $w$ independent of $x$. Then our system (4.9) may be written

\begin{equation}
\partial_t V = X_G(V) \\
V|_{t=0} = \epsilon V_0
\end{equation}

with $V_0$ given in the unit ball of $H^s(X, \mathbb{R}^2)$ and $G(V)$ a polynomial $G(V) = \sum_{n=0}^{N'} G_n(V)$, with

\begin{align}
G_0(V) &= \frac{1}{2} \int_X (\Lambda_m^{\frac{1}{2}} V) \cdot (\Lambda_m^{\frac{1}{2}} V) \, dx \\
G_n(V) &= \int_X P_n(\Lambda_m^{-\frac{1}{2}} V) \, dx
\end{align}

where $P_n$ is an homogeneous polynomial of order $n + 2$.

Let us rewrite equation (5.7) in complex coordinates, introducing

\begin{equation}
u = \frac{\sqrt{2}}{2} (V^1 + i V^2)
\end{equation}

and

\begin{equation}
\nabla_u = \frac{\sqrt{2}}{2} (\nabla V^1 - i \nabla V^2), \quad \nabla_{\bar{u}} = \frac{\sqrt{2}}{2} (\nabla V^1 + i \nabla V^2).
\end{equation}

Then equation (5.7) may be rewritten in terms of $u$ as

\begin{equation}
\partial_t u = i \nabla_u G(u, \bar{u}) \\
|t=0 = \epsilon u_0
\end{equation}

with $u_0 \in H^s(X, \mathbb{C})$ and where, if we set $U = (u, \bar{u})$, the Hamiltonian $G$ may be rewritten from (5.8) as

\begin{equation}
G = \sum_{n=0}^{N'} G_n(U),
\end{equation}

with

\begin{align}
G_0(U) &= \int_X (\Lambda_m u) \bar{u} \, dx \\
G_n(U) &= \sum_{p=0}^{n+2} \int_X P_{n,p}(u, \ldots, u, \bar{u}, \ldots, \bar{u})
\end{align}
where $P_{n,p}$ is a $(n+2)$-linear expression, depending on $p$ arguments $u$ and $n+2-p$ arguments $\bar{u}$. We did not make appear in the expression of $P_{n,p}$ the operators $\Lambda_m^{-\frac{1}{2}}$ as they will play no role.

The strategy of proof of Theorem 7 will be the same as the one described in above sections 1 and 2, except that we shall iterate the normal forms construction, and will rely for that on the Hamiltonian framework. Denote

\begin{equation}
(5.14)
\Theta_s^0(U) = \frac{1}{2} \int_X (\Lambda_m^s u)(\Lambda_m^s \bar{u}) dx \sim \|u\|_{H^s}^2,
\end{equation}

the Sobolev energy. We shall take $s$ large enough and look for another function $\Theta_s(U)$ that satisfies

\begin{equation}
(5.15)
\Theta_s(U) \sim \|u\|_{H^s}^2 \text{ if } \|u\|_{H^s} \ll 1
\end{equation}

and

\begin{equation}
(5.16)
\frac{d}{dt}\Theta_s(U(t, \cdot)) = O(\|u(t, \cdot)\|_{H^s}^{N+2}), \ U \to 0
\end{equation}

if $U$ is a solution of (5.11), and $N$ is an arbitrary given integer. As already seen, (5.15) and (5.16) imply that the solution may be extended up to a time in $ce^{-N}$, and that the Sobolev norm of the solution remains of size $O(\epsilon)$ over such an interval.

**Birkhoff normal forms method**

We look for $\Theta_s$ as

\begin{equation}
(5.17)
\Theta_s(U) = \Theta_s^0 \circ \chi(U)
\end{equation}

where $\chi$ is a local diffeomorphism from a neighborhood of zero in $H^s(X, \mathbb{R}^2) \simeq H^s(X, \mathbb{C})$ to itself, sending zero to zero, that is assumed moreover symplectic. For $F,G$ two smooth maps on an open set of $H^s$, we define their Poisson bracket by

\begin{equation}
(5.18)
\{F,G\}(U) = DG(U) \cdot X_F(U)
\end{equation}

(Assuming that $X_F(U)$ is sufficiently regular so that the action of $DG(U)$ on it makes sense, which will be the case in our applications below). In complex coordinates, one gets

\begin{equation}
(5.19)
\{F,G\}(U) = i \left[ D_u G(U) \cdot \nabla \bar{u} F(U) \bar{u} - D_u G(U) \cdot \nabla \bar{u} F(U) \right].
\end{equation}

Moreover, if $\chi$ is symplectic, we get

\begin{equation}
(5.20)
\{F \circ \chi, G\} = \{F, G \circ \chi^{-1}\} \circ \chi(U).
\end{equation}

The Birkhoff method relies on the construction of the symplectic diffeomorphism $\chi$ from an auxiliary given function $F$, $C^1$ on an open subset of $H^s(X, \mathbb{R}^2) \simeq H^s(X, \mathbb{C})$, such that $U \to X_F(U)$ is also $C^1$. Actually, the Cauchy-Lipschitz theorem allows one to solve the ODE

\begin{equation}
(5.21)
\frac{\partial \Phi}{\partial \sigma}(\sigma, U) = X_F(\Phi(\sigma, U))
\end{equation}

\begin{equation}
\Phi(0, U) = U,
\end{equation}
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and for small enough initial data $U$, the solution is defined for $\sigma$ in $[-1, 1]$. If one sets
\begin{equation}
(5.22) \quad \chi(U) = \Phi(-1, U)
\end{equation}
then $\chi$ is symplectic by construction. We may then state:

**Lemma 8** Let $G$ be given as in (5.12), (5.13). Assume that one may find a polynomial function $F(U) = \sum_{n \geq 1} F_n(U)$, where $F_n$ is homogeneous of order $n + 2$, such that, if we define
\begin{equation}
(5.23) \quad \text{Ad}_F G = \{ F, G \}, \quad \text{Ad}_F^k G = \text{Ad}_F \text{Ad}_F^{k-1} G, \quad k \geq 1,
\end{equation}
then
\begin{equation}
(5.24) \quad \left\{ \Theta_0, \sum_{k=0}^{N-1} \frac{1}{k!} \text{Ad}_F^k G \right\} = O(\|U\|_{H^2}^{N+2}), \quad U \to 0.
\end{equation}

Then Theorem 7 holds.

**Proof:** This is just the basic computation of the Birkhoff normal forms method. If $U$ is a solution to (5.21) and $\Theta_s$ is defined by (5.17), with $\chi$ given by (5.22), one has by (5.18) and (5.20)
\begin{equation}
(5.25) \quad \frac{d}{dt} \Theta_s(U(t, \cdot)) = D\Theta_s U(t, \cdot) \cdot \frac{dU}{dt} = D\Theta_s(U) \cdot X_F(U) = -\{ \Theta_s, G \} = -\{ \Theta_s \circ \chi, G \} = -\{ \Theta_0 \circ \chi, G \} 
\end{equation}
In order to prove the theorem, we just have to check that, if $F$ satisfies (5.24), then (5.16) holds ((5.15) will follow from the fact that $\chi$ is a local diffeomorphism with $\chi(0) = 0$). By the definition (5.22) of $\chi$ and Taylor formula,
\begin{equation}
(5.26) \quad G \circ \chi^{-1}(U) = G \circ \Phi(1, U)
\end{equation}
\begin{equation}
= \sum_{k=0}^{N-1} \frac{1}{k!} \frac{d^k}{d\sigma^k} (G \circ \Phi(\sigma, \cdot))|_{\sigma=0} + O(\|U\|_{H^2}^{N+2}).
\end{equation}
But, according to (5.21), (5.18),
\begin{equation}
\frac{d}{d\sigma} G \circ \Phi(\sigma, \cdot) = DG \cdot \frac{d\Phi}{d\sigma} = DG \cdot X_F(\Phi) = \{ F, G \}(\Phi(\sigma, \cdot))
\end{equation}
and more generally, $\frac{d^k}{d\sigma^k} G \circ \Phi(\sigma, \cdot) = \text{Ad}_F G(\Phi(\sigma, \cdot))$. We thus get from (5.26)
\begin{equation}
(5.27) \quad G \circ \chi^{-1}(U) = \sum_{k=0}^{N-1} \frac{1}{k!} \text{Ad}_F^k G(U) + O(\|U\|_{H^2}^{N+2}).
\end{equation}
Plugging this equality in (5.25) and using assumption (5.24), we do get, since $\chi(0) = 0$, that $\frac{d}{dt} \Theta_s(U(t, \cdot)) = O(\|U\|_{H^2}^{N+2})$ i.e. property (5.16). This concludes the proof. □
6 Resolution of the homological equation

In lemma 8 of section 5, we have reduced the proof of Theorem 7 to the resolution of the homological equation (5.24). The goal of this section is to perform this last step, i.e. to prove the following proposition.

**Proposition 9** Let
\[
G_0(U) = \int_X (A_m u) \bar{u} \, dx \quad \text{and for } n \geq 1 \text{ define }
\]
\[
G_n(U) = \sum_{p=0}^{n+2} \int_X P_{n,p}(u, \ldots, u, \bar{u}, \ldots, \bar{u}),
\]
where \( P_{n,p} \) is defined after (5.13). Then for any \( N \), there is a polynomial \( F(U) = \sum_{n \geq 1} F_n(U) \), with \( F_n \) homogeneous of degree \( n+2 \), such that the homological equation
\[
\{ \Theta_0^s, \sum_{k=0}^{N-1} \frac{1}{k!} \text{Ad}_F^k G \} = O(\|U\|_{H^s}^{N+2}), \quad U \to 0
\]
holds.

We shall make clear in the proof what we mean by “polynomial function \( F \)”. Actually, the key point will be to define a class of homogeneous functions inside which we may solve (6.2). More precisely, we shall prove the following lemma:

**Lemma 10** Assume given for any \( n \) in \( \mathbb{N}^* \), any \( \nu > 0 \), a class \( L^\nu_n \) of functions homogeneous of degree \( n+2 \) from \( H^s \) (with \( s \) large enough) to \( \mathbb{R} \), such that the following four properties hold true:

(i) For any \( n \geq 1 \), the function \( G_n \) defined in (5.13) belongs to \( L^\nu_n \) for some \( \nu \).

(ii) For any \( \nu, n, n' \), there is \( \nu' \) such that \( \{ L^\nu_n, L^\nu_n' \} \subset L^{\nu_n+n'}_n \).

(iii) If \( L \) is in \( L^\nu_n \) and \( s \) is large enough, \( \{ \Theta_0^s, L \}(U) = O(\|U\|_{H^s}^{n+2}) \).

(iv) If \( H_n \) is in \( L^\nu_n \), there are some \( \nu' \) and \( F_n \) in \( L^\nu_n \) so that \( \{ F_n, G_0 \} \) is in \( L^\nu_n \) and \( \{ \Theta_0^s, \{ F_n, G_0 \} - H_n \} = 0 \).

Then Proposition 9 holds.

**Idea of proof of the lemma:** According to (5.23), \( \text{Ad}_F^k G \) is a sum of contributions of the form
\[
\{ F_{n_1}, \{ F_{n_2}, \{ \cdots \{ F_{n_k}, G_0 \} \} \} \}
\]
that belong to \( L^\nu_{n_0+\cdots+n_k} \) for some \( \nu' \). This follows from (i) and the stability property (ii), together with the fact that if \( n_0 = 0 \), then \( \{ F_{n_k}, G_0 \} \) is in \( L^\nu_{n_k} \) by (iv). As \( G = \sum_{n=0}^N G_n \), we may write the left hand side of (6.2) as
\[
\{ \Theta_0^s, \sum_{k=0}^{N-1} \frac{1}{k!} \text{Ad}_F^k G \} = \sum_{n \geq 1} \{ \Theta_0^s, \{ F_n, G_0 \} - H_n \},
\]
where the sum in the right hand side is finite and where \( H_n \) is computed from expressions of the form (6.3) with \( n_0 + \cdots + n_k = n \) and \( n_j < n \) for all \( j = 1, \ldots, k \), since the only term where one of these \( n_j \) is equal to \( n \) is the \{ \( F_n, G_0 \) \} contribution.
in the right hand side of (6.4). By what we said after (6.3), $H_n$ is in $\mathcal{L}^\nu_n$, and since
it depends only on $F_{n'}$ for $n' < n$, we may use (iv) in order to find successively
$F_n$ solving $\{\Theta_n^0, \{F_n, G_0\} - H_n\} = 0$ for $n = 1, \ldots, N - 1$. In that way, the only
remaining terms in the right hand side of (6.4) are of the form $L$ of $\mathcal{L}^\nu_n$ for some $\nu'$ and $n \geq N$. According to (iii), they provide contributions to
the right hand side of (6.2). This concludes the proof. □

We have thus reduced the proof of Theorem 7 to the construction of classes $\mathcal{L}^\nu_n$ such
that properties (i) to (iv) hold. In order to do so, we define first classes of multilinear
maps.

**Definition 11** Let $n$ in $\mathbb{N}^*$ and $\nu > 0$. For $k$ in $\mathbb{N}$, denote by $\Pi_k$ the spectral
projector associated to the interval $I_k$ introduced in Theorem 5. We define $\mathcal{L}^\nu_n$ as the
space of $(n + 2)$-linear forms $(u_1, \ldots, u_{n+2}) \to L(u_1, \ldots, u_{n+2})$ from $H^s \times \cdots \times H^s$ to $\mathbb{C}$ such that, for any $N$ in $\mathbb{N}$, there is $C_N > 0$ and for any $k_1, \ldots, k_{n+2}$ in $\mathbb{N}$,

\begin{equation}
|L(\Pi_{k_1} u_1, \ldots, \Pi_{k_{n+2}} u_{n+2})| \leq C_N \frac{(k^*_3)^{\nu + N}}{(k^*_1 - k^*_2 + k^*_3)^N} \prod_{j=1}^{n+2} \|u_j\|_{L^2}
\end{equation}

where

\begin{align}
k^*_1 &= \max(k_1, \ldots, k_{n+2}) + 1
k^*_2 &= \max(k_1, \ldots, k_{n+2}) + 1
k^*_3 &= \max(k_1, \ldots, k_{n+2}) + 1,
\end{align}

denoting by $\max_j(k_1, \ldots, k_{n+2})$ the $j$-th largest among all integers $k_1, \ldots, k_{n+2}$.

The basic example of an element of $\mathcal{L}^\nu_n$ is given by

\begin{equation}
L(u_1, \ldots, u_{n+2}) = \int_X u_1 \cdots u_{n+2} \, dx.
\end{equation}

Let us show this in the special case when $X = \mathbb{S}^d$, so that each interval $I_k$ is reduced
to a single point $\{\xi_k\}$. If for instance $k_1 \geq k_2 \geq k_3 \geq \cdots \geq k_{n+2}$, so that $k^*_j = k_j + 1$, estimate first the left hand side of (6.5) by

\begin{equation}
|L(\Pi_{k_1} u_1, \ldots, \Pi_{k_{n+2}} u_{n+2})| \leq \|\Pi_{k_1} u_1\|_{L^2} \|\Pi_{k_2} u_2\|_{L^2} \prod_{j=3}^{n+2} \|\Pi_{k_j} u_j\|_{L^\infty}
\end{equation}

and use Sobolev injection to estimate the $L^\infty$ norms by

\begin{equation}
\prod_{j=3}^{n+2} \|\Pi_{k_j} u_j\|_{L^\infty} \leq (k^*_3)^\nu \prod_{j=3}^{n+2} \|\Pi_{k_j} u_j\|_{L^2}
\end{equation}

for some $\nu$. We thus obtain (6.5) in the special case $k^*_1 - k^*_2 \leq C k^*_3$. On the other
hand, if $k^*_1 - k^*_2 \gg k^*_3$, we may write, setting $a(x) = \prod_{j=3}^{n+2} \Pi_{k_j} u_j$,  
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\[(\xi_{k_1}^2 - \xi_{k_2}^2) \int_X (\Pi_{k_1} u_1)(\Pi_{k_2} u_2) a(x) \, dx \]
\[= \int \left[ - (\Delta \Pi_{k_1} u_1)(\Pi_{k_2} u_2) + (\Pi_{k_1} u_1)(\Delta \Pi_{k_2} u_2) \right] a(x) \, dx \]
\[= \int_X (\Pi_{k_1} u_2)[a, \Delta](\Pi_{k_2} u_2) \, dx.\]

It follows, as the \(L(H^1, L^2)\) norm of the commutator \([a, \Delta]\) may be bounded from \(\|\nabla a\|_{L^\infty}\), that
\[\|\nabla a\|_{L^\infty} \leq C(k_3^*)^{\nu+1}k_2^* \prod_{j=3}^{n+2} \|\Pi_{k_j} u_j\|_{L^2}.\]

As \(\xi_{k_j} \sim k_j\), this implies (6.5) with \(N = 1\). Iterating the process, one gets the result.

**Remarks**

- We gave the proof of estimate (6.5) for the example (6.6) in the case when \(X\) is the sphere. Actually, the above proof may be adapted to an arbitrary compact Riemannian manifold (with the \(\Pi_{k_j}\) defined from the intervals \(I_{k_j}\) of Proposition 2). In other words, we do not use any geometric assumption in the proof of the fact that (6.6) belongs to the class \(\tilde{\mathcal{L}}_n\).

- The same proof shows that \(\int_X \prod_{j=1}^{n+2} (\Lambda_{m^2} u_j) \, dx\) belongs to \(\tilde{\mathcal{L}}_n\).

Let us define now the classes \(\mathcal{L}_n\) that will enjoy the properties of lemma 10.

**Definition 12** One says that \(U \to H_n(U)\) is in \(\mathcal{L}_n\) if there are elements \(H_{n,p}\) of \(\tilde{\mathcal{L}}_n\) for \(p = 0, \ldots, n+2\) such that
\[(6.7)\]
\[H_n(U) = \sum_{p=0}^{n+2} H_{n,p}(u_p, \ldots, u_{n+p}, \bar{u}_p, \ldots, \bar{u}_{n+2-p}).\]

We have to check that properties (i) to (iv) of lemma 10 hold true.

- Property (i) follows from the above example. Actually, by (5.8), \(G_n\) may be written as an expression (6.7), where \(H_{n,p}\) is given by a quantity of the form (6.6) with each factor \(u_j\) replaced by \(\Lambda_{m^2} u_j\), that provides an element of \(\mathcal{L}_n\) as already remarked.

- Property (ii), the stability under Poisson brackets, may be reduced to the proof of the fact that if \(L\) is in \(\tilde{\mathcal{L}}_n\) and if \(m\) is a \((n' + 1)\)-linear map \((u_1, \ldots, u_{n'+1}) \to M(u_1, \ldots, u_{n'+1})\), satisfying estimates of the form
\[(6.8)\]
\[\|\Pi_{k_{n'+2}} M(\Pi_{k_1} u_1, \ldots, \Pi_{k_{n'+1}} u_{n'+1})\|_{L^2} \leq C_N \frac{(k_3^*)^{\nu+N}}{(k_1^* - k_2^* + k_3^*)^N} \prod_{j=1}^{n'+1} \|u_j\|_{L^2}\]
then
\[L(M(u_1, \ldots, u_{n'+1}), u_{n'+2}, \ldots, u_{n+n'+2}).\]
is in $\mathcal{L}_{n+1}$, for some $\nu'$. This follows from the combination of estimates (6.5) and (6.8) and some elementary computations.

- Property (iii) may be deduced as well from the bounds (6.5) if one takes $s$ large enough relatively to $\nu$.

Finally, we have reduced the proof of Theorem 7 to the fact that we may solve the homological equation of (iv) of lemma 10 i.e. prove the following proposition.

**Proposition 13** There is a zero measure subset $\mathcal{N}$ of $]0, +\infty[$ such that, if $m$ belongs to $]0, +\infty[$, for any $\nu > 0$, $n \in \mathbb{N}^*$, any $H_n$ in $\mathcal{L}_n$, one may find $F_n$ in $\mathcal{L}_n'$, with some $\nu'$ depending only on $\nu$, $m$, such that

$$\{\Theta^0_s, \{F_n, G_0\} - H_n\} = 0.$$  

(6.9)

We shall proceed as in section 3, except that we make the reasoning on linear forms like $H_n, F_n$ instead of linear maps, in order to exploit the Hamiltonian structure. We prove first the proposition in the simpler case of odd $n$, where we may actually solve a stronger equation than (6.9).

**Lemma 14** Assume that $n$ is odd. Then, with the notation of Proposition 13, we may find for any $H_n$ in $\mathcal{L}_n$ some $F_n$ in $\mathcal{L}_n'$ solving

$$\{F_n, G_0\} - H_n = 0.$$  

(6.10)

**Proof:** We give the proof in the special case $X = S^d$ so that each interval $I_k$ is reduced to the point $\{\xi_k\}$. By definition 12, we may write $H_n$ under the form (6.7), and we look for $F_n$ as $F_n(U) = \sum_{p=0}^{n+2} F_{n,p}(u, \ldots, u, \bar{u}, \ldots, \bar{u})$ with $F_{n,p}$ in $\mathcal{L}_n'$. To solve (6.10) we have to find $F_{n,p}$ so that

$$\{F_{n,p}(u, \ldots, u, \bar{u}, \ldots, \bar{u}), G_0\} = H_{n,p}(u, \ldots, u, \bar{u}, \ldots, \bar{u}).$$  

(6.11)

Recall from (5.19) that

$$\{F_{n,p}, G_0\} = -i[D_u F_{n,p} \nabla_u G_0 - D_{\bar{u}} F_{n,p} \nabla_{\bar{u}} G_0]$$

so that, by (5.13) $\nabla_u G_0 = \Lambda_m u, \nabla_{\bar{u}} G_0 = \Lambda_m \bar{u}$, equality (6.11) will follow from

$$\sum_{j=1}^{p} F_{n,p}(u_1, \ldots, \Lambda_m u_j, \ldots, u_{n+2}) - \sum_{j=p+1}^{n+2} F_{n,p}(u_1, \ldots, \Lambda_m u_j, \ldots, u_{n+2}) = i H_{n,p}(u_1, \ldots, u_{n+2}).$$  

(6.12)

We replace in (6.12) $u_j$ by $\Pi_{k_j} u_j$. Since we assume that $I_{k_j} = \{\xi_{k_j}\}$, we have $\Lambda_m \Pi_{k_j} u_j = \sqrt{m^2 + \xi_{k_j}^2} \Pi_{k_j} u_j$, so that (6.12) may be written as

$$\mathcal{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}}) F_{n,p}(\Pi_{k_1} u_1, \ldots, \Pi_{k_{n+2}} u_{n+2}) = i H_{n,p}(\Pi_{k_1} u_1, \ldots, \Pi_{k_{n+2}} u_{n+2})$$

(6.13)

using notation (3.6). If $n$ is odd, assumption (4.3) of Proposition 6 holds, so that by (4.2) we may divide (6.13) by $\mathcal{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_{n+2}})$ and get that if $H_{n,p}$ satisfies bounds of the form (6.5), so does $F_{m,p}$ with $\nu$ replaced by $\nu' = \nu + N_0$. 
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This concludes the proof when $X = S^d$. When $X$ is a general Zoll manifold, each interval $I_k$ contains several eigenvalues. But, since the length of $I_k$ is $O(k^{-\delta})$, they are close enough to each other so that one may still solve (6.13) by a perturbative argument (see [12, 2]). □

End of proof of Proposition 13: We have to complement the conclusion of the preceding lemma treating the case of even $n$, for which condition (4.3) is not always satisfied. Actually, it still holds except if $n$ is even, $p = \frac{n}{2} + 1$ and $\{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}$, in which case $\mathcal{G}_m^p$ vanishes identically. But notice that we have to solve (6.9) and not (6.10), and by definition of $\Theta_0^s$, if $\{k_1, \ldots, k_p\} = \{k_{p+1}, \ldots, k_{n+2}\}$,

$$\Theta_0^s, H_{n,p}(\Pi_{k_1}u_1, \ldots, \Pi_{k_p}u_p, \Pi_{k_1}\bar{u}_1, \ldots, \Pi_{k_p}\bar{u}_p) = 0$$

so that, for these values of the indices, we may just define

$$F_{n,p}(\Pi_{k_1}u_1, \ldots, \Pi_{k_n+2}u_{n+2}) \equiv 0.$$ 

This concludes the proof. □

7 Quasi-linear equations

Up to now, we have discussed long time existence problems for semi-linear equations of the form

$$(\partial_t^2 + \Delta + m^2)w = N(w)$$

where the non-linearity $N(w)$ vanishes at least at order two at zero and does not depend on derivatives of $w$. We would like now to discuss non-linearities depending also on derivatives of $w$. We cannot hope for a statement as theorem 7, even on $X = S^1$, for any semi-linear non-linearity depending on derivatives of $u$. Actually, examples of Yordanov [23] and Keel and Tao [17] show that, in general, one cannot expect existence over a time interval of length larger than the one given by local existence theory. This shows that, if in the right hand side of (7.1) $N(w)$ is replaced by an expression containing first order derivatives of $w$, the normal form procedure we used in the preceding sections will not always work. The key point is that some contributions to the non-linearity that may not be eliminated by normal forms will induce a growth of the Sobolev energy. On the contrary, if the non-linearity depends only on $w$, the Hamiltonian formulation that we introduced in section 5 showed that all non eliminable contributions do not make grow the energy, as they depend only on the actions, so that, in an homological equation of the form (6.9), their Poisson bracket with $\Theta_0^s$ vanishes.

If we want to study non-linearities depending also on derivatives, we thus have to restrict ourselves to classes of nonlinear expressions that possess some special properties that ensure that non eliminable terms in the normal form procedure do
not make grow energy. Moreover, this special structure has to be preserved under normal forms reduction, so that one is able to take profit of it at any step of the construction.

One possibility in order to achieve that is to consider “reversible” equations. We refer to the paper [13] of Fang, Han and Zhang, devoted to semi-linear equations on the circle, with non-linearities depending on a reversible way of \( \partial_t w, \partial_x w \), i.e. verifying the condition

\[
N(-w, \partial_t w, -\partial_x w) = -N(w, \partial_t w, \partial_x w).
\]

For odd or even small initial data, they get almost global solutions, when the mass parameter stays outside some subset of zero measure.

Another option, that we shall describe below, is to stay in the Hamiltonian framework, but allowing the Hamiltonian (5.5) to depend not only on \( w \), but also on \( \partial_x w \), so that, in (5.8), \( G(V) \) would be given in terms of an integral of \( P(\Lambda_{\frac{1}{2}} V) \) instead of \( P(\Lambda_{-\frac{1}{2}} V) \). In this case, the evolution equation is necessarily a quasi-linear one, and not just semi-linear. In fact, one may check that if a non-linearity is both semi-linear and Hamiltonian, then it has to depend only on \( w \) and not its derivatives, so that one gets just equation (7.1). In this section, we shall thus state a theorem of almost global existence for quasi-linear Hamiltonian Klein-Gordon equations on spheres.

Let us fix some notation. From now on, \( X \) will stand for the sphere \( S^d \). Let \( f : \mathbb{R} \times T^*X \rightarrow \mathbb{R} \) be a smooth map \( (z, \rho) \rightarrow f(z, \rho) \), polynomial in the fiber variable of \( \rho \), and vanishing at least at order 3 at \( (z = 0, \rho \in X) \), where we identify \( X \) to the zero section of \( T^*X \). We consider a non-linearity \( P[w] \) given in local coordinates by

\[
(7.2) \quad P[w] = \frac{\partial f}{\partial z}(w, x, \frac{\partial w}{\partial x}) - \sum_{j=1}^d (\det g)^{-1/2} \frac{\partial}{\partial x_j} \left[ (\det g)^{1/2} \left( \frac{\partial f}{\partial \xi_j}(w, x, \frac{\partial w}{\partial x}) \right) \right],
\]

(where \( g \) is the metric of the sphere) and the quasi-linear Klein-Gordon equation

\[
(7.3) \quad (\partial_t^2 - \Delta + m^2)w = P[w].
\]

This is a Hamiltonian equation associated to the Hamiltonian

\[
(7.4) \quad \int_X \frac{1}{2} [(\partial_t w)^2 + (\partial_x w)^2 + m^2 w^2] - f(w, dw) \, dx.
\]

If we set

\[
(7.5) \quad F(w) = \int_X f(w, dw) \, dx,
\]

and define \( V \) from \( (w, \partial_t w) \) as in (5.4), equation (7.3) may be rewritten as

\[
(7.6) \quad \partial_t V = X_G(V)
\]

with

\[
(7.7) \quad G(V) = G_0(V) - F(\Lambda_{\frac{1}{2}} V^2), \quad G_0(V) = \frac{1}{2} \int_X (\Lambda_{\frac{1}{2}} V)^2 \cdot (\Lambda_{\frac{1}{2}} V) \, dx
\]
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where, because of the first order derivative in (7.5), $F\left(\Lambda_m^{-\frac{1}{2}}V^2\right)$ is actually of order $\frac{1}{2}$ in $V^2$. Defining as before $u = \frac{\sqrt{2}}{2}(V^1 + iV^2)$, $U = (u, \bar{u})$ and writing the expression of the Hamiltonian in terms of $\bar{U}$, namely

(7.8)  
$$G(U) = \int_X (\Lambda_m u)\bar{u} \, dx - F\left(-i\frac{\sqrt{2}}{2}\Lambda_m^{-\frac{1}{2}}(u - \bar{u})\right)$$

the equation may be written again

(7.9)  
$$\dot{u} = i\nabla_u G(U)$$

$$u|_{t=0} = \epsilon u_0.$$  

The new feature is that $F$ in (7.8) being of the form (7.5), one should think of $G(U)$ as $\sum_{n=0}^{N'} G_n(U)$, with $G_0(U)$ given by the first formula in (5.13), but where $G_n(U)$ is no longer given by the second formula (5.13), but instead by an expression of the form

(7.10)  
$$G_n(U) = \sum_{p=0}^{n+2} \int_X P_{n,p}(\Lambda_m^{\frac{1}{2}}u, \ldots, \Lambda_m^{\frac{1}{2}}u, \Lambda_m^{\frac{1}{2}}\bar{u}, \ldots, \Lambda_m^{\frac{1}{2}}\bar{u})$$

with $P_{n,p}$ a $(n+2)$-linear form. Actually, the expression one gets is more general than (7.10), since it involves operators of order $\frac{1}{2}$ that are not necessarily the $\Lambda_m^{\frac{1}{2}}$'s.

The main theorem is as follows:

Theorem 15 With the above notation, there is a zero measure subset $N$ of $]0, +\infty[$ and for any $m \in ]0, +\infty[-N$, any $N \in \mathbb{N}$, there is $s_0 > 0$ and for any $s > s_0$, there are $\epsilon_0 > 0, c > 0, C > 0$, such that, for any $\epsilon \in ]0, \epsilon_0]$, any $(w_0, w_1)$ in the unit ball of $H^{s+\frac{1}{2}}(X) \times H^{s-\frac{1}{2}}(X)$, one may find a unique $w$ in

$$C^0(]-T_\epsilon, T_\epsilon[, H^{s+\frac{1}{2}}(X)) \cap C^1(]-T_\epsilon, T_\epsilon[, H^{s-\frac{1}{2}}(X))$$

solution of

(7.11)  
$$\langle \partial_t^2 - \Delta + m^2 \rangle w = P[w]$$

$$w|_{t=0} = \epsilon w_0$$

$$\partial_t w|_{t=0} = \epsilon w_1,$$

where $T_\epsilon \geq c\epsilon^{-N}$ and

(7.12)  
$$\sup_{]-T_\epsilon, T_\epsilon[} \left[\|w(t, \cdot)\|_{H^{s+\frac{1}{2}}} + \|\partial_t w(t, \cdot)\|_{H^{s-\frac{1}{2}})}\right] \leq C\epsilon.$$  

This theorem is proved in [10] (see also [9] for the case $X = S^1$). We shall discuss some ideas of the proof in the model case (that already contains all difficulties) given by (7.9) with $G(U) = \sum_{n=0}^{N'} G_n(U)$, where $G_0(U) = \int_X (\Lambda_m u)\bar{u} \, dx$ and $G_n$ given by (7.10) for $n \geq 1$.

Let us explain the main new ideas that have to be introduced. In the semi-linear case, we have instead of (7.10) an expression of $G_n$ given by (5.13) i.e. by generalization of quantities of the form

(7.13)  
$$\int_X u \cdots u \bar{u} \cdots \bar{u} \, dx.$$  
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We may write (7.13) in terms of expressions

\[(7.14) \quad \int_X (A(U)u) \bar{u} \, dx, \quad \int_X (A(U)u) \, dx, \quad \int_X (A(U)\bar{u}) \bar{u} \, dx\]

where \(A(U)\) is a quantity of the form \(u^{n'} \bar{u}^{n''}\) with \(n' + n'' = n\). The operator \(A(U)\) is thus of order zero, so that it does not lose any derivative. In the homological equation (6.9), we could have written the function \(H_n\) under the form (7.14) as well. The solution \(F_n\) we have constructed in the proof of Proposition 13 has the same form as \(H_n\). Moreover, the contributions to \(H_{n+1}, H_{n+2}, \ldots\) generated by \(F_n\) through Poisson brackets in (6.3) have also structure (7.14). Actually, the Poisson bracket between two functions of the form (7.14) involving operators \(A'(U), A''(U)\) may be written as (7.14) with \(A(U)\) replaced by \(A'(U) \circ A''(U)\) or \(A''(U) \circ A'(U)\). As \(A', A''\) are of order zero, so is \(A\) i.e. the structure (7.14) is preserved along the normal forms procedure.

For quasi-linear equations, this is no longer the case at first glance. If instead of (7.13) we start from a formula similar to (7.10), namely

\[(7.15) \quad \int_X (\Lambda_{\bar{m}}^1 u) \cdots (\Lambda_{\bar{m}}^1 u) (\Lambda_{\bar{m}}^1 \bar{u}) \cdots (\Lambda_{\bar{m}}^1 \bar{u}) \, dx\]

we get in (7.14) operators of order one. Then the functions \(F_n\) obtained solving the homological equation are expected to be also given by (7.14), with operators \(A(U)\) of order one, so that the contributions induced by Poisson bracket between \(F_n\) and \(H_n\) are expected to contain compositions of operators of order one, that is operators of order two. Clearly, each new step would generate operators of higher and higher order, so that the procedure would lead to derivative losses.

In order to overcome these difficulties, one has to show that the structure of the Poisson bracket allows one to avoid these increasing losses. Actually, one may check easily that when computing

\[(7.16) \quad \left\{ \int_X (A'(U)u) \bar{u} \, dx, \int_X (A''(U)u) \bar{u} \, dx \right\}\]

one gets a main contribution of the form

\[(7.17) \quad \int_X ([A'(U), A''(U)]u) \bar{u} \, dx\]

plus other terms having still the structure (7.14) with \(A(U)\) of order one. We thus need to know that \([A'(U), A''(U)]\) is also of order one, so that we stay in the same classes of integral quantities. In other words, we need to know that \(A'(U), A''(U)\) belong to a class of operators enjoying some “symbolic calculus”. Examples of such classes are pseudo-differential operators. Since in our problem, the coefficients of the operators depend on the unknown \(U\), that has limited regularity, it is actually better to use para-differential operators. We shall not recall here the definition of the latter. Let us just say that one may define for any \(m\) in \(\mathbb{R}\), \(n\) in \(\mathbb{N}\), families of operators \(H\Psi^m_n\), that are homogeneous polynomials of degree \(n\) in \(U\), such that for any fixed \(U\), the operator \(V \rightarrow A(U)V\) satisfies the following:
• If $A$ is in $H \Psi_{n}^{\ell}$, then for any $s$ in $\mathbb{R}$, $V \rightarrow A(U)V$ sends $H^{s}(X)$ to $H^{s-\ell}(X)$ (and its operator norm depends only on $\|U\|_{H^{s}}$ for some $\sigma$ independent of $s$).

• If $A$ is in $H \Psi_{n}^{\ell}$ and $B$ is in $H \Psi_{n'}^{\ell'}$, then $A \circ B$ is in $H \Psi_{n+n'}^{\ell+\ell'}$ and $[A, B]$ is in $H \Psi_{n+n'}^{\ell+\ell'-1}$.

One may show that equation (7.11) may be written equivalently as

\begin{equation}
\dot{u} = i\nabla_{\sigma} G(U) \\
u_{t=0} = \epsilon u_{0}
\end{equation}

where $G(U) = \sum_{n=0}^{N'} G_{n}(U)$ with essentially

\begin{equation}
G_{n}(U) = \text{Re} \int_{X} (A_{n}^{1}(U)u) \bar{u} \, dx + \text{Re} \int_{X} (A_{n}^{2}(U)u) \, dx
\end{equation}

with $A_{n}^{1}, A_{n}^{2}$ in $H \Psi_{n}^{1}$. Let us consider the model case $A_{n}^{1} = 0$ and prove:

**Proposition 16** Let $A_{n}$ be in $H \Psi_{n}^{1}$ for $n = 1, \ldots, N'$ and define for $n \geq 1$, $G_{n}(U) = \int_{X} (A_{n}(U)u) \bar{u} \, dx$ and $G(U) = \sum_{n=0}^{N'} G_{n}(U)$. Then, for any $N$ in $\mathbb{N}$, if $m$ is outside a subset $N$ of zero measure of $[0, +\infty[$, there is $s_{0} > 0$ and for any $s > s_{0}$, there are $\epsilon_{0} > 0, c > 0, C > 0$ such that, if $\epsilon \in [0, \epsilon_{0}]$, $u_{0}$ is in the unit ball of $H^{s}(X, \mathbb{C})$, system (7.18) has a unique solution $u$ in $C^{0}([0, T_{\epsilon}] ; H^{s}(X))$ with $T_{\epsilon} \geq c e^{-N}$ and $\sup_{t \in [0, T_{\epsilon}]} \|u(t, \cdot)\|_{H^{s}} \leq C \epsilon$.

**Strategy of proof:** The strategy of proof is similar to the one we used in the semi-linear case, except that we have to exploit the expression of the $G_{n}$ in terms of para-differential operators in order to avoid derivative losses.

**First step: Construction of modified energy**

We have seen that the first step in the proof of long time existence is the construction of a modified energy $\Theta_{s}$ of the form (5.17). In the semi-linear case, $\Theta_{s}$ was defined using the canonical transformation $\chi$ given by (5.22) from the solution $\Phi$ of the ODE (5.21). In the quasi-linear framework, (5.21) is no longer an ODE, as the right hand side $X_{\Phi}$ will have to be defined in terms of a function $F$ given by

\begin{equation}
\int_{X} (B(U)u) \bar{u} \, dx
\end{equation}

with $B(U)$ of order one. Thus, (5.21) is then a PDE involving in its right hand side the action of the operator of order one $B(U)$. Though, it would be still possible to solve the corresponding evolution equation for $\Phi$, as the PDE one gets is an hyperbolic one. Nevertheless, it is not even necessary to do so, because one just needs a finite Taylor expansion of $G \circ \chi^{-1}$ (see (5.26)), so that it is enough to define the action of composition of $G$ with $\chi^{-1}$ at finite order, i.e. to give a meaning to the sum in the right hand side of (5.27). The general term of that sum is made of Poisson brackets like

\begin{equation}
\left\{ \int_{X} (B_{n'}(U)u) \bar{u} \, dx, \int_{X} (A_{n'}(U)u) \bar{u} \, dx \right\}
\end{equation}

with $A_{n''}, B_{n'}$ para-differential operators of order one. According to (7.17) and to the fact that commutators $[B_{n'}, A_{n''}]$ are still in $H \Psi_{n+n''}^{1}$, one sees that the sum in
(5.27) will be made essentially of terms of the form (7.20) with operators $B(U)$ of order one.

**Second step: Resolution of the homological equation**

As in the semi-linear case, the first step reduces the proof of Proposition 16 to an homological equation of the form (6.9). For the sake of simplicity, let us consider only odd degrees of homogeneity $n$, so that one can solve instead of (6.9)

\[(7.22) \quad \{F_n, G_0\} - H_n = 0\]

where $H_n(U) = \int_X (A_n(U)u) \bar{u} \, dx$ for some self-adjoint operator $A_n$ in $H\Psi^1_n$, and look for $F_n$ as $\int_X (B_n(U)u) \bar{u} \, dx$, with $B_n$ to be determined also in $H\Psi^1_n$. Looking for $A_n, B_n$ under the form

\[(7.23) \quad A_n(U) = \sum_{p=0}^{n} A^p_n(u, \ldots, u, \bar{u}, \ldots, \bar{u}), \quad B_n(U) = \sum_{p=0}^{n} B^p_n(u, \ldots, u, \bar{u}, \ldots, \bar{u})\]

where $A^p_n(u_1, \ldots, u_n), B^p_n(u_1, \ldots, u_n)$ are again first order para-differential operators that are $n$-linear in $(u_1, \ldots, u_n)$, one may rewrite (7.22) as an equation of the form

\[(7.24) \quad [B^p_n(U), \Lambda_m] + \sum_{j=1}^{p} B^p_n(u_1, \ldots, \Lambda_m u_j, \ldots, u_n) - \sum_{j=p+1}^{n} B^p_n(u_1, \ldots, \Lambda_m u_j, \ldots, u_n) = -i A^p_n(U) + \text{remainders}\]

where $U = (u_1, \ldots, u_n)$. This equation replaces (6.12) in the quasi-linear setting. In order to solve it, one first shows that one may replace in (7.24) $[B^p_n, \Lambda_m]$ by $[B^p_n, \tilde{\Lambda}]$, where $\tilde{\Lambda} = \sqrt{-\Delta + \left(\frac{d-1}{2}\right)^2}$, up to contributions that are better in terms of the number of derivatives involved in the operator. One is thus essentially reduced to an equation of the form

\[(7.25) \quad [B^p_n(U), \tilde{\Lambda}] + \sum_{j=1}^{p} B^p_n(u_1, \ldots, \Lambda_m u_j, \ldots, u_n) - \sum_{j=p+1}^{n} B^p_n(u_1, \ldots, \Lambda_m u_j, \ldots, u_n) = -i A^p_n(U).\]

One then replaces each $u_j$ by $\Pi_{k_j} u_j$ which, denoting $\Pi_k U = (\Pi_{k_1} u_1, \ldots, \Pi_{k_n} u_n)$, brings (7.25) to

\[(7.26) \quad [B^p_n(\Pi_k U), \tilde{\Lambda}] + \tilde{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_n}) B^p_n(\Pi_k U) = -i A^p_n(\Pi_k U)\]

with $\tilde{G}_m^p$ given by (4.5), the $\xi_{k_j}$ being the eigenvalues of the square root of the laplacian on the sphere. Taking $\theta$ in $C^\infty_0(\mathbb{R})$, equal to one close to zero, one can check that if we set

\[(7.27) \quad B^p_n(\Pi_k U) = -\int_0^{+\infty} e^{-i\tilde{\Lambda} t} A(\Pi_k U)e^{i\tilde{\Lambda} t} e^{i\tilde{G}_m^p(\xi_{k_1}, \ldots, \xi_{k_n}) \theta(\epsilon t)} \, dt,\]
one gets a solution to (7.25), up to a remainder of the form $\epsilon^N R$, where $R$ is again a para-differential operator of order one. The contribution of this last term to the homological equation (6.9) is $O(\epsilon^{N+2})$, i.e. is $O(\|u\|_{H^s}^{N+2})$, as the right hand side of (5.16), since $\epsilon$ is essentially the size of $\|u\|_{H^s}$.

Finally, the last step of the proof is to show that if $A$ in the right hand side of (7.27) is a para-differential operator of order one, so is $B$. This may be proved using that $t \to e^{it\tilde{A}}$ is $2\pi$-periodic (this is the place where one uses that $X$ is a sphere, as this implies that the eigenvalues of $\tilde{A}$ are integers) and using that $\tilde{G}_m^p(\xi_k_1, \ldots, \xi_k_n)$ satisfies small divisor bounds of the form (3.4). Notice that here, because $A^p_m(\Pi_k U)$ is a para-differential operator, the frequencies $k_1, \ldots, k_n$ that appear in the argument of $\tilde{G}_m^p$ are actually the small frequencies, so that a lower bound in $(1 + \max(k_1, \ldots, k_n))^{-N_0}$ is the analogous of the lower bound (4.2) in $(1 + \max_3(k_1, \ldots, k_{n+2}))^{-N_0}$. This concludes the sketch of proof of the proposition. □

To conclude this section, let us mention that recent results of almost global existence for quasi-linear equations have also been obtained by Berti and Delort in [4] for the capillary-gravity water waves equation on the circle. In this case, the situation is different from the one we considered here, as the linear part of the system is given by an operator of order $\frac{3}{2}$ instead of one. The eigenvalues of that operator are then separated by growing gaps, that allow one to perform a reduction to constant coefficients.
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