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Abstract

In this work we explore the fundamental
structure-adaptiveness of accelerated random-
ized coordinate descent algorithms on regular-
ized empirical risk minimization tasks, where
the solution has intrinsic low-dimensional
structure such as sparsity and low-rank, en-
forced by non-smooth regularization. We pro-
pose and analyze a two-stage accelerated coor-
dinate descent algorithm (“two-stage APCG”)
utilizing the restricted strong-convexity frame-
work. We provide the convergence analysis
showing that the proposed method have a lo-
cal accelerated linear convergence rate with
respect to the low-dimensional structure of
the solution. We also propose an adaptive
variant of the two-stage APCG which does
not need to foreknow the restricted strong con-
vexity parameter beforehand, but estimates
it on the fly. In our numerical experiments
we test the proposed method on a number of
machine learning datasets and demonstrate
the effectiveness of our approach.

1 INTRODUCTION

Many applications in machine learning, signal process-
ing and computer vision share the same goal, which is
to achieve a good estimation of the minimizer x† ∈ Rm
of the expected risk function: x† = arg minx Ef̄(x)
via minimizing the empirical risk f(x), (Vapnik, 2013).
In machine learning practice, the number of training
data is usually limited and the parameter space can
be very high-dimensional, hence minimizing the em-
pirical risk f(x) alone will introduce overfitting and
fails to get a reasonable estimation of x† (Wainwright,

Technical Report. Part of the results of this paper occurred
in our unpublished earlier version (Tang et al., 2017).

2014; Bühlmann and Van De Geer, 2011; Tibshirani
et al., 2015). To avoid this, a standard approach is to
introduce regularization in additional to the empirical
risk (Bickel et al., 2006; Bach et al., 2012). We thus
consider the convex composite minimization task which
reads:

x? ∈ arg min
x∈Rm

{
F (x) := f(x) + λg(x)

}
, (1)

where x consists of d-blocks of subvectors: [x(1), ..., x(d)]
and the regularization term g(x) is potentially non-
smooth but separable such that g(x) =

∑d
i=1 gi(x(i)),

and f(x) is differentiable with Lipschitz-continuous gra-
dients. When the minimization task is large-scale and
high-dimensional, the traditional deterministic gradient
methods typically fail to achieve scalablilty. To address
this, randomized coordinate descent (RCD) (Nesterov,
2012; Richtárik and Takáč, 2014; Lu and Xiao, 2015)
has been intensely studied and widely applied due to
its efficiency in solving many types of high-dimensional
problems (Hsieh et al., 2008; Wu et al., 2008; Wen
et al., 2012; Qin et al., 2013). To further improve the
convergence speed of the coordinate descent method,
researchers have successfully combined it with Nes-
terov’s acceleration technique (Nesterov, 1983, 2007,
2013), and developed accelerated coordinate descent
algorithms (Nesterov, 2012; Lee and Sidford, 2013; Fer-
coq and Richtárik, 2015; Lin et al., 2014, 2015) which
enjoy optimal worst-case convergence speed in theory,
and much improved practical performance over vanilla
coordinate descent. Very recently researchers have even
proposed several successful variants of accelerated coor-
dinate descent which are based on various schemes such
as restart (Fercoq and Qu, 2016, 2018), non-uniform
sampling (Allen-Zhu et al., 2016; Nesterov and Stich,
2017) and Gauss-Southwell greedy selection rules (Lu
et al., 2018).

1.1 The Solution’s Structure and Faster
Convergence

While researchers have developed the so-called opti-
mal coordinate descent algorithms for the composite
optimization tasks (1), these algorithms do not take
advantage of the prior information brought forth by
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the regularization term g(x). Popular non-smooth
regularization applied in machine learning and signal
processing applications enforce the solution to have
low-dimensional structure, for example the sparsity,
group-sparsity or low-rank. In this work, by intro-
ducing a simple variant of the accelerated proximal
coordinate gradient (APCG) algorithm of Lin et al.
(2014), we show that one can significantly improve
the convergence speed of these methods if the prior
information is properly exploited.

One key theoretical milestone in work on structure-
adaptive convergence is the modified restricted strong-
convexity framework developed by Agarwal et al. (2012).
Their work provides the first result on the linear conver-
gence speed of the proximal gradient descent method
in the context of high-dimensional statistical estima-
tion, where the standard strong-convexity assump-
tion is vacuous. However, in such a setting restricted
strong-convexity may still hold true thanks to the low-
dimensional structure of the solution promoted by the
regularization. More inspiringly, their result indicates
that the fewer degrees of freedom (in other words, more
structured) the solution has, the faster the convergence.
This result confirms the intuition that a truly opti-
mal coordinate descent method for (1) should be able
to exploit the prior information given by the regu-
larizer, and the solution’s low-dimensional structure.
Furthermore, very recently, researchers extended this
framework to analyze the stochastic variance-reduced
gradient (SVRG) methods (Qu and Xu, 2016, 2017),
and proposed an accelerated variant of it which is prov-
ably able to exploit the solution’s structure for even
faster convergence (Tang et al., 2018).

1.2 This Work

In this paper, we make the following contributions.

Theoretical Contributions. We analyze the rela-
tionship between the solution’s low-dimensional struc-
ture and the convergence speed of accelerated coordi-
nate descent methods in the primal form. We choose to
use the accelerated proximal coordinate descent method
APCG (Lin et al., 2014, 2015) as the foundation to
build up our novel “Two-Stage APCG” method which is
dedicated to actively exploit the intrinsic low-dimension
structure of the solution prompted by the (non-smooth)
regularization. The convergence analysis shows that the
Two-Stage APCG method exhibits global convergence:
in the first stage, the method converges sublinearly to
the vicinity of the solution, while in the second stage
the method converges towards the solution with an
accelerated linear rate with respect to the modified re-
stricted strong convexity (RSC) (Agarwal et al., 2012)
which scales with the solution’s intrinsic dimension.

Algorithmic Contributions. We propose an adap-
tive restart variant of our Two-Stage APCG algorithm
which is motivated by our underlying theory and does
not need explicit knowledge of the restricted strong
convexity (RSC) parameter but still provides excellent
practical performance. In practice the strong convexity
and also restricted strong convexity parameter cannot
be easily obtained beforehand in general practical se-
tups, which is necessary for the accelerated methods to
achieve accelerated linear convergence rate (Nesterov,
2012; Wright, 2015; Arjevani, 2017). To overcome this
issue we propose an adaptive variant of the two-stage
APCG method which is based on a simple heuristic
scheme to estimate the RSC on the fly. Tested on a
number of high-dimensional datasets, our experiments
demonstrate the effectiveness of our algorithm.

2 TWO-STAGE APCG

In this section we start by introducing the vanilla ac-
celerated coordinate method APCG developed by Lin
et al. (2015), and then our Two-Stage APCG method
which has the desirable structure-adaptive property.

We first list some standard notations following the
accelerated coordinate descent literature (Fercoq and
Richtárik, 2015; Lin et al., 2014, 2015).
Definition 2.1. (Block Coordinate Structure and Par-
tial Gradients.) We split the full space Rm into d
blocks of subspaces, that is, for any vector x ∈ Rm

with
{
x(i) ∈ Rmi , i = 1, ..., d,

∑
imi = m

}
, there is

a permutation matrix U ∈ Rm×m with submatrices{
U = [U1, ..., Ud], Ui ∈ Rm×mi , i = 1, ..., d

}
such that

x =
∑d
i=1 Uix(i). We also define the partial gradient

of the smooth function f(.) w.r.t x(i) as:

Oif(x) = UTi Of(x). (2)

Moreover the regularization term has block-coordinate-
wise separable structure: g(x) =

∑d
i=1 gi(x(i)).

We assume that f(.) has block-coordinate-wise Lips-
chitz continuous gradient with parameter Li for each
block of coordinates i ∈ [1, d], and define a weighted
norm ‖x‖L =

(∑d
i=1 Li‖x(i)‖22

)1/2. We list the details
of the APCG algorithm (Lin et al., 2015, Alg. 2) for
strongly-convex functions:

APCG(x0,K, α):

For k = 0, 1, 2, ...,K

yk = xk+αzk
1+α ;

zk+1 = arg minx∈Rd
αd
2 ‖x− (1− α)zk − αyk‖2L

+〈Oikf(yk), x(ik)〉+ λgik(x(ik))
xk+1 = yk + dα(zk+1 − zk) + dα2(zk − yk);
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with initialization z0 = x0, α =
√
µ

d , and in each it-
eration an index ik ∈ 1, ..., d is chosen uniformly at
random, and we take the result of the last iterate
(xK+1) as the output. If the objective function F
is strongly-convex, then the APCG algorithm enjoys
a Nesterov-type accelerated linear convergence rate.
Similarly we also provide the details of the APCG al-
gorithm for minimizing non-strongly-convex functions
(Lin et al., 2015, Alg. 3), which we denote as APCG0,
with initialization z0 = x0 and α−1 = 1

d :

APCG0(x0, K):

For k = 0, 1, 2, ...,K

αk = 1
2 (
√
α4
k−1 + 4α2

k−1 − α2
k−1),

yk = (1− αk)xk + αkzk.
zk+1 = arg minx∈Rd

αd
2 ‖x− zk‖2L

+〈Oikf(yk), x(ik)〉+ λgik(x(ik))
xk+1 = yk + dα(zk+1 − zk);

If the objective function is convex but non-strongly-
convex, the APCG0 has an O(1/k2) accelerated sublin-
ear convergence rate. These convergence rates match
the optimal worse-case rates of Nesterov’s accelerated
gradient method (Nesterov, 2007) for d = 1 and im-
prove upon the proximal coordinate descent (Richtárik
and Takáč, 2014) for d > 1. However, in many high-
dimensional applications the strong-convexity assump-
tion is vacuous, while the non-strongly-convex assump-
tion is too weak with structure-promoting regulariza-
tion. As shown by Agarwal et al. (2012), with a suffi-
cient amount of non-smooth structure-promoting regu-
larization such as `1 norm, `1,2 norm, or nuclear norm
penalty, the objective function is “strongly-convex” lo-
cally around the solution from a restricted range of
directions. This phenomenon is characterized as the re-
stricted strong-convexity (RSC). The APCG algorithm
itself cannot directly exploit the RSC to achieve faster
convergence in theory.

To exploit the structure of the solution for faster con-
vergence, we propose variants of accelerated coordinate
descent algorithms base on the APCG, under a two-
stage splitting framework inspired by the local nature
of the RSC: at the first stage for warm-starting, we
run the non-strongly-convex APCG0 algorithm to a
neighborhood of the solution; at the second stage, since
a local linear convergence rate is expected due to the
RSC, we have two choices: (1) periodically restart
the non-strongly-convex APCG0 at a certain frequency
w.r.t the RSC parameter µc, which leads to our Option
1, (2) run the APCG algorithm with the momentum
parameter α =

√
µc
d and a restart period also w.r.t µc,

which leads to Option 2. We describe the two-stage
APCG as Algorithm 1, where we use superscript t to

Algorithm 1 Two-Stage APCG

Inputs: x0 and restricted strong-convexity param-
eter µc, number of iteration K0 for the first stage;
T ≥ 1; β ≥ 2
1. First stage, start without µc:

x1 = APCG0(x0,K0) (3)

2. Second stage – exploit local accelerated linear
convergence given by µc

Option 1: with K =

⌈
2dβ

√
2 + 1

µc
− 2d

⌉

for t = 1, . . . , T do

xt+1 = APCG0(xt,K) (4)

end for
Output: xT+1

Option 2: with K =

⌈
log 16

log 1
1−√µc/d

⌉

for t = 1, . . . , T do

xt+1 = APCG(xt,K, µc) (5)

end for
Output: xT+1

index outer-loop and subscript k to index inner-loop
of our algorithms.

We need to point out that our algorithm with Option
1 is a two-stage variant of the Restarted-APPROX al-
gorithm of Fercoq and Qu (2016) which is also based
on restarting the accelerated coordinate descent. This
algorithm was originally designed for minimizing func-
tions which satisfy a quadratic error bound condition –
a condition which is also weaker than strong-convexity
but does not encode the solution’s structure enforced
by regularization. The Restarted-APPROX algorithm
on its own does not have theoretical convergence result
under the RSC framework of Agarwal et al. (2012)
which is relevant to the purpose of this work.

2.1 Generic Assumptions

In this section we list out the assumptions which we
required in our convergence proofs. Similar assump-
tions have been used in the related literature (Agarwal
et al., 2012; Qu and Xu, 2016; Tang et al., 2018).

A. 1. (Block-Coordinate Smoothness.) Assume that
f(x) has block-coordinate-wise Lipschitz continuous gra-
dient:

‖Oif(x+ Uihi)− Oif(x)‖2 ≤ Li‖hi‖2, (6)

∀hi ∈ Rmi , i = 1, ..., d, x ∈ Rm.
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This smoothness assumption is a classic assumption
for RCD methods (Nutini et al., 2015).

A. 2. (Restricted Strong-Convexity.) With respect to

the weighted norm ‖x‖L =
√∑d

i=1 Li‖xi‖22, the func-
tion f(.) and g(.) satisfies the following inequality with
lower curvature parameter γ and tolerance parameter
τ :

f(x)− f(x?)− 〈Of(x?), x− x?〉 ≥ γ

2
‖x− x?‖2L

− τg2(x− x?),
(7)

This form of restricted strong-convexity1 proposed by
Agarwal et al. (2012) encodes the structure-promoting
effect of the regularization into the strong-convexity
assumption. To be specific, if τ = 0, A.2 will reduce
to the classic strong-convexity assumption normalized
with respect to the L-norm (Lin et al., 2015, Assump-
tion 2).

Next we present the basic assumptions of RSC (Agarwal
et al., 2012) on the regularization term:

A. 3. (Subspace Decomposability.) Given a orthogonal
subspace pair (M,M⊥) in Rm, g(.) is decomposable if:

g(a+ b) = g(a) + g(b),∀a ∈M, b ∈M⊥. (8)

The subspaceM andM⊥ are named the model sub-
space and perturbation subspace respectively. This prop-
erty plays a central role in the analytical framework
of RSC, and holds true for many structure-promoting
regularizers such as the `1 norm, `1,2 norm and nu-
clear norm regularization (Negahban et al., 2012). A
related notion of decomposability presented by Vaiter
et al. (2015) can extend this work to general gauge
functions which will include the analysis priors such as
the total-variation regularization.

A. 4. (Sufficiency of Regularization.) The regulariza-
tion parameter λ satisfies the following inequality with
some constant c ≥ 1:

λ ≥ (1 +
1

c
)g?(Of(x†)). (9)

The sufficient amount of regularization is also a very
important requirement in the RSC framework. The
intuition of this assumption is simple: in order to have
a structured solution x?, the regularization needs to be
strong enough and cannot be arbitrary small. Moreover,
Negahban et al. (2012) have shown that with the choice
c = 1, λ = 2g?(Of(x†)), the statistical error can be

1The RSC was originally defined in the `2 norm in (Agar-
wal et al., 2012). We slightly generalize it here by using a
weighted norm for the sharper analysis of the coordinate
descent algorithms.

indeed upper bounded and enjoys an optimal scaling
w.r.t the sample size and dimension (Negahban et al.,
2012, Corollary 2).

For the analysis of Option 2, we need a further as-
sumption namely the “Non-blowout” property in the
literature (Lin and Xiao, 2014; Fercoq and Qu, 2017;
Wen et al., 2017):

A. 5. (Non-blowout Iterations.) If we start the APCG
algorithm at a point x0, and we assume that there exist
a positive constant 1 ≤ ω < ∞, such that the update
sequence {xk} generated by the algorithm obeys the
following inequality almost surely:

F (xk)− F ? ≤ ω
(
F (x0)− F ?

)
, ∀k (10)

We assume a relaxed non-blowout property of the
APCG iterates, which essentially means that the iter-
ates generated by the algorithm will have optimality
gap bounded by that for the first iteration. This as-
sumption hold true for accelerated full gradient and also
non-accelerated coordinate descent with ω = 1 which
means the iterates are strictly non-blowout. However
for accelerated coordinate descent such a result has not
been shown and hence we provide it here as a relaxed
assumption. Note that the analysis of our Option 1
does not need this assumption.

2.2 Preliminaries for the Analysis

The following definition is useful in our analysis:

Definition 2.2. (Subspace compatibility.) (Agarwal
et al., 2012) With predefined g(x), we define the sub-
space compatibility of a model subspaceM as:

Φ(M) := sup
v∈M\{0}

g(v)

‖v‖L
, (11)

whenM 6= {0} and Φ({0}) := 0 .

The subspace compatibility leverages the low-
dimensional structure of x? into our analysis, for ex-
ample, if g(.) = ‖.‖1, m = d, ‖x?‖0 = s, Li = L̄ ∀i and
M is an s-dimensional subspace in Rm, then we have
Φ(M) =

√
s/L̄.

With the notion of subspace compatibility we are able
to provide the key lemma of “effective RSC”, which
enables us to link the solution’s structure with the
convergence behavior and quantify their dependence
(we provide the proof of this lemma in the supplemental
material):

Lemma 2.3. (Effective RSC) Under A.1 - 4, if
further A.2 holds with parameters (γ, τ) such that
τΦ2(M) < γ

16(1+c)2 , then with given (x?, x†) and a
value η > 0, and denote ε := 2Φ(M)‖x† − x?‖2 +
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4g(x†M⊥) , for any x satisfies F (x) − F (x?) ≤ η for
any optima x?, we have:

F (x)− F ? ≥ µc‖x− x?‖2L − 2τ(1 + c)2v2, (12)

where µc = γ
2 − 8τ(1 + c)2Φ2(M) > 0 and v = η

λ + ε.

We also list the convergence result of the APCG0 which
has been proven by Lin et al. (2015):
Lemma 2.4. (Lin et al., 2015, Theorem 2.1) Under
A.1, the K0-th iteration of APCG0 algorithm obeys:

EF (xK0)− F ? ≤
(

2d

2d+K0

)2

D(x0, x?) := ΩK0 ,

(13)
where D(x0, x?) := F (x0)− F ? + 1

2‖x0 − x?‖2L.

2.3 Main Results

Now we are ready to present our main theorems for
our Algorithm 1 with Option 1 and Option 2 in this
section, based on the RSC framework.

2.3.1 Convergence Results of Option 1.

We start by our theorem on the objective gap conver-
gence speed of Option 1 which is based on periodic
restart scheme:
Theorem 2.5. Under A.1 – 4, if further A.2 holds
with parameters (γ, τ) such that τΦ2(M) < γ

16(1+c)2 ,
and we run the two-stage APCG algorithm (Option

1) with K0 ≥
⌈
d
(

1 + 2
ρλ

)√
8τ(1+c)2D(x0,x?)

2µc+1

⌉
, K =

⌈
2dβ

√
2 + 1

µc
− 2d

⌉
with β ≥ 2, then the following

inequality holds:

E[F (xt+1)− F ?] ≤ max

{
ε,

(
1

β2

)t
ΩK0

}
(14)

with probability at least 1− ρ.

We can now summarize the iteration complexity of
Option 1 as the following:
Corollary 2.6. Under the same assumptions and pa-
rameter choices of Theorem 2.5, the total number of
coordinate gradient calculation of the Two-Stage APCG
(Option 1) algorithm needs in order to achieve a δ > ε
objective gap accuracy is:

O

(
d√
µc

)
log

1

δ
+K0. (15)

We can make the following observations.

(Accelerated Linear Convergence under RSC
Framework.) The technical result presented in The-
orem 2.5 and Corollary 2.6 demonstrates accelerated

linear convergence rate for our two-stage APCG algo-
rithm with Option 1 up to a statistical accuracy under
the RSC assumption from Agarwal et al. (2012).

(Structure-Adaptive Convergence.) The effective
RSC µc = γ

2 − 8τ(1 + c)2Φ2(M) provides us a way
to link the convergence speed of an algorithm with
the structure of the solution. For example, if c = 1,
m = d, Li = 1 ∀i, g(x) = ‖x‖1 and ‖x?‖0 = s, then
Φ2(M) = s and hence µc = γ

2−32τs. Further if F (x) is
a Lasso problem, then for a wide class of random design
matrix we have τ = O( log d

n ) and γ > 0. Moreover,
Raskutti et al. (2010) have shown that if the data
matrix is a correlated Gaussian design matrix such that
each row of it is i.i.d drawn from distribution N (0, H)
where H is the covariance matrix and we denote its
largest and smallest singular value as rmax(H) and
rmin(H), then it can be shown that γ ≥ rmin(H)

16 and
τ ≤ rmax(H) 81 log d

n with high probability.

(The Early Iterations and High Probability
Statement.) From Theorem 2.5 we can see that the
probability statement of the convergence result hangs
on the choice of the number of iterations on the first
stage. Such dependence is natural and within our ex-
pectation – the Effective RSC condition presented in
Lemma 2.3 is non-vacuous only at a neighborhood of
the solution, where the first-stage of our algorithm is
aimed to reach.

(Convergence on the Optimization Variable.)
Due to the RSC condition we can bound the solution
distance to the global optimum by the objective opti-
mality gap (aka, the convergence on the optimization
variable). Such results demonstrate that the optimiza-
tion error on the optimization variable also decays
linearly up to a statistical accuracy scaled by a well-
behaved constant factor as discussed by Agarwal et al.
(2012); Negahban et al. (2012):

Corollary 2.7. (Convergence of the Iterates) Under
the same assumption and parameter choice of Theorem
2.5, the iterates generated by Two-Stage APCG (Option
1) obey the following inequality:

E‖xt+1 − x?‖2L ≤
(

1

β2

)t
ΩK0

µc
+

2τ(1 + c)2

µc
ε2

+

(
1

β4

)t 2τ(1 + c)2Ω2
K0

λ2µ2
c

.

(16)

(Connection with Structure-Adaptive Conver-
gence Result for Finite-Sum Optimization.) It
is worth noting that this extends the spirit of the re-
cent work Rest-Katyusha (Tang et al., 2018) which is
also inspired by and developed under the same RSC
framework. The Rest-Katyusha algorithm is a restarted
version of an accelerated variance-reduced SGD method



Structure-Adaptive Accelerated Coordinate Descent

of Allen-Zhu (2017) for efficiently solving regularized
empirical risk minimization with a finite-sum structure
where f(x) :=

∑
i fi(x) with a smoothness assumption

on each fi, while our coordinate descent method is ded-
icated to minimizing block-coordinate-wise separable
functions with a smoothness assumption on the blocks
of coordinates (i.e. A.1). Because of this fundamental
distinction, we provide here a different complexity re-
sult with the RSC framework which complements the
contribution provided by Tang et al. (2018).

(The Optimal Choice of β.) For Option 1 of our
Two-Stage APCG there is a user defined parameter
β. In theory, any β ≥ 2 will provide us an accel-
erated linear rate. To be specific, to achieve an δ-
accuracy, the second stage algorithm needs to have:⌈
2dβ

√
2 + 1/µc − 2d

⌉
logβ2

1
δ coordinate gradient or-

acle calls, and hence there is a clear trade-off on β.
Similar to (Tang et al., 2018), with some standard cal-
culation one can conclude that the best choice of β to
achieve the optimal iteration complexity is roughly the
Euler’s number (≈ 2.71). We use this choice for our
algorithm in the numerical experiments.

2.3.2 Convergence Results of Option 2.

With the additional non-blowout assumption A.5, we
are also able to provide a similar result for our second
approach (with Option 2, we provide the proof of this
theorem in the supplemental material):
Theorem 2.8. Under A.1 – 5, and if further A.2
holds with parameters (γ, τ) such that τΦ2(M) <

γ
16(1+c)2 and we run the Option 2 of the two-stage

APCG algorithm with K =

⌈
log 16

log 1
1−√µc/d

⌉
and K0 =

⌈
8d(1 + ω

λρ )

√
(
√

1
µc

+ 1)τ(1 + c)2D(x0, x?)

⌉
, then the

following inequality holds:

E[F (xt+1)− F ?] ≤ max

{
ε,

(
1

4

)t
ΩK0

}
(17)

with probability at least 1− ρ.

Again, based on the convergence result on the objective
we can summarize the iteration complexity of the Two-
Stage APCG algorithm with Option 2 as the following
corollary:
Corollary 2.9. Under the same assumptions and pa-
rameter choices of Theorem 2.8, the total number of
coordinate gradient calculations the Two-Stage APCG
(Option 2) algorithm needs in order to achieve a δ > ε
objective gap accuracy is:

O


 1

log 1

1−
√
µc
d


 log

1

δ
+K0. (18)

The contraction factor 1 −
√
µc
d occurs in (18) in a

logarithmic term 1
log 1

1−√µc/d
which scales nearly as

1
1−(1−√µc/d) = d√

µc
. Hence we conclude that under the

assumptions above, the Two-Stage APCG (Option 2)
has a local accelerated linear convergence O( d√

µc
log 1

δ ).

Because of the RSC condition, the convergence of the
iterates can be again easily derived for Option 2 similar
to Corollary 2.7 and we do not illustrate this here.

3 ADAPTIVE TWO-STAGE APCG

To the best of our knowledge, all the state-of-the-art
accelerated randomized algorithms for solving the com-
posite minimization task (1) require the explicit knowl-
edge of the strong convexity parameter to run with an
Nesterov-type accelerated linear convergence rate ex-
actly. For the case where the data fidelity term f(.) is
strongly convex, it is difficult in general to calculate the
strong convexity parameter before running the accel-
erated algorithms, let alone in our case, the restricted
strong convexity. Here we propose an adaptive restart
scheme for Two-Stage APCG based on a heuristic pro-
cedure for estimating µc on the fly with a small fraction
of computational overhead. Similar ideas of adaptive
restart have been applied in (O’Donoghue and Candes,
2015; Roulet and d’Aspremont, 2017; Fercoq and Qu,
2017; Tang et al., 2018) for deterministic and stochastic
gradient algorithms with Nesterov’s acceleration.

(Adaptive Variant of Option 1.). First we observe
that for K =

⌈
2dβ

√
2 + 1/µc − 2d

⌉
, the convergence

speed of the second stage algorithm reads:

Eξt\ξt−1
F (xt+1)− F ? ≤ 1

β2
[F (xt)− F ?]. (19)

It has been shown by Fercoq and Qu (2017, Prop. 4)
that F (x)−F ? can be lower bounded as O(‖G(x)−x‖22),
where G(x) is the composite gradient map:

G(x) = arg min
u∈Rd

dmaxi Li
2

‖x− u‖22
+ 〈Of(x), u− x〉+ λg(u).

(20)

Meanwhile we can upper bound this objective gap by
O(‖G(x)− x‖22) under some mild assumptions (Fercoq
and Qu, 2017). Inspired by such a property, we would
like to exploit it as a tool to track the convergence
speed of the objective gap, in order to evaluate the
accuracy of the RSC parameter of the current itera-
tion. If ‖G(xt+1) − xt+1‖22 ≤ 1

β2 ‖G(xt) − xt‖22 at t-th
iteration, it is likely that we have underestimated the
RSC parameter since if µ0 ≤ µc, (19) will always be
satisfied. Hence we double the estimate. If otherwise,
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Algorithm 2 Adaptive Two-Stage APCG

Inputs: (x0, µ0,K0, β, T )

Initialize: K =

⌈
2dβ

√
2 + 1

µ0
− 2d

⌉
;

x1 = APCG0 (x0,K0)
Calculate the composite gradient map G(x1) by
eq:(20).
for t = 1, . . . , T do

xt+1 = APCG0 (xt,K)
—–Track the convergence speed :

Calculate G(xt+1) by eq:(20)
—– Update the estimate of RSC

if ‖G(xt+1)− xt+1‖22 ≤ 1
β2 ‖G(xt)− xt‖22

then µ0 ← 2µ0, else µ0 ← µ0/2.
—–Adaptively tune the restart period :

K =

⌈
2dβ

√
2 + 1

µ0
− 2d

⌉

end for

it is likely that the RSC parameter is overestimated
and then we shrink the estimate.

In order to implement the tracking of the objective gap,
an extra full gradient is needed to be calculated which
will introduce a computational overhead compared to
Algorithm 1. However such overhead is durable since
the number of restart period K is lower-bounded2 by
6d , while the cost of a full gradient is at most d times
that of one coordinate gradient calculation, hence the
overhead amounts 1

6 of total iteration complexity at
worst.

(Adaptive Variant of Option 2.) The Option 2
of the Two-Stage APCG algorithm can also be made
adaptive with a similar idea of utilizing the composite
gradient map to estimate the µc on the fly. Due to
the space limit we include the details of the adaptive
variant of Option 2 in the supplemental material.

4 NUMERICAL EXPERIMENTS

This section provides the details of numerical results of
our proposed algorithms on solving the Lasso regression
problem (Tibshirani, 1996; Tibshirani et al., 2015):

x? ∈ arg min
x∈Rm

{
F (x) :=

1

2n
‖Ax− b‖22 + λ‖x‖1

}
,

(21)

We set all our examples with A ∈ Rn×m where n < m,
hence there is no explicit strong-convexity. We compare
our algorithms with state of the art variance-reduced
stochastic gradient algorithm Katyusha (Allen-Zhu,

2by (A.1) and the definition of ‖.‖L, we have γ ≤ 1.

Table 1: Chosen Datasets for Lasso Regression

Data set Size (n, m) Reference
Madelon+ (2000, 4000) Lichman (2013)
Marti2 (500, 1024) W-team (2008)
RCV1 (20242, 47236) Lichman (2013)
News20 (15935, 62061) Rennie (2001)

2017, Algorithm 2) which has an accelerated sub-linear
convergence rate for non-strongly convex functions,
and also the vanilla APCG method for non-strongly-
convex functions (Lin et al., 2015, Algorithm 3) as a
comparison. We also include the recent Rest-Katyusha
algorithm (Tang et al., 2018, Algorithm 1) which also
has provable structure-adaptive convergence. For the
Rest-Katyusha algorithm and the two choices of our
Algorithm 1 which need the explicit knowledge of the
RSC parameter, we grid search to estimate it for the
best practical performance. We use the theoretical
step sizes for our algorithms as well as the APCG in
all experiments. For the large datasets (RCV1 and
News20) we use minibatch/block-coordinate versions,
which are more relevant in parallel-computing scenarios.
For the Katyusha and Rest-Katyusha we use the same
minibatch size and grid-search the best possible step-
sizes to provide the best performance.

Table 2: Parameter Setting for Alg. 1 and Alg. 2

Experiment K0/d minibatch µ0 for Alg.2
Madelon+ 20 1 0.1
Marti2 20 1 0.1
RCV1 20 80 0.1
News20 20 100 0.1

For the Madelon dataset we add 3500 random features
to its original 500 features. This represents the sce-
nario where one may wish to use sparse regression
via an l1 penalty to nullify the effect of irrelevant fea-
tures (Langford et al., 2009). For all the four cho-
sen datasets, the Two-Stage APCG algorithm and the
adaptive-restart variant significantly outperform the
original non-strongly-convex APCG in Lasso regression
tasks, and often have superior performance over the
Katyusha algorithm. From the results we see that while
the original APCG method initially exhibits good objec-
tive reduction it has very slow final convergence – this
demonstrates the necessity of our two-stage algorithmic
structure for the accelerated coordinate descent.

Unlike experiments on the other datasets, for RCV1
dataset, the Katyusha and Rest-Katyusha appear com-
petitive with two-stage APCG. This raises a practical
question – for a given dataset, how to choose between
the families of primal RCD and SGD (e.g. columns vs.
rows). Csiba and Richtárik (2016) provide an analysis
comparing the primal RCD and the dual RCD (which
also extends to the SGD-type methods in the primal,
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Figure 1: Lasso Regression on RCV1 Dataset
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Figure 2: Lasso Regression on Madelon Dataset with
3500 Additional Random Features

see Shalev-Shwartz (2016)). Although restricted to `2
regularization, their analysis suggests that the com-
plexity of primal RCD and dual RCD is dependant on
the dataset’s characteristics such as the density and
the distribution of the features. Using their complexity
bounds we found that in theory the RCV1 and News20
dataset prefer dual RCD for `2 regularized ERM, while
the Madelon and Marti2 prefer primal RCD, which is
in broad agreement with our Lasso results.

These numerical results on real data sets have demon-
strated the effectiveness of our approaches for acceler-
ating the APCG method via actively exploiting the low
dimensional structure of the solution. Non-structure-
adaptive accelerated methods like Katyusha and APCG
are blind the restricted strong convexity. Hence when
the solution is relatively sparse, or rather, the regu-
larization parameter is relatively large for the data
set, the two-stage APCG algorithms enjoy local linear
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Figure 3: Lasso Regression on MARTI2 Dataset
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Figure 4: Lasso Regression on the News20 Dataset
(Class 1).

convergence and often significantly outperform these
baselines. Moreover the our adaptive two-stage APCG
algorithm appears to be very successful in estimating
the RSC parameter and adaptively tuning the restart
period on the fly such that it achieves comparable con-
vergence speed to the two-stage APCG methods which
need a reliable RSC estimate beforehand.

5 CONCLUSION

In this work, we provide theoretical and algorithmic
contributions to coordinate descent optimization. We
analyze the structure-adaptive convergence of a simple
variant (namely the Two-stage APCG) of accelerated
RCD based on the RSC framework of Agarwal et al.
(2012). Moreover, we propose an adaptive-restart that
does not require the explicit knowledge of RSC but
estimates it on the fly. We validate the effectiveness
of our approach via numerical experiments on sparse
regression tasks. This work opens up the potential
to develop even faster structure-adaptive accelerated
coordinate descent methods incorporating importance
sampling (Allen-Zhu et al., 2016) for better iteration
complexity, screening-rules (Ndiaye et al., 2016) to
predict the zero-elements for sparse regression and skip
redundant updates, and continuation methods (Lin and
Xiao, 2014) for even faster initial convergence, etc.
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A The proof for Option 1

A.1 The Proof for Lemma 2.3

The proof of this lemma follows:

Proof. Let us denote ∆ = x− x†. Since we have assumed
F (x)− F (x?) ≤ η, then we also have F (x)− F (x†) ≤ η,
hence:

f(x† + ∆) + λg(x† + ∆) ≤ f(x†) + λg(x†) + η, (1)

then substract both side with 〈Of(x†),∆〉 and rearrange:

f(x† + ∆)− f(x†)− 〈Of(x†),∆〉
+ λg(x† + ∆)− λg(x†)

≤ −〈Of(x†),∆〉+ η.

(2)

Due to the convexity of f(.) we immediately have:

λg(x† + ∆)− λg(x†) ≤ −〈Of(x†),∆〉+ η

≤ g∗(Of(x†))g(∆) + η

≤ λ

1 + 1
c

g(∆) + η,

hence by dividing both side with λ and then applying the
decomposability of g we have:

g(x†+∆)−g(x†) ≤ 1

1 + 1
c

[g(∆M)+g(∆M⊥)]+
η

λ
, (3)

and meanwhile the lower bound on the left-hand-side has
been provided in (Agarwal et al., 2012), which reads:

g(x†+∆)−g(x†) ≥ g(∆M⊥)−2g(x†M⊥)−g(∆M). (4)

By combining these two bounds we have:

g(∆M⊥) + g(∆M) +
(1 + 1

c )η

λ

≤ (1 +
1

c
)g(∆M⊥)− 2(1 +

1

c
)g(x†M⊥)

− (1 +
1

c
)g(∆M),

(5)

and then:

1

c
g(∆M⊥) ≤ (2 +

1

c
)g(∆M) + 2(1 +

1

c
)g(x†M⊥)

+
(1 + 1

c )η

λ

g(∆M⊥) ≤ (1 + 2c)g(∆M) + 2(1 + c)g(x†M⊥)

+
(1 + c)η

λ

g(∆) ≤ (2 + 2c)(g(∆M) + g(x†M⊥)) +
(1 + c)η

λ

Now let ∆x := x−x? where x satisfies F (x)−F (x?) ≤ η,
and ∆? := x? − x†. Due to the fact that x? is the optimal
point, η can be set as 0 if x = x?, then:

g(∆?) ≤ (2 + 2c)(g(∆?
M) + g(x†M⊥)), (6)

and now we are able to bound g(∆x):

g(∆x)

≤ g(∆) + g(∆?)

≤ (2 + 2c)g(∆M) + (2 + 2c)g(∆?
M)

+(4 + 4c)g(x†M⊥) +
(1 + c)η

λ

≤ (1 + c)

[
2g(∆M) + 2g(∆?

M) + 4g(x†M⊥) +
η

λ

]
.

then by the definition of the subspace compatibility
Φ(M) := supv∈M\{0}

g(v)
‖v‖L we can write:

g(∆x)

= g(x− x?)
≤ (1 + c)[2Φ(M)‖x− x?‖L + 2Φ(M)‖x† − x?‖L

+4g(x†M⊥) +
η

λ
]

≤ (1 + c)
[
2Φ(M)‖x− x?‖L + v

]
,

where we denote ε := 2Φ(M)‖x†−x?‖L + 4g(x†M⊥) and
v := η

λ + ε. Then because of the fact that (a + b)2 ≤
2a2 + 2b2 we have:

g2(x−x?) ≤ (1 + c)2
[
8Φ2(M)‖x− x?‖2L + 2v2

]
. (7)
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Due to A.2 we can write:

f(x)− f(x?)− 〈Of(x?), x− x?〉
≥ γ

2
‖x− x?‖2L + τ(1 + c)2

[
8Φ2(M)‖x− x?‖2L + 2v2

]

≥
[
γ

2
− 8τ(1 + c)2Φ2(M)

]
‖x− x?‖2L − 2τ(1 + c)2v2,

Then because g(.) is convex, we can write:

g(x)− g(x?)− 〈∂g(x?), x− x?〉 ≥ 0, (8)

and we have:

F (x)− F ? − 〈Of(x?) + ∂g(x?), x− x?〉

≥
[
γ

2
− 8τ(1 + c)2Φ2(M)

]
‖x− x?‖2L − 2τ(1 + c)2v2.

By first order optimality condition we have 〈Of(x?) +
∂g(x?), x− x?〉 ≥ 0, hence we justify the claim.

A.2 The Proof for Theorem 2.5, Corollary 2.6 and 2.7

Proof. We first define a sequence of random variable ξt
which is the realization of the random choices of coordinates
from the 0-th iteration to the end of t-th iteration of Two-
stage APCG (Option 1). According to Lemma 2, after the
first stage we have:

Eξ0F (x1)− F ? ≤ ε1 := ΩK0 . (9)

Then with Markov inequality, at a probability at least 1− ρ
2

we have:

F (x1)− F ? ≤ 2

ρ
ε1. (10)

Now we define three shrinking sequence through which we
will achieve the proof via induction: εt+1 = 1

β2 εt, ρt+1 =
1
β ρt with ρ1 := ρ, and vt = 2εt

λρt
+ ε.

Induction step 1: we first reformulate the effective RSC
presented in Lemma 1 as the following:

‖x− x?‖2L ≤
1

µc

[
F (x)− F ? + 2τ(1 + c)2v2

]
, (11)

then we can have:

Eξ1\ξ0F (x2)− F ?

≤
(

2d

2d+K

)2

[F (x1)− F ?]

+

(
2d

2d+K

)2
1

2µc
[F (x1)− F ? + 2τ(1 + c)2v21 ]

=
4d2 + 2d2

µc

(k + 2d)2
[F (x1)− F ?] +

4d2τ(1 + c)2v21
µc(2d+K)2

.

By taking expectation on both sides over ξ0, we have:

Eξ1F (x2)− F ?

≤
4d2 + 2d2

µc

(2d+K)2
ε1 +

4d2τ(1 + c)2v21
µc(2d+K)2

≤
4d2 + 2d2

µc

(2d+K)2
ε1 +

4d2τ(1 + c)2

µc(2d+K)2

(
2ε1
ρλ

+ ε1

)2

,

where the second inequality holds due to εt > ε ∀t . Then
we set:

4d2τ(1 + c)

µc

(
2ε1
ρλ

+ ε1

)2

≤ (4d2 +
2d2

µc
)ε1, (12)

hence: (
2

ρλ
+ 1

)2

ε1 ≤
2µc + 1

2τ(1 + c)2
. (13)

Since ε1 = 4d2D(x0,x?)
(2d+K0)2

, it is enough to set:

K0 =



d

(
2

ρλ
+ 1

)√
8(1 + c)2D(x0, x?)

2µc + 1



, (14)

to ensure that:

Eξ1F (x2)− F ? ≤
8d2 + 4d2

µc

(K + 2d)2
ε1. (15)

Then if we choose:

K =

⌈
2dβ

√
2 +

1

µc
− 2d

⌉
, (16)

we can ensure that:

Eξ1F (x2)− F ? ≤ 1

β2
ε1. (17)

Induction step 2: At iteration t + 1, due to the induction
hypothesis Eξt−1

F (xt)− F ? ≤ εt = εt−1

β2 we have:

EξtF (xt+1)− F ?

≤
4d2 + 2d2

µc

(2d+K)2
Eξt−1

[F (xt)− F ?] +
4d2τ(1 + c)2v2t
µc(2d+K)2

=
4d2 + 2d2

µc

(2d+K)2
εt +

4d2τ(1 + c)2v2t
µc(2d+K)2

≤
4d2 + 2d2

µc

(2d+K)2
εt +

4d2τ(1 + c)2

µc(2d+K)2

(
2εt
ρtλ

+ εt

)2

,

Then we set:

4d2τ(1 + c)

µc

(
2ε1
ρtλ

+ εt

)2

≤ (4d2 +
2d2

µc
)εt, (18)
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and reformulate it as:

(
2

ρtλ
+ 1

)2

εt ≤
2µc + 1

2τ(1 + c)2
. (19)

Since we have chosen ρt = 1
β ρt−1, εt = 1

β2 εt−1 with
β ≥ 2,

(
2

ρtλ
+ 1

)2

εt ≤
(

2

ρt−1λ
+ 1

)2

εt−1 ≤
(

2

ρλ
+ 1

)2

ε1,

(20)
hence with the same choice ofK0 andK in induction step 1,
with probability at least 1−∑t

i=1
ρi
2 ≥ 1− ρβ

2(β−1) ≥ 1−ρ
(due to the choice β ≥ 2), we can ensure:

EξtF (xt+1)− F ? ≤ 1

β2
εt. (21)

Thus finishes the proof of Theorem 2.5.

In summary, to achieve EξtF (xt+1)− F ? ≤ δ, the coordi-
nate gradient calculation at the second stage should be:

⌈
2dβ

√
2 +

1

µc
− 2d

⌉
logβ2

1

δ
, (22)

and we justifies the claim in Corollary 2.6.

We can also provide the convergence result of the optimiza-
tion variable by the Effective RSC given by Lemma 2.3. At
point xT+1, we set η = F (xT+1)− F ?, and we have:

‖xT+1 − x?‖2L
≤ F (xT+1)− F ? + 2τ(1 + c)2v2

µc

≤ F (xT+1)− F ? + 2τ(1 + c)2[( ηλ )2 + ε2]

µc

≤ F (xT+1)− F ?
µc

+
2τ(1 + c)2

λ2µc

(
F (xT+1)− F ?

)2

+
2τ(1 + c)2ε2

µc

≤
(

1

β2

)T
ΩK0

µc
+

2τ(1 + c)2Ω2
K0

λ2µ2
c

(
1

β4

)T

+
2τ(1 + c)2

λ2µc
ε2.

Hence til now we finish the proofs for both Theorem 2.5,
Corollary 2.6 and Corollary 2.7.

B Convergence proof for Option 2

First we present a key lemma for two-stage with Option 2,
which is extended from the convergence proof of (Lin et al.,
2014, 2015):

Lemma B.1. Given (x?, x†), and denote ε :=
2Φ(M)‖x† − x?‖L + 4g(x†M⊥), if the regularization pa-
rameter λ and the reference point x† satisfy λ ≥ (1 +
1
c )g∗(Of(x†)). Assume that the non-blowout assumption
holds with parameter ω, the updates of the second stage of
the Two-Stage APCG obeys:

EξtK\ξt−1
K

[F (xt+1)]− F ? ≤
(

1−
√
µc

d

)K
· 2
[
F (xt)− F ?

]

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v2,

(23)

where µc = γ
2 − 8τ(1 + c)2Φ2(M), v = η

λ + ε, F (xtk)−
F (x?) ≤ η := ω

(
F (xt0)− F ?

)
for all t ≥ 1 and k.

Proof. At each iteration, the APCG algorithm chooses a
coordinate uniformly at random to perform updates. The
update sequences xtk+1 and ztk+1 depend on the realization
of the following random variable which we denote as ξtk:

ξtk = {itk, itk−1, ..., it1, it0, it−1k , ..., it−10 , ..., i0k, ..., i
0
0},

(24)
and for the randomness within a single outer-loop of Two-
Stage APCG we specifically denote ξtk\ξt−1k as

ξtk\ξt−1k = {itk, itk−1, ..., it1, it0} (25)

We achieve the proof of this lemma by extending the original
proof for strongly-convex APCG (Lin et al., 2015, Theo-
rem 2.1), that there is only one place the strong-convexity
assumption on f(x) is used (after equation 3.20). Hence
by replacing the original strong-convexity with the effective
RSC we have the following:

Eitk [f(xtk+1) + λĝtk+1 − F ? +
µc
2
‖ztk+1 − x?‖2L]

≤
(

1−
√
µc

d

)
Eitk−1

[f(xtk) + λĝtk − F ? +
µc
2
‖ztk − x?‖2L]

+
2τ(1 + c)2

d
v2,

(the detailed definition of ĝtk can be found in (Lin et al.,
2015, Lemma 3.3), which is a convex combination of g(zt0),
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g(zt1), g(zt2) ..... g(ztk)) and then we roll up the bound:

Eξtk\ξt−1
K

[f(xtk+1) + λĝtk+1 − F ? +
µc
2
‖ztk+1 − x?‖2L]

≤
(

1−
√
µc

d

)k
[F (xt0)− F ? +

µc
2
‖xt0 − x?‖2L]

+
1− (1−√µc/d)k−1

1− (1−√µc/d)

2τ(1 + c)2

d
v2

≤
(

1−
√
µc

d

)k
[F (xt0)− F ? +

µc
2
‖xt0 − x?‖2L]

+
2τ(1 + c)2√

µc
v2

≤
(

1−
√
µc

d

)k
[2F (xt0)− 2F ? + 2(1 + c)2τv2]

+
2τ(1 + c)2√

µc
v2

≤
(

1−
√
µc

d

)k
· 2
[
F (xt0)− F ?

]

+2τ(1 + c)2

(√
1

µc
+ 1

)
v2

where we utilize the effective RSC again to bound the term
µc
2 ‖xt0 − x?‖2L.

Since ĝtk+1 ≥ g(xtk+1) as declared in (Lin et al., 2015), by
simplifying the left hand side we can have:

Eξtk\ξt−1
K

[F (xtk+1)]− F ? ≤
(

1−
√
µc

d

)K
· 2
[
F (xt0)− F ?

]

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v2.

(26)

Thus finishes the proof since F (xt+1
0 ) = F (xtK+1).

B.1 Proof of Theorem 2.8 and Corollary 2.9

Then we are ready to present the proof of Theorem 2.

Proof. We follow a similar procedure by Agarwal et al.
(2012) and Qu and Xu (2016) to roll up the residual term
v2. According to Lin et al. (2015) for the first stage of the
algorithm we have:

Eξ0 [F (x1)]− F ? ≤ ε1 :=

(
2d

2d+K0

)2

D(x0, x?),

where D(x0, x?) := [F (x0) − F ? + 1
2‖x0 − x?‖2L. Then

with Markov inequality, at a probability at least 1− ρ
2 we

have:

F (x1)− F ? ≤ 2

ρ
ε1. (27)

Next we derive the complexity of the second stage. We de-
fine three shrinking sequence through which we will achieve
the proof via induction: εt+1 = 1

4εt, ρt+1 = 1
2ρt with

ρ1 := ρ, and vt = ωεt
λρt

+ ε.

Induction part 1: We turn to our first outer iteration in the
second stage of the algorithm. by Lemma B.1 we have:

Eξ1\ξ0 [F (x2)]− F ? ≤ (1−√µc/d)K · 2(F (x1)− F ?)

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v21 ,

(28)

and then we take expectation over ξ0K :

Eξ1(F (x2)− F ?) ≤ (1−√µc/d)K · 2Eξ0K (F (x1)− F ?)

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v21 ,

(29)

where we set:

2τ(1 + c)2

(√
1

µc
+ 1

)
v21 ≤

ε1
8
, (30)

note that v1 = ωε1
λρt

+ ε and ε1 > ε it is enough if the
following inequality is satisfied:

2τ(1 + c)2

(√
1

µc
+ 1

)(
ωε1
λρt

+ ε1

)2

≤ ε1
8

(31)

equivalently:

2τ(1+c)2

(√
1

µc
+ 1

)(
ω

λρ
+ 1

)2
4d2D(x0, x?)

(2d+K0)2
≤ ε1

8
,

(32)
hence it is enough to set:

K0 =




8d(1 +
ω

λρ
)

√
(

√
1

µc
+ 1)τ(1 + c)2D(x0, x?)




(33)
Then if we choose:

K =




log 16

log 1
(1−√µc/d)



, (34)

we can ensure that:

Eξ1(F (x2)− F ?) ≤ ε1
8

+
ε1
8

=
ε1
4

= ε2. (35)

Induction part 2: For t + 1-th outer iteration, by in-
duction hypothesis on t-th outer iteration which reads:
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Eξt−1F (xt)− F ? ≤ εt−1

4 = εt, we can write:

Eξt\ξt−1(F (xt+1)− F ?) ≤ (1−
√
µc

d
)K · 2(F (xt)− F ?)

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v2t ,

(36)

with probability at least 1− ρt
2 . Then we take expectation

over ξt−1K :

Eξt(F (xt+1)− F ?) ≤ (1−
√
µc

d
)K · 2Eξt−1(F (xt)− F ?)

+ 2τ(1 + c)2

(√
1

µc
+ 1

)
v2t ,

(37)

where we need:

2τ(1 + c)2

(√
1

µc
+ 1

)
v2t ≤

εt
8
, (38)

since we have chosen that ρt = 1
2ρt−1 and εt = 1

4εt−1, then
vt ≤ vt−1 ≤ .. ≤ v1, the above inequality is satisfied by
our choice of K0.

Again if we choose:

K =




log(16)

log 1
(1−√µc/d)



, (39)

we can ensure that:

Eξt(F (xt+1)− F ?) ≤ εt
8

+
εt
8

=
εt
4

= εt+1. (40)

with probability at least 1−∑t
i=1

ρi
2 ≥ 1− ρ, , for δ ≥ ε.

Hence we finish the induction and the proof of Theorem
2.8.

In summary for Two-Stage APCG if we choose K :=⌈
log 16

log 1
(1−√µc/d)

⌉
, if the number of coordinate gradient or-

acle calls N satisfies:

N := tK +K0 ≥




log 16

log 1
(1−√µc/d)




log4(
[F (x1)− F ?]

δ
)

+K0,

(41)
we have Eξt−1F (xt)− F ? ≤ δ , which is claimed in Corol-
lary 2.9.

C Adaptive Two-Stage APCG (Option 2) via
a simple heuristic procedure for
estimating µc

In this appendix we provide a heuristic approach of estimat-
ing µc for Two-Stage APCG (Option 2).

We describe the intuition of this procedure. First we observe
that for F (xt) − F ? < 1, the convergence speed of the
second stage algorithm reads:

EξtK\ξt−1
K

[F (xt+1)]− F ?

≤
(

1−
√
µc

d

)K
2
[
F (xt)− F ?

]

+2τ(1 + c)2

(√
1

µc
+ 1

)
v2t

≈
(

1−
√
µc

d

)K
2
[
F (xt)− F ?

]
+ o

[
F (xt)− F ?

]

≈
(

1−
√
µc

d

)K
2
[
F (xt)− F ?

]
.

Directly using this relationship to check the convergence
speed is impossible because F ? is unknown beforehand in
general, but it has been shown in (Fercoq and Qu, 2017,
Prop. 4) that F (x)− F ? can be lower bounded as:

F (x)− F ? ≥ O(‖G(x)− x‖22), (42)

where T (x) is the composite gradient map:

G(x) = arg min
q∈Rd

dmaxi Li
2

‖x−q‖22+〈Of(x), q−x〉+λg(q),

(43)
and meanwhile there is also upper bound : F (x) − F ? ≤
O(‖G(x)− x‖22).

Hence our heuristic procedure’s checking condition is built
based on a simplified version of the above relationship by
dropping the expectation:

‖G(xt+1)− xt+1‖22 . C

(
1−
√
µc

d

)K
‖G(xt)− xt‖22

(44)
where the variableC represent the strictness of the condition.
In the adaptive algorithm we check the condition (44) every

K =

⌈
log 16

log 1
(1−√µt/d)

⌉
of iterations where µt is the current

estimate of µc, if it is violated we suspect that our estimation
of µc is too large and hence we shrink it by a factor of 2 and
then restart the second stage algorithm, otherwise we double
the estimate to ensure that we choose the estimation of µc
as aggressive as possible. If we observe that the algorithm is
shrinking the µc for a number of times in a row, we suspect
that the algorithm’s checking condition is too strict and
hence we double C to relax the condition.
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Algorithm 1 Adaptive Two-Stage APCG - 2 (x0, µ1,K0, C, T )

x1 = APCG0 (x0,K0)
Calculate the composite gradient map G(x1) by eq:(43).
for t = 1, . . . , T do

xt+1 = APCG (xt,K, µt)
—–Track the convergence speed :

Calculate G(xt+1) by eq:(43)
—– Update the estimate of RSC

if ‖G(xt+1)− xt+1‖22 . C
(

1−
√
µt
d

)K
‖G(xt)− xt‖22

then µt+1 ← 2µt, else µt+1 ← µt/2.
—–Adaptively tune the restart period :

K =

⌈
log 16

log 1
(1−√µt/d)

⌉

if µt+1 ≤ 2−5µt−4 then C ← 2C
if µt+1 ≥ 25µt−4 then C ← max(1, C2 )

end if
end for

C.1 Additional Experimental Results for the Adaptive Variant of Option 2

In this section we present an additional lasso experimental result with the Adaptive Two-Stage APCG-2 algorithm (pink
lines) on Madelon dataset with extra 3500 random features. We set the initial guess of the RSC parameter µ1 = 0.1, the
same as the adaptive variant of Option 1 described in the main text. We see that the adaptive variant of two-stage APCG’s
option 2 also can achieve comparable results without the explicit knowledge of µc but estimate it on the fly:
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(b) λ = 1× 10−3, ‖x?‖0 = 126
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(c) λ = 5× 10−4, ‖x?‖0 = 618
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(d) λ = 2× 10−4, ‖x?‖0 = 1250
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(e) λ = 1× 10−4, ‖x?‖0 = 1594

Figure 1: Lasso regression on Madelon dataset with additional random features (A ∈ R2000×4000)
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