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# Asymptotic approximations for the close evaluation of double-layer potentials 

Camille Carvalho* Shilpa Khatri * Arnold D. Kim *


#### Abstract

When using boundary integral equation methods to solve a boundary value problem, the evaluation of the solution near the boundary is challenging to compute because the layer potentials that represent the solution are nearly-singular integrals. To address this close evaluation problem, we develop a new numerical method by applying an asymptotic analysis of these nearly singular integrals and obtaining an asymptotic approximation. We derive the asymptotic approximation for the case of the double-layer potential in two and three dimensions, representing the solution of the interior Dirichlet problem for Laplace's equation. By doing so, we obtain an asymptotic approximation given by the Dirichlet data at the boundary point nearest to the interior evaluation point plus a nonlocal correction. We present the numerical methods using this asymptotic approximation, and we demonstrate the efficiency and accuracy of these methods and the asymptotic approximation through several examples. These examples show that the numerical method based on the asymptotic approximation accurately approximates the close evaluation of the double-layer potential while requiring only modest computational resources.


## 1 Introduction

The close evaluation problem refers to the nonuniform error produced by high-order quadrature rules used in boundary integral equation methods. High-order quadrature rules attain spectral accuracy when computing the solution, represented by layer potentials, far from the boundary, but incur a very large error when computing the solution close to the boundary. This large error incurred when evaluating layer potentials close to the boundary is called the close evaluation problem. It is well understood that this growth in error is due to the fact that the integrand of the layer potentials becomes increasingly peaked as the point of evaluation approaches the boundary. In fact, when the distance between the evaluation point and its closest boundary point is smaller than the distance between quadrature points on the boundary for a fixed-order quadrature rule, the quadrature points do not adequately resolve the peak of the integrand and therefore produce an $O(1)$ error.

Accurate evaluations of layer potentials close to the boundary of the domain are needed for a wide range of applications, including the modeling of swimming micro-organisms, droplet suspensions, and blood cells in Stokes flow [8, 18, 23, 30], and to predict accurate measurements of the electromagnetic near-field in the field of plasmonics [22] for nano-antennas 3,26 and sensors 24, 28.

Several computational methods have been developed to address this close evaluation problem. Schwab and Wendland 29] have developed a boundary extraction method based on a Taylor series expansion of the layer potentials. Beale and Lai 10 have developed a method that first regularizes the nearly singular kernel of the layer potential and then adds corrections for both the discretization and the regularization. Beale et al. 11] have extended the regularization method to three-dimensional problems. Helsing and Ojala [16] developed a method that combines a globally compensated quadrature rule and interpolation to achieve very accurate results over all regions of the domain. Barnett [9] has

[^0]used surrogate local expansions with centers placed near, but not on, the boundary. Klöckner et al. 20. introduced Quadrature By Expansion (QBX), which uses expansions about accurate evaluation points far away from the boundary to compute accurate evaluations close to it. There have been several subsequent studies of QBX [1, 2, 14, 27, 31] that have extended its use and characterized its behavior.

Recently, the authors have applied asymptotic analysis to study the close evaluation problem. For two-dimensional problems, the authors developed a method that used matched asymptotic expansions for the kernel of the layer potential [12]. In that method, the asymptotic expansion that captures the peaked behavior of the kernel (namely, the peaked behavior of the integrand of the layer potential) can be integrated exactly and the relatively smooth remainder is integrated numerically, resulting in a highly accurate method. For three-dimensional problems, the authors have developed a simple, three-step method for computing layer potentials [13]. This method involves first rotating the spherical coordinate system used to compute the layer potential so that the boundary point at which the integrand becomes singular is aligned with the north pole. By studying the asymptotic behavior of the integral, they found that integration with respect to the azimuthal angle after the initial rotation is a natural averaging operation that regularizes the integral, and allows for a high-order quadrature rule to be used for the integral with respect to the polar angle. This numerical method was shown to achieve an error that decays quadratically with the distance to the boundary provided that the underlying boundary integral equation for the density is sufficiently resolved. In this work, we carry out an asymptotic analysis of the close evaluation of the double-layer potential for the interior Dirichlet problem for Laplace's equation in two and three dimensions. By doing so, we derive asymptotic approximations that provide valuable insight into the inherent challenges of the close evaluation problem. These asymptotic approximations are given by the Dirichlet data at the boundary point closest to the evaluation point plus a nonlocal correction. It is the nonlocal correction that makes the close evaluation problem challenging to address. The asymptotic analysis leads to an explicit expression for this nonlocal correction and suggests a natural way to accurately and efficiently compute it. We develop new, explicit numerical methods for computing the close evaluation using these asymptotic approximations. We provide several examples that demonstrate that these methods are consistent with the expected accuracy from the asymptotic analysis. The remainder of this paper is as follows. We precisely define the close evaluation problem for the double-layer potential and state the expected leading-order asymptotic behavior of the double-layer potential in Section 2 We give the derivation in two dimensions in Section 3 and three dimensions in Section 4 We describe the new numerical methods using the asymptotic approximations for the close evaluation of the double-layer potential in Section5. We give several examples demonstrating the accuracy of this numerical method in Section 6 . Section 7 gives our conclusions. The Appendices provide details of the computations used throughout this paper: Appendix A establishes additional results we have used to justify the obtained asymptotic approximations of Sections 3/4. Appendix B gives details of how we rotate spherical integrals, and Appendix $C$ gives a useful derivation of the spherical Laplacian.

## 2 Motivation and results of asymptotic analysis

Consider a simply connected, open set, denoted by $D \subset \mathbb{R}^{n}$ with $n=2,3$, with an analytic close boundary, $B$, and let $\bar{D}=D \cup B$. Given some smooth data $f \in C^{2}(B)$, we write the function $u \in C^{2}(D) \cap C^{1}(\bar{D})$ satisfying the interior Dirichlet problem,

$$
\begin{gather*}
\Delta u=0 \quad \text { in } D  \tag{2.1a}\\
u=f \quad \text { on } B \tag{2.1b}
\end{gather*}
$$

as the double-layer potential,

$$
\begin{equation*}
u(x)=\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot(x-y)}{|x-y|^{n}} \mu(y) \mathrm{d} \sigma_{y}, \quad x \in D, \quad n=2,3 . \tag{2.2}
\end{equation*}
$$



Figure 1: 2D sketch showing the finite length scale, $\Delta s$, of the discretization for 2.1 which leads to the close evaluation problem. For the point $x_{1}$ which is farther than $\Delta s$ from the boundary, we find that the kernel is well resolved with the boundary grid. However, for the same boundary grid, we find that the kernel is poorly resolved for $x_{2}$, which is closer to the boundary than $\Delta s$. In each plot on the right, the kernel $K\left(x_{i}-y(s)\right):=\frac{\nu_{y} \cdot\left(x_{i}-y(s)\right)}{\left|x_{i}-y(s)\right|^{2}}, i=1,2$, is plotted in blue, and a piece-wise linear approximation using a fixed $\Delta s$ grid is plotted in dashed orange.

Here, $\nu_{y}$ denotes the unit outward normal at $y \in B, \mathrm{~d} \sigma_{y}$ denotes the boundary element, and $\mu \in C^{2}(B)$ denotes the density. The double-layer potential given by 2.2 satisfies 2.1 a . To require that 2.2 ) satisfies 2.1b, we first recognize that it satisfies the following jump condition [15, 21],

$$
\begin{equation*}
\lim _{\substack{x \rightarrow y^{\star} \in B \\ x \in D}} \frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot(x-y)}{|x-y|^{n}} \mu(y) \mathrm{d} \sigma_{y}=\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot\left(y^{\star}-y\right)}{\left|y^{\star}-y\right|^{n}} \mu(y) \mathrm{d} \sigma_{y}-\frac{1}{2} \mu\left(y^{\star}\right) . \tag{2.3}
\end{equation*}
$$

In light of the jump condition 2.3 and the boundary condition $2.1 \mathrm{~b}, \mu$ satisfies the boundary integral equation,

$$
\begin{equation*}
\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot\left(y^{\star}-y\right)}{\left|y^{\star}-y\right|^{n}} \mu(y) \mathrm{d} \sigma_{y}-\frac{1}{2} \mu\left(y^{\star}\right)=f\left(y^{\star}\right), \quad y^{\star} \in B \tag{2.4}
\end{equation*}
$$

### 2.1 The close evaluation problem

The close evaluation problem refers to the large-error resulting from computing the solution close to the boundary using a high-order quadrature rule at a fixed order. The close evaluation problem for (2.1) can be understood intuitively. Laplace's equation has no intrinsic finite length scale. This lack of finite length scale is manifest in the kernel of (2.4), which is singular at $y=y^{\star}$. When one introduces a finite discretization of the boundary, one effectively is introducing a finite length scale into the problem. Let $\Delta s$ denote this finite length scale corresponding to the boundary discretization. For evaluation points in the domain farther than $\Delta s$ from the boundary, the kernel of 2.2 is smooth and a fixed $\Delta s$ boundary discretization adequately resolves it. In contrast, for evaluation points in the domain closer than $\Delta s$ from the boundary, the kernel is nearly singular and cannot be adequately resolved by this fixed boundary grid. Figure 1 shows these differences. This description of the close evaluation problem provides valuable insight. First, we understand that the size of the region exhibiting the
close evaluation problem scales with the boundary discretization. Hence, in the limit as the number of boundary points grows, this region shrinks proportionally, which is simply a consequence of the convergence of the numerical method. However, we also understand that the close evaluation problem exists for any fixed boundary discretization and is therefore unavoidable for any practical calculation.

As stated in the introduction, there have been several methods developed that successfully address the close evaluation problem. However, because the close evaluation problem is an intrinsic property of the boundary integral equation formulation and because close evaluations near the boundary are important for many physical applications, we are motivated to consider an alternative method to study the close evaluation problem. The method presented here closely follows the intuitive explanation above in which the discretization introduces a finite length scale into the problem. In particular, we apply asymptotic analysis to study the evaluation of the double-layer potential in the limit as the evaluation point $x$ approaches a point on the boundary $y^{\star}$ and use this analysis to develop an accurate numerical method for these close evaluation points.

### 2.2 Preliminaries

To prepare to state our results of the asymptotic analysis, we introduce some notation. We refer the reader to the Definition 1.1 ("Big-oh"), Definition 1.2 ("Big-oh" near $z_{0}$ ), Definition 1.4 ("Littleoh"), Definition 1.9 (Asymptotic sequence), and Definition 1.10 (Asymptotic expansion) from Miller's text [25], and to [17, Section 2.5] for more details. Given some functions $f$ and $g$ defined over some set $D$, we will use the notation $f \ll g$ to indicate that $f(x)=o(g(x))$ whenever $x \in D$, and $x$ tends to some $x_{0} \in D$ [25, Definition 1.4]. Given a function $f$, we construct an asymptotic expansion of the form

$$
f(x) \sim \sum_{n=0}^{\infty} \varepsilon^{n} f_{n}(x), \quad \varepsilon \rightarrow 0^{+}
$$

In other words, we only consider the asymptotic sequence $\left\{\varepsilon^{n}\right\}_{n=0}^{\infty}$ as $\varepsilon \rightarrow 0^{+}$25, Definition 1.10]. We will make use of the notation $f(x)=f_{0}(x)+\varepsilon f_{1}(x)+O\left(\varepsilon^{2}\right)$, to denote the "asymptotic approximation of $f(x)$ to order $\varepsilon^{2}$ in the limit as $\varepsilon \rightarrow 0^{+}$." With these definitions and notations established, we state the the formal asymptotic analysis in the next subsection.

### 2.3 Results of asymptotic analysis

To study the close evaluation of $(2.2)$, we introduce the parameter, $\varepsilon$, in the evaluation point $x$ according to

$$
\begin{equation*}
x=y^{\star}-\varepsilon \ell \nu^{\star}, \tag{2.5}
\end{equation*}
$$

and consider the asymptotic limit of $\varepsilon \rightarrow 0^{+}$. Here, $y^{\star} \in B$ denotes the closest point to $x$ on the boundary, $\nu^{\star}$ denotes the unit, outward normal at $y^{\star}$, and $\ell$ denotes a characteristic length of the problem, like the radius of curvature at $y^{\star}$ (see Fig. 22. Since the solution of (2.1) continuously approaches its boundary data from within $D$,

$$
\begin{equation*}
u(x)=u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon U\left(y^{\star} ; \varepsilon\right) \tag{2.6}
\end{equation*}
$$

To determine an expression for $U$, we substitute (2.2) evaluated at 2.5) for $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ and (2.4) for $f\left(y^{\star}\right)$ into 2.6, and find that

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\varepsilon^{-1}\left[\frac{1}{2} \mu\left(y^{\star}\right)+\frac{1}{2^{n-1} \pi} \int_{B}\left[\frac{\nu_{y} \cdot\left(y_{d}-\varepsilon \ell \nu^{\star}\right)}{\left|y_{d}-\varepsilon \ell \nu^{\star}\right|^{n}}-\frac{\nu_{y} \cdot y_{d}}{\left|y_{d}\right|^{n}}\right] \mu(y) \mathrm{d} \sigma_{y}\right], \tag{2.7}
\end{equation*}
$$

where we have introduced the notation, $y_{d}=y^{\star}-y$. Next, we make use of Gauss' theorem [15],

$$
\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot(x-y)}{|x-y|^{n}} \mathrm{~d} \sigma_{y}=\left\{\begin{array}{rl}
-1 & x \in D  \tag{2.8}\\
-\frac{1}{2} & x \in B \\
0 & x \notin \bar{D}
\end{array}\right.
$$



Figure 2: Sketch of the quantities introduced in (2.5) to study evaluation points close to the boundary in 2D (left) and in 3D (right).
to write

$$
\begin{align*}
\frac{1}{2} \mu\left(y^{\star}\right) & =\mu\left(y^{\star}\right)-\frac{1}{2} \mu\left(y^{\star}\right) \\
& =-\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot\left(y_{d}-\varepsilon \ell \nu^{\star}\right)}{\left|y_{d}-\varepsilon \ell \nu^{\star}\right|^{n}} \mu\left(y^{\star}\right) \mathrm{d} \sigma_{y}+\frac{1}{2^{n-1} \pi} \int_{B} \frac{\nu_{y} \cdot y_{d}}{\left|y_{d}\right|^{n}} \mu\left(y^{\star}\right) \mathrm{d} \sigma_{y} \tag{2.9}
\end{align*}
$$

Substituting (2.9) into (2.7) yields

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\frac{1}{2^{n-1} \pi} \int_{B} \varepsilon^{-1}\left[\frac{\nu_{y} \cdot\left(y_{d}-\varepsilon \ell \nu^{\star}\right)}{\left|y_{d}-\varepsilon \ell \nu^{\star}\right|^{n}}-\frac{\nu_{y} \cdot y_{d}}{\left|y_{d}\right|^{n}}\right]\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y} \tag{2.10}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{K}\left(y_{d}, \varepsilon\right)=\frac{1}{2^{n-1} \pi} \frac{\nu_{y} \cdot\left(y_{d}-\varepsilon l \nu^{\star}\right)}{\left|y_{d}-\varepsilon l \nu^{\star}\right|^{n}} . \tag{2.11}
\end{equation*}
$$

Then 2.10 can be rewritten as

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\int_{B} \frac{\mathcal{K}\left(y_{d}, \varepsilon\right)-\mathcal{K}\left(y_{d}, 0\right)}{\varepsilon}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y} \tag{2.12}
\end{equation*}
$$

which reveals that the kernel of $U\left(y^{\star} ; \varepsilon\right)$ is proportional to $\partial_{\varepsilon} \mathcal{K}\left(y_{d}, 0\right)$. This observation motivates us to seek asymptotic expansions for $U\left(y^{\star} ; \varepsilon\right)$. Note that $U\left(y^{\star} ; \varepsilon\right)$ is a weakly singular integral that provides an important contribution to the double-layer potential off and on the boundary. The asymptotic analysis results of this paper are stated in the two conjectures below.

Conjecture 2.1. (2D Asymptotic Approximation) Consider a bounded open set $D \subset \mathbb{R}^{2}$ with an analytic closed boundary $B$ that can be parameterized as $y=y(t)$ for $0 \leq t \leq 2 \pi$. Let $y^{\star}=y(0)$. For $f \in \mathcal{C}^{2}(B)$, the solution of (2.1) at $x=y^{\star}-\varepsilon \ell \nu^{\star}$ is given by $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon U\left(y^{\star} ; \varepsilon\right)$, and the asymptotic approximation of $U\left(y^{\star} ; \varepsilon\right)$ to $O\left(\varepsilon^{2}\right)$ is

$$
\begin{align*}
& U\left(y^{\star} ; \varepsilon\right)=L_{1}[\mu]\left(y^{\star}\right)+\varepsilon L_{2}[\mu]\left(y^{\star}\right) \\
& \quad-\left.\varepsilon \frac{\ell^{2} y^{\prime}(0) \cdot y^{\prime \prime}(0)}{4\left|y^{\prime}(0)\right|^{4}} \frac{\mathrm{~d} \mu(y(t))}{\mathrm{d} t}\right|_{t=0}+\left.\varepsilon \frac{\ell^{2}}{4\left|y^{\prime}(0)\right|^{2}} \frac{\mathrm{~d}^{2} \mu(y(t))}{\mathrm{d} t^{2}}\right|_{t=0}+O\left(\varepsilon^{2}\right), \tag{2.13}
\end{align*}
$$

with

$$
\begin{equation*}
L_{1}[\mu]\left(y^{\star}\right)=\ell \int_{B} \frac{2\left(\nu_{y} \cdot y_{d}\right)\left(\nu^{\star} \cdot y_{d}\right)-\nu_{y} \cdot \nu^{\star}\left|y_{d}\right|^{2}}{\left|y_{d}\right|^{4}}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y} \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2}[\mu]\left(y^{\star}\right)=\ell^{2} \int_{B} \frac{\left(\nu_{y} \cdot y_{d}\right)\left[4\left(\nu^{\star} \cdot y_{d}\right)^{2}\right]-2\left|y_{d}\right|^{2}\left(\nu_{y} \cdot \nu^{\star}\right)\left(\nu^{\star} \cdot y_{d}\right)}{\left|y_{d}\right|^{6}}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y} . \tag{2.15}
\end{equation*}
$$

By replacing $U$ in $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon U\left(y^{\star} ; \varepsilon\right)$ with 2.13), we obtain the asymptotic approximation of $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ to $O\left(\varepsilon^{3}\right)$.

Conjecture 2.2. ( $3 D$ Asymptotic Approximation) Consider a bounded open set $D \subset \mathbb{R}^{3}$ with an analytic closed, and oriented surface $B$ that can be mapped to $S^{2}$ via an analytic diffeomorphism, and that can be parameterized as $y=y(s, t)$ for $s \in[0, \pi], t \in[-\pi, \pi]$. Let $y^{\star}=y(0, \cdot)=\lim _{\theta \rightarrow 0^{+}} \frac{1}{2 \pi} \int_{-\pi}^{\pi} y(\theta, \varphi) \mathrm{d} \varphi$ be the spherical mean. For $f \in \mathcal{C}^{2}(B)$, the solution of (2.1) at $x=y^{\star}-\varepsilon \ell \nu^{\star}$ is given by $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=$ $f\left(y^{\star}\right)+\varepsilon U\left(y^{\star} ; \varepsilon\right)$ and the asymptotic approximation of $U\left(y^{\star} ; \varepsilon\right)$ to $O(\varepsilon)$ is

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=L_{1}[\mu]\left(y^{\star}\right)+O(\varepsilon), \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{1}[\mu]\left(y^{\star}\right)=\ell \int_{B} \frac{3\left(\nu_{y} \cdot y_{d}\right)\left(\nu^{\star} \cdot y_{d}\right)-\left|y_{d}\right|^{2} \nu_{y} \cdot \nu^{\star}}{\left|y_{d}\right|^{5}}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y} . \tag{2.17}
\end{equation*}
$$

By replacing $U$ in $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon U\left(y^{\star} ; \varepsilon\right)$ with 2.16), we obtain the asymptotic approximation of $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ to $O\left(\varepsilon^{2}\right)$.
We give the following remarks.

- We consider smooth boundaries (analytic, closed) for which we can have an explicit parameterization. Note that the parameterization enables us to work with integrals defined on a circle or a sphere. In other words the results hold for any boundary that can be mapped to $S^{n-1}$ via an analytic diffeomorphism. Denoting this diffeomorphism by $\psi: S^{n-1} \rightarrow B$, we consider the parameterization $y=\psi \circ y_{S^{n-1}}$, with $y_{S^{n-1}}$ denoting the parameterization defined on $S^{n-1}$. In principle one could extend similar results on patches by locally applying some mapping to an arc or a spherical cap. However, this extension is not within the scope of this paper.
- One could obtain higher-order results provided that $f, \mu \in \mathcal{C}^{k}(B)$ for $k>2$. On the other hand, one could investigate the problem with less required regularity. However, we do not investigate that aspect of the problem here. In what follows, we take advantage of spectral methods to compute higher-order derivatives.
- As is shown in the next sections, computations to obtain asymptotic approximations can be tedious, especially for higher-order terms, and for the three-dimensional case. It is for this reason that we only consider the $O\left(\varepsilon^{2}\right)$ approximation for the three-dimensional case.
- In Conjecture 2.1. results are written for $y^{\star}$ being at $t=0$ for simplicity. However, these results hold for any $y^{\star}=y\left(t^{\star}\right)$ with $t^{\star} \in[0,2 \pi]$ through a rotation. Denoting this rotation by $R: S^{1} \rightarrow S^{1}$, we then consider $y:=R \circ \psi \circ y_{S^{1}}$.
- Similarly, in Conjecture 2.2 results are written for $y^{\star}$ situated at the north pole $(s=0)$ of the unit sphere. For other evaluation points, one simply rotates the coordinate system to arrive at this configuration. Details for this rotation can be found in Appendix B
- From a numerical point of view, it is desirable to achieve spectral accuracy for $\mu$, so that the main source of error is due to the close evaluation of the double-layer potential. When this is done, we compute derivatives of $\mu$ needed for the 2D asymptotic approximation using spectral differentiation methods.
The next two sections give a derivation of these two conjectures based on a careful and systematic asymptotic analysis. This derivation is formal because we do not rigorously prove one technical point in it. This technicality is discussed in detail for the specific case of the unit circle in Appendix A, where calculations are explicit and the proof is given. Rather than focus on the technicalities for general cases, we proceed with these two conjectures, develop new numerical methods based on them, and test their accuracy on several examples. Since we make use of explicit parameterization for $B$ we consider the two and three-dimensional problems separately.


## 3 Asymptotic approximations in two dimensions

We give a derivation of the $O(\varepsilon)$ term in Conjecture 2.1, i.e. $L_{1}[\mu]\left(y^{\star}\right)$ defined in (2.14), and then comment on how to compute the $O\left(\varepsilon^{2}\right)$ terms in Conjecture 2.1. As stated in Conjecture 2.1. we assume $B$ to be an analytic, closed curve on the plane. We introduce the parameter $t \in[-\pi, \pi]$ such that $y=y(t)$ and $y^{\star}=y(0)$. In terms of this parameterization, 2.10) is given by

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \varepsilon^{-1} K(t ; \varepsilon)[\tilde{\mu}(t)-\tilde{\mu}(0)] \mathrm{d} t \tag{3.1}
\end{equation*}
$$

with $\tilde{\mu}(t)=\mu(y(t)), \tilde{\mu}(0)=\mu(y(0))=\mu\left(y^{\star}\right)$, and

$$
\begin{equation*}
K(t ; \varepsilon)=\left[\frac{\tilde{\nu}(t) \cdot\left(y_{d}(t)-\varepsilon \ell \nu^{\star}\right)}{\left|y_{d}(t)-\varepsilon \ell \nu^{\star}\right|^{2}}-\frac{\tilde{\nu}(t) \cdot y_{d}(t)}{\left|y_{d}(t)\right|^{2}}\right] J(t) \tag{3.2}
\end{equation*}
$$

with $\tilde{\nu}(t)=\nu(y(t)), y_{d}(t)=y(0)-y(t)$, and $J(t)=\left|y^{\prime}(t)\right|$. Note that $\nu^{\star}=\tilde{\nu}(0)$.
To determine the asymptotic expansion for $U$, we write

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=U^{\text {in }}\left(y^{\star} ; \varepsilon\right)+U^{\text {out }}\left(y^{\star} ; \varepsilon\right) \tag{3.3}
\end{equation*}
$$

with the inner expansion, $U^{\text {in }}$, and the outer expansion, $U^{\text {out }}$, given by

$$
\begin{align*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\sqrt{\varepsilon} / 2}^{\sqrt{\varepsilon} / 2} & \varepsilon^{-1} K(t ; \varepsilon)[\tilde{\mu}(t)-\tilde{\mu}(0)] \mathrm{d} t  \tag{3.4a}\\
U^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{-\sqrt{\varepsilon} / 2} \varepsilon^{-1} K(t ; \varepsilon) & {[\tilde{\mu}(t)-\tilde{\mu}(0)] \mathrm{d} t }  \tag{3.4b}\\
& +\frac{1}{2 \pi} \int_{\sqrt{\varepsilon} / 2}^{\pi} \varepsilon^{-1} K(t ; \varepsilon)[\tilde{\mu}(t)-\tilde{\mu}(0)] \mathrm{d} t .
\end{align*}
$$

The inner expansion involves integration over an $O\left(\varepsilon^{1 / 2}\right)$ portion of the boundary about $y^{\star}$, whereas the outer expansion involves integration over the remaining portion of the boundary. The following results also hold if one considers $O\left(\varepsilon^{\alpha}\right)$ portion of the boundary with $0<\alpha<1$. Since the inner and outer expansions come from splitting the integral over the boundary, we refer to this procedure as an integral splitting method for computing the asymptotic expansion for the close evaluation of the double-layer potential.

We determine the leading-order asymptotic behaviors of $U^{\text {in }}$ and $U^{\text {out }}$ in the subsections below. Then, we combine those results to obtain the asymptotic approximation for the double-layer potential in two dimensions, and discuss higher-order asymptotic approximations. The procedure we use here follows that by Hinch [17, Section 3]. We have developed Mathematica notebooks that contain the presented calculations, available in a GitHub repository $[19$. In what follows we assume that $K$ and $\tilde{\mu}$ have asymptotic expansions in the limit as $\varepsilon \rightarrow 0^{+}$(as described in Section 2.2) and that the remainder of the asymptotic approximation to $O\left(\varepsilon^{n}\right)$ with $n>1$ yields an $O\left(\varepsilon^{n-1}\right)$ after integration. Details of the proof are given for the unit circle in Appendix A.

### 3.1 Inner expansion

To determine the leading-order asymptotic behavior of $U^{\text {in }}$, we substitute $t=\varepsilon T$ into 3.4a, and obtain

$$
\begin{equation*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-1 /(2 \sqrt{\varepsilon})}^{1 /(2 \sqrt{\varepsilon})} K(\varepsilon T ; \varepsilon)[\tilde{\mu}(\varepsilon T)-\tilde{\mu}(0)] \mathrm{d} T . \tag{3.5}
\end{equation*}
$$

Recognizing that $\tilde{\nu}(\varepsilon T)=\nu^{\star}+O(\varepsilon)$ and $y_{d}(\varepsilon T)=-\varepsilon T y^{\prime}(0)+O\left(\varepsilon^{2}\right)$ with $\nu^{\star} \cdot y^{\prime}(0)=0$, we find that by expanding $K(\varepsilon T ; \varepsilon)$ about $\varepsilon=0$ that

$$
\begin{equation*}
K(\varepsilon T ; \varepsilon)=-\frac{\varepsilon^{-1} \ell J(0)}{T^{2} J^{2}(0)+\ell^{2}}+O(1) \tag{3.6}
\end{equation*}
$$

Using the fact that this leading-order behavior is even in $T$, and expanding $\tilde{\mu}$ about $\varepsilon=0$, we substitute these expansions into (3.5 to get

$$
\begin{align*}
U^{\mathrm{in}} & \left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-1 /(2 \sqrt{\varepsilon})}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-1} \ell J(0)}{T^{2} J^{2}(0)+\ell^{2}}+O(1)\right][\tilde{\mu}(\varepsilon T)-\tilde{\mu}(0)] \mathrm{d} T \\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-1} \ell J(0)}{T^{2} J^{2}(0)+\ell^{2}}+O(1)\right][\tilde{\mu}(\varepsilon T)+\tilde{\mu}(-\varepsilon T)-2 \tilde{\mu}(0)] \mathrm{d} T  \tag{3.7}\\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-1} \ell J(0)}{T^{2} J^{2}(0)+\ell^{2}}+O(1)\right]\left[\varepsilon^{2} T^{2} \tilde{\mu}^{\prime \prime}(0)+O\left(\varepsilon^{4}\right)\right] \mathrm{d} T \\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon T^{2} \ell J(0)}{T^{2} J^{2}(0)+\ell^{2}} \tilde{\mu}^{\prime \prime}(0)+O\left(\varepsilon^{2}\right)\right] \mathrm{d} T .
\end{align*}
$$

Above, we have obtained an asymptotic approximation of the integrand to $O\left(\varepsilon^{2}\right)$ (see Section 2.2). Following the procedure given by Hinch [17, Section 3.4], after integrating (see 19] and Appendix A) and expanding about $\varepsilon=0$, we find the leading-order asymptotic behavior of $U^{1 \mathrm{in}}$ to be

$$
\begin{equation*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon\right)=-\frac{\sqrt{\varepsilon} \ell}{4 \pi J(0)} \tilde{\mu}^{\prime \prime}(0)+O(\varepsilon) \tag{3.8}
\end{equation*}
$$

Remark 1. The obtained asymptotic expansion used in 3.7 is nonuniform. One needs to establish uniform convergence to rigorously prove that the remainder of the asymptotic approximation to order $\varepsilon^{2}$, after integration, is $O(\varepsilon)$. Obtaining this result in general is not straightforward. We give details of the proof for the case of the unit circle in Appendix $A$.

### 3.2 Outer expansion

To determine the leading-order asymptotic behavior of $U^{\text {out }}$, we expand $K(t ; \varepsilon)$ about $\varepsilon=0$ and find that $K(t ; \varepsilon)=\left[\varepsilon K_{1}(t)+O\left(\varepsilon^{2}\right)\right] J(t)$, with

$$
\begin{equation*}
K_{1}(t)=\ell \frac{2\left(\tilde{\nu}(t) \cdot y_{d}(t)\right)\left(\nu^{\star} \cdot y_{d}(t)\right)-\tilde{\nu}(t) \cdot \nu^{\star}\left|y_{d}(t)\right|^{2}}{\left|y_{d}(t)\right|^{4}} \tag{3.9}
\end{equation*}
$$

Substituting this expansion into 3.4b, we find that

$$
\begin{align*}
& U^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{-\sqrt{\varepsilon} / 2} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t \\
&+\frac{1}{2 \pi} \int_{\sqrt{\varepsilon} / 2}^{\pi} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t+O(\varepsilon) \tag{3.10}
\end{align*}
$$

To eliminate $\sqrt{\varepsilon}$ from the integration limits, we rewrite 3.10 as

$$
\begin{equation*}
U^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t-V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)+O(\varepsilon) \tag{3.11}
\end{equation*}
$$

with

$$
\begin{equation*}
V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\sqrt{\varepsilon} / 2}^{\sqrt{\varepsilon} / 2} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t \tag{3.12}
\end{equation*}
$$

Note that $t \mapsto K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t)$ can be integrated, as a Cauchy Principal value, allowing us to write 3.11 with (3.12.

To determine the leading-order behavior for $V^{\text {out }}$, we proceed exactly as in Section 3.1. We substitute $t=\varepsilon T$ into 3.12 and obtain

$$
\begin{equation*}
V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-1 /(2 \sqrt{\varepsilon})}^{1 /(2 \sqrt{\varepsilon})} K_{1}(\varepsilon T)[\tilde{\mu}(\varepsilon T)-\tilde{\mu}(0)] J(\varepsilon T) \varepsilon \mathrm{d} T \tag{3.13}
\end{equation*}
$$

Again, by recognizing that $\tilde{\nu}(\varepsilon T)=\nu^{\star}+O(\varepsilon)$ and $y_{d}(\varepsilon T)=-\varepsilon T y^{\prime}(0)+O\left(\varepsilon^{2}\right)$ with $\nu^{\star} \cdot y^{\prime}(0)=0$, we find that

$$
\begin{equation*}
K_{1}(\varepsilon T)=-\frac{\varepsilon^{-2} \ell}{T^{2} J^{2}(0)}+O\left(\varepsilon^{-1}\right) \tag{3.14}
\end{equation*}
$$

Using the fact that this leading-order behavior is even in $T$, and that $J(\varepsilon T)=J(0)+O(\varepsilon)$, when we substitute it into (3.13), we find, after expanding about $\varepsilon=0$, that

$$
\begin{align*}
& V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-1 /(2 \sqrt{\varepsilon})}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-2} \ell}{T^{2} J^{2}(0)}+O\left(\varepsilon^{-1}\right)\right][\tilde{\mu}(\varepsilon T)-\tilde{\mu}(0)] J(\varepsilon T) \varepsilon \mathrm{d} T \\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-2} \ell}{T^{2} J^{2}(0)}+O\left(\varepsilon^{-1}\right)\right][\tilde{\mu}(\varepsilon T)+\tilde{\mu}(-\varepsilon T)-2 \tilde{\mu}(0)][J(0)+O(\varepsilon)] \varepsilon \mathrm{d} T \\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon^{-1} \ell}{T^{2} J(0)}+O(1)\right]\left[\varepsilon^{2} T^{2} \tilde{\mu}^{\prime \prime}(0)+O\left(\varepsilon^{4}\right)\right] \mathrm{d} T  \tag{3.15}\\
& =\frac{1}{2 \pi} \int_{0}^{1 /(2 \sqrt{\varepsilon})}\left[-\frac{\varepsilon \ell}{J(0)} \tilde{\mu}^{\prime \prime}(0)+O\left(\varepsilon^{2}\right)\right] \mathrm{d} T \\
& =-\frac{\sqrt{\varepsilon} \ell}{4 \pi J(0)} \tilde{\mu}^{\prime \prime}(0)+O(\varepsilon) .
\end{align*}
$$

Substituting this result into (3.11, we find that the leading-order asymptotic behavior for $U^{\text {out }}$ is given by

$$
\begin{equation*}
U^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t+\frac{\sqrt{\varepsilon} \ell}{4 \pi J(0)} \tilde{\mu}^{\prime \prime}(0)+O(\varepsilon) \tag{3.16}
\end{equation*}
$$

### 3.3 Two-dimensional asymptotic approximation

We obtain an asymptotic approximation for $U$ by summing the leading-order behaviors obtained for $U^{\text {in }}$ and $U^{\text {out }}$ given in 3.8 and 3.16 , respectively which gives

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{1}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t+O(\varepsilon):=L_{1}[\mu]+O(\varepsilon) \tag{3.17}
\end{equation*}
$$

where $K_{1}$ is given by 3.9 . It follows that the asymptotic approximation for $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ to $O\left(\varepsilon^{2}\right)$ is

$$
\begin{equation*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon L_{1}[\mu]+O\left(\varepsilon^{2}\right) . \tag{3.18}
\end{equation*}
$$

This result gives the leading-order asymptotic behavior of $U\left(y^{\star} ; \varepsilon\right)$ as $\varepsilon \rightarrow 0^{+}$. The obtained asymptotic approximation does not have any terms of $O\left(\varepsilon^{1 / 2}\right)$ because those terms in (3.8) and (3.16) vanish identically. Asymptotic approximation (3.18) gives an explicit approximation for the close evaluation of the double-layer potential in two dimensions. According to the asymptotic analysis, the expected error of this approximation is $O\left(\varepsilon^{2}\right)$. It gives the double-layer potential as the Dirichlet data at the boundary point $y^{\star}$ closest to the evaluation point $x$ plus a nonlocal correction. This nonlocal correction is consistent with the fact that solutions to elliptic partial differential equations have a global dependence on their boundary data. The leading-order asymptotic expansion indicates that the nonlocal correction only comes from the outer expansion, and the inner expansion does not contribute to the lower order terms.

As stated in Remark 1. we do not establish the uniform convergence that is needed to rigorously justify this asymptotic error, and proceed with this asymptotic analysis as conjecture. We show in the numerical examples below that this expression yields approximations with the expected asymptotic error estimate thereby indicating that the conjecture is correct.

### 3.4 Higher-order asymptotic approximations

By continuing on to higher order terms in the expansions for $U^{\text {in }}$ and $U^{\text {out }}$, we can obtain higher-order asymptotic approximations. Details can be found in the Mathematica notebooks 19. The result from these calculations is the asymptotic approximation,

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=L_{1}[\mu]+\varepsilon\left[L_{2}[\mu]-\frac{\ell^{2} y^{\prime}(0) \cdot y^{\prime \prime}(0)}{4 J^{4}(0)} \tilde{\mu}^{\prime}(0)+\frac{\ell^{2}}{4 J^{2}(0)} \tilde{\mu}^{\prime \prime}(0)\right]+O\left(\varepsilon^{2}\right) \tag{3.19}
\end{equation*}
$$

with $L_{1}[\mu]$ as in 3.17), and

$$
\begin{gather*}
L_{2}[\mu]:=\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{2}(t)[\tilde{\mu}(t)-\tilde{\mu}(0)] J(t) \mathrm{d} t, \text { where }  \tag{3.20}\\
K_{2}(t)=\ell^{2} \frac{\left(\nu \cdot y_{d}\right)\left[4\left(\nu^{\star} \cdot y_{d}\right)^{2}-\left|y_{d}\right|^{2}\right]-2\left|y_{d}\right|^{2}\left(\nu \cdot \nu^{\star}\right)\left(\nu^{\star} \cdot y_{d}\right)}{\left|y_{d}\right|^{6}} \tag{3.21}
\end{gather*}
$$

It follows that the asymptotic approximation for $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ to $O\left(\varepsilon^{3}\right)$ is given by

$$
\begin{align*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon L_{1}[\mu] & \\
& +\varepsilon^{2}\left[L_{2}[\mu]-\frac{\ell^{2} y^{\prime}(0) \cdot y^{\prime \prime}(0)}{4 J^{4}(0)} \tilde{\mu}^{\prime}(0)+\frac{\ell^{2}}{4 J^{2}(0)} \tilde{\mu}^{\prime \prime}(0)\right]+O\left(\varepsilon^{3}\right) . \tag{3.22}
\end{align*}
$$

In addition to nonlocal terms, this approximation includes local contributions made by first and second derivatives of the density, $\mu$, evaluated at the boundary point $y^{\star}$. These local contributions come from the inner expansion.

## 4 Asymptotic approximations in three dimensions

As stated in Conjecture 2.2 we assume $B$ to be an analytic, closed, and oriented surface that can be parametrized by $y=y(s, t)$ for $s \in[0, \pi]$ and $t \in[-\pi, \pi]$. This implies that the double-layer potential is a surface integral in a spherical coordinate system, which we will explicitly make use of in what follows. We assume that $y(s,-\pi)=y(s, \pi) \forall s \in[0, \pi]$, and that $y^{\star}=y(0, \cdot)$ where $y(0, \cdot):=\lim _{\theta \rightarrow 0^{+}} \frac{1}{2 \pi} \int_{-\pi}^{\pi} y(\theta, \varphi) \mathrm{d} \varphi$ denotes the spherical mean. In other words, we consider $y^{\star}$ to be at the north pole of the sphere corresponding to $s=0$. One can always arrive at this configuration by rotating the local spherical system (see Appendix $B$ ). In terms of this parameterization, 2.10 ) is given by

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} \varepsilon^{-1} K(s, t ; \varepsilon)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] \sin (s) \mathrm{d} s \mathrm{~d} t \tag{4.1}
\end{equation*}
$$

with $\tilde{\mu}(s, t)=\mu(y(s, t)), \tilde{\mu}(0, \cdot)=\mu(y(0, \cdot))$, and

$$
\begin{equation*}
K(s, t ; \varepsilon)=\left[\frac{\tilde{\nu}(s, t) \cdot\left(y_{d}(s, t)-\varepsilon \ell \nu^{\star}\right)}{\left|y_{d}(s, t)-\varepsilon \ell \nu^{\star}\right|^{3}}-\frac{\tilde{\nu}(s, t) \cdot y_{d}(s, t)}{\left|y_{d}(s, t)\right|^{3}}\right] J(s, t) \tag{4.2}
\end{equation*}
$$

with $\tilde{\nu}(s, t)=\nu_{y}, y_{d}(s, t)=y(0, \cdot)-y(s, t), J(s, t)=\left|y_{s}(s, t) \times y_{t}(s, t)\right| / \sin (s)$. The integral 4.1) is written as a surface integral in a spherical coordinate system. In this integral, we have explicitly
included the spherical Jacobian, $\sin (s)$. It follows that $J(s, t) \sin (s)$ for this integral is always bounded. Note also that $\nu^{\star}=\tilde{\nu}(0, \cdot)$. write

$$
\begin{equation*}
U\left(y^{\star} ; \varepsilon\right)=U^{\text {in }}\left(y^{\star} ; \varepsilon\right)+U^{\text {out }}\left(y^{\star} ; \varepsilon\right) \tag{4.3}
\end{equation*}
$$

with the inner expansion, $U^{\text {in }}$, and the outer expansion, $U^{\text {out }}$, given by

$$
\begin{align*}
& U^{\text {in }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\sqrt{\varepsilon}} \varepsilon^{-1} K(s, t ; \varepsilon)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] \sin (s) \mathrm{d} s \mathrm{~d} t  \tag{4.4a}\\
& U^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{\sqrt{\varepsilon}}^{\pi} \varepsilon^{-1} K(s, t ; \varepsilon)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] \sin (s) \mathrm{d} s \mathrm{~d} t \tag{4.4b}
\end{align*}
$$

We once again assume that $K$ and $\mu$ have asymptotic expansions as $\varepsilon \rightarrow 0^{+}$, and that the remainder of the asymptotic approximation to $O\left(\varepsilon^{n}\right)$ with $n>1$, is $O\left(\varepsilon^{n-1}\right)$ after integration. We determine the leading-order asymptotic behaviors for $U^{\text {in }}$ and $U^{\text {out }}$ separately. Then, we combine those results to obtain an asymptotic approximation for the close evaluation of the double-layer potential in three dimensions and discuss higher-order asymptotic approximations. The procedure follows 17, Section 3]. Details can be found in the Mathematica notebook available on GitHub 19].

### 4.1 Inner expansion

To find the leading-order asymptotic behavior of $U^{\text {in }}$, we substitute $s=\varepsilon S$ into 4.4a, and obtain

$$
\begin{equation*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{1 / \sqrt{\varepsilon}} K(\varepsilon S, t ; \varepsilon)[\tilde{\mu}(\varepsilon S, t)-\tilde{\mu}(0, \cdot)] \sin (\varepsilon S) \mathrm{d} S \mathrm{~d} t \tag{4.5}
\end{equation*}
$$

Recognizing that $\tilde{\nu}(\varepsilon S, t)=\nu^{\star}+O(\varepsilon)$, and $y_{d}(\varepsilon S, t)=-\varepsilon S y_{s}(0, \cdot)+O\left(\varepsilon^{2}\right)$ with the vector $y_{s}(0, \cdot)$ lying on the plane tangent to $B$ at $y^{\star}$, we find by expanding $K(\varepsilon S, t ; \varepsilon)$ about $\varepsilon=0$ that

$$
\begin{equation*}
K(\varepsilon S, t ; \varepsilon)=-\frac{\varepsilon^{-2} \ell J(0, \cdot)}{\left(S^{2}\left|y_{s}(0, \cdot)\right|^{2}+\ell^{2}\right)^{3 / 2}}+O\left(\varepsilon^{-1}\right) \tag{4.6}
\end{equation*}
$$

Since this leading-order asymptotic behavior for $K(\varepsilon S, t ; \varepsilon)$ is independent of $t$, we write

$$
\begin{array}{r}
U^{\text {in }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{0}^{\pi} \int_{0}^{1 / \sqrt{\varepsilon}}\left[-\frac{\varepsilon^{-2} \ell J(0, \cdot)}{\left(S^{2}\left|y_{s}(0, \cdot)\right|^{2}+\ell^{2}\right)^{3 / 2}}+O\left(\varepsilon^{-1}\right)\right] \\
{[\tilde{\mu}(\varepsilon S, t)+\tilde{\mu}(\varepsilon S, t+\pi)-2 \tilde{\mu}(0, \cdot)] \sin (\varepsilon S) \mathrm{d} S \mathrm{~d} t .} \tag{4.7}
\end{array}
$$

Next, we use the regularity of $\tilde{\mu}$ over the north pole to substitute $\tilde{\mu}(\varepsilon S, t+\pi)=\tilde{\mu}(-\varepsilon S, t)$, so that

$$
\begin{align*}
\tilde{\mu}(\varepsilon S, t)+\tilde{\mu}(\varepsilon S, t+\pi)-2 \tilde{\mu}(0, \cdot) & =\tilde{\mu}(\varepsilon S, t)+\tilde{\mu}(-\varepsilon S, t)-2 \tilde{\mu}(0, \cdot) \\
& =\varepsilon^{2} S^{2} \tilde{\mu}_{s s}(0, \cdot)+O\left(\varepsilon^{4}\right) \tag{4.8}
\end{align*}
$$

Thus, we find after substituting (4.8) and $\sin (\varepsilon S)=\varepsilon S+O\left(\varepsilon^{3}\right)$ into 4.7) that

$$
\begin{align*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon\right) & =\frac{1}{4 \pi} \int_{0}^{\pi} \int_{0}^{1 / \sqrt{\varepsilon}}\left[-\frac{\varepsilon S^{3} \ell J(0, \cdot)}{\left(S^{2}\left|y_{s}(0, \cdot)\right|^{2}+\ell^{2}\right)^{3 / 2}} \tilde{\mu}_{s s}(0, \cdot)+O\left(\varepsilon^{2}\right)\right] \mathrm{d} S \mathrm{~d} t  \tag{4.9}\\
& =-\frac{\ell J(0, \cdot)}{8} \Delta_{S^{2}} \mu\left(y^{\star}\right) \int_{0}^{1 / \sqrt{\varepsilon}}\left[\frac{\varepsilon S^{3}}{\left(S^{2}\left|y_{s}(0, \cdot)\right|^{2}+\ell^{2}\right)^{3 / 2}}+O\left(\varepsilon^{2}\right)\right] \mathrm{d} S
\end{align*}
$$

where we have used the fact that

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\pi} \tilde{\mu}_{s s}(0, \cdot) \mathrm{d} t=\frac{1}{2} \Delta_{S^{2}} \mu\left(y^{\star}\right) \tag{4.10}
\end{equation*}
$$

with $\Delta_{S^{2}} \mu\left(y^{\star}\right)$ denoting the spherical Laplacian of $\mu$ evaluated at $y^{\star}$ (see Appendix C). Note that the Laplace-Beltrami operator $\Delta_{S^{2}}$ appears due to the use of a local spherical coordinate system. Furthermore, following the procedure given by Hinch [17, Section 3.4] (see [19] and Appendix A], when expanding about $\varepsilon=0$ we have

$$
\begin{equation*}
\int_{0}^{1 / \sqrt{\varepsilon}}\left[\frac{\varepsilon S^{3}}{\left(S^{2}\left|y_{s}(0, \cdot)\right|^{2}+\ell^{2}\right)^{3 / 2}}+O\left(\varepsilon^{2}\right)\right] \mathrm{d} S=\frac{\sqrt{\varepsilon}}{\left|y_{s}(0, \cdot)\right|^{3}}+O(\varepsilon) \tag{4.11}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
U^{\mathrm{in}}\left(y^{\star} ; \varepsilon, \delta\right)=-\frac{\sqrt{\varepsilon} \ell J(0, \cdot)}{8\left|y_{s}(0, \cdot)\right|^{3}} \Delta_{S^{2}} \mu\left(y^{\star}\right)+O(\varepsilon) \tag{4.12}
\end{equation*}
$$

This result gives the leading-order asymptotic behavior of $U^{\text {in }}$.
Remark 2. One needs again to establish uniform convergence to rigorously prove that the remainder of the asymptotic approximation to $O\left(\varepsilon^{2}\right)$, after integration, is $O(\varepsilon)$. One could obtain the results in the case of the unit sphere, proceeding similarly as in Appendix $A$.

### 4.2 Outer expansion

To determine the leading-order asymptotic behavior of $U^{\text {out }}$, we expand $K(s, t ; \varepsilon)$ about $\varepsilon=0$ and find $K(s, t ; \varepsilon)=\left[\varepsilon K_{1}(s, t)+O\left(\varepsilon^{2}\right)\right] J(s, t)$, with

$$
\begin{equation*}
K_{1}(s, t)=\ell \frac{3\left(\tilde{\nu}(s, t) \cdot y_{d}(s, t)\right)\left(\nu^{\star} \cdot y_{d}(s, t)\right)-\left|y_{d}(s, t)\right|^{2} \tilde{\nu}(s, t) \cdot \nu^{\star}}{\left|y_{d}(s, t)\right|^{5}} \tag{4.13}
\end{equation*}
$$

Substituting this expansion into 4.4b, we obtain

$$
\begin{equation*}
U^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{\sqrt{\varepsilon}}^{\pi} K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) \sin (s) \mathrm{d} s \mathrm{~d} t+O(\varepsilon) . \tag{4.14}
\end{equation*}
$$

To eliminate $\sqrt{\varepsilon}$ as a limit of integration in 4.14 , we write

$$
\begin{align*}
U^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) \sin (s) \mathrm{d} s \mathrm{~d} t & \\
& -V^{\text {out }}\left(y^{\star} ; \varepsilon\right)+O(\varepsilon), \tag{4.15}
\end{align*}
$$

with

$$
\begin{equation*}
V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\sqrt{\varepsilon}} K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) \sin (s) \mathrm{d} s \mathrm{~d} t \tag{4.16}
\end{equation*}
$$

Note that $(s, t) \mapsto K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) \sin (s)$ can be integrated, as Cauchy Principal value, allowing us to write 4.15 with 4.16). To determine the leading-order asymptotic behavior of $V^{\text {out }}\left(y^{\star} ; \varepsilon\right)$, we proceed as in Section 4.1. We substitute $s=\varepsilon S$ into 4.16), and obtain

$$
\begin{equation*}
V^{\text {out }}\left(y^{\star} ; \varepsilon\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{1 / \sqrt{\varepsilon}} K_{1}(\varepsilon S, t)[\tilde{\mu}(\varepsilon S, t)-\tilde{\mu}(0, \cdot)] J(\varepsilon S, t) \sin (\varepsilon S) \varepsilon \mathrm{d} S \mathrm{~d} t . \tag{4.17}
\end{equation*}
$$

Recognizing that $\tilde{\nu}(\varepsilon S, t)=\nu^{\star}+O(\varepsilon)$, and $y_{d}(\varepsilon S, t)=-\varepsilon S y_{s}(0, \cdot)+O\left(\varepsilon^{2}\right)$ with the vector $y_{s}(0, \cdot)$ lying on the plane tangent to $B$ at $y^{\star}$, we find by expanding $K_{1}(\varepsilon S, t)$ about $\varepsilon=0$ that

$$
\begin{equation*}
K_{1}(\varepsilon S, t)=-\frac{\varepsilon^{-3} \ell}{S^{3}\left|y_{s}(0, \cdot)\right|^{3}}+O\left(\varepsilon^{-2}\right) \tag{4.18}
\end{equation*}
$$

Since the leading-order behavior of $K_{1}$ is independent of $t$, we use 4.8), plus knowing that $J(\varepsilon S, t)=$ $J(0, \cdot)+O(\varepsilon)$ and $\sin (\varepsilon S)=\varepsilon S+O\left(\varepsilon^{3}\right)$ to obtain (see 19 for details)

$$
\begin{align*}
V^{\mathrm{out}}\left(y^{\star} ; \varepsilon\right) & =\frac{1}{4 \pi} \int_{0}^{\pi} \int_{0}^{1 / \sqrt{\varepsilon}}\left[-\frac{\varepsilon \ell J(0, \cdot)}{\left|y_{s}(0, \cdot)\right|^{3}} \tilde{\mu}_{s s}(0, \cdot)+O\left(\varepsilon^{2}\right)\right] \mathrm{d} S \mathrm{~d} t  \tag{4.19}\\
& =-\frac{\sqrt{\varepsilon} \ell J(0, \cdot)}{8\left|y_{s}(0, \cdot)\right|^{3}} \Delta_{S^{2}} \mu\left(y^{\star}\right)+O(\varepsilon)
\end{align*}
$$

Note that we have used 4.10 in the last step. Substituting this result into 4.15 , we find that

$$
\begin{align*}
U^{\text {out }}\left(y^{\star} ; \varepsilon, \delta\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) & \sin (s) \mathrm{d} s \mathrm{~d} t \\
& +\sqrt{\varepsilon} \frac{\ell J(0, \cdot)}{8\left|y_{s}(0, \cdot)\right|^{3}} \Delta_{S^{2}} \mu\left(y^{\star}\right)+O(\varepsilon) \tag{4.20}
\end{align*}
$$

This result gives the leading-order asymptotic behavior of $U^{\text {out }}$.

### 4.3 Three-dimensional asymptotic approximation

We obtain an asymptotic approximation for $U$ by summing the leading-order behaviors obtained for $U^{\text {in }}$ and $U^{\text {out }}$ given in 4.12 and 4.20, respectively, which yields

$$
\begin{align*}
U\left(y^{\star} ; \varepsilon\right) & =\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} K_{1}(s, t)[\tilde{\mu}(s, t)-\tilde{\mu}(0, \cdot)] J(s, t) \sin (s) \mathrm{d} s \mathrm{~d} t+O(\varepsilon) \\
& :=L_{1}[\mu]+O(\varepsilon) \tag{4.21}
\end{align*}
$$

with $K_{1}$ given in 4.18). It follows that the asymptotic approximation of $u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)$ to $O\left(\varepsilon^{2}\right)$ is given by

$$
\begin{equation*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right)=f\left(y^{\star}\right)+\varepsilon L_{1}[\mu]+O\left(\varepsilon^{2}\right) \tag{4.22}
\end{equation*}
$$

The structure of this asymptotic approximation for the close evaluation of the double-layer potential in three dimensions is exactly the same as what we found for the two-dimensional case: the leadingorder asymptotic approximation is composed of the Dirichlet data and a nonlocal term coming from the outer expansion. Similarly, high-order asymptotic approximations could be obtained by continuing on to higher order terms in the expansions $U^{\text {in }}$ and $U^{\text {out }}$.

## 5 Numerical methods

We now use the results of the asymptotic analysis above to develop new numerical methods for the close evaluation problem. Numerical methods to compute the asymptotic approximations for the close evaluation of the double-layer potential must be sufficiently accurate in comparison to $O(\varepsilon)$. Otherwise, the error made by the numerical method will dominate over the error of the asymptotic approximation. On the other hand, if the numerical method requires restrictively high resolution to compute the asymptotic approximation to sufficient accuracy, the numerical method suffers from the very issue of the close evaluation problem. In what follows, we describe numerical methods to compute the asymptotic approximations derived above at high accuracy with modest resolution requirements. From the computation of the asymptotic expansions, we found that splitting the integral into two parts ("close" to $y^{\star}$ and "far" from $y^{\star}$ ) was crucial for obtaining the leading-order behavior. We use the same integral splitting procedure in the numerical methods that follow.

### 5.1 Two dimensions

Suppose we have parameterized $B$ by $y=y(\varphi)$ with $-\pi \leq \varphi \leq \pi$ with $y^{\star}=y\left(\varphi^{\star}\right)$. For that case, we need to compute

$$
\begin{align*}
\mathscr{U}_{1}\left(y^{\star}\right) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} F_{1}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi, \text { with }  \tag{5.1}\\
F_{1}\left(\varphi ; \varphi^{\star}\right) & =K_{1}(\varphi) J(\varphi)\left[\tilde{\mu}(\varphi)-\tilde{\mu}\left(\varphi^{\star}\right)\right], \tag{5.2}
\end{align*}
$$

where $K_{1}$ is given in 3.9. The function, $K_{1}$, is singular at $\varphi=\varphi^{\star}$. Consequently, applying a high order accurate numerical quadrature rule to compute $\mathscr{U}_{1}$ will be limited in its accuracy even though $F_{1}$ vanishes identically at $\varphi=\varphi^{\star}$ due to the factor of $\tilde{\mu}(\varphi)-\tilde{\mu}\left(\varphi^{\star}\right)$. To improve the accuracy of a numerical evaluation of (5.1), we revisit the asymptotic expansion obtained for $V^{\text {out }}\left(y^{\star} ; \varepsilon\right)$ in $(3.13)-(3.15)$. We split the integral according to

$$
\mathscr{U}_{1}\left(y^{\star}\right)=\frac{1}{2 \pi} \int_{-\pi}^{-\delta / 2} F_{1}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi+\frac{1}{2 \pi} \int_{\delta / 2}^{\pi} F_{1}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi+\frac{1}{2 \pi} \int_{-\delta / 2}^{\delta / 2} F_{1}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi,
$$

where $\delta$ is a chosen constant (for numerical purposes one can set $\delta$ to be the discretization step size). The last integral is analogous to $V^{\text {out }}\left(y^{\star} ; \varepsilon\right)$. Using the results from Section 3.2 , we find

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\delta / 2}^{\delta / 2} F_{1}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi \sim-\frac{\delta}{4 \pi} \frac{\ell \tilde{\mu}^{\prime \prime}\left(\varphi^{\star}\right)}{J\left(\varphi^{\star}\right)}, \quad \varepsilon \rightarrow 0^{+} \tag{5.3}
\end{equation*}
$$

This result suggests the following method to compute $\mathscr{U}_{1}\left(y^{\star}\right)$ numerically using the $N$-point periodic trapezoid rule (PTR). Suppose we are given the grid function, $\tilde{\mu}\left(\varphi_{j}\right)$ for $j=1, \cdots, N$ with $\varphi_{j}=$ $-\pi+2 \pi(j-1) / N$, and suppose $\varphi^{\star}=\varphi_{k}$ is one of the quadrature points. We introduce the numerical approximation

$$
\begin{equation*}
\mathscr{U}_{1}\left(y^{\star}\right) \approx U_{1}^{N}\left(y^{\star}\right)=\frac{1}{N} \sum_{j \neq k} F_{1}\left(\varphi_{j} ; \varphi_{k}\right)-\frac{\ell \tilde{\mu}^{\prime \prime}\left(\varphi_{k}\right)}{2 N J\left(\varphi_{k}\right)}, \tag{5.4}
\end{equation*}
$$

where we have replaced the quadrature around $\varphi^{\star}$ with 5.3 , and we have set $\delta=2 \pi / N$. We compute $\tilde{\mu}^{\prime \prime}\left(\varphi_{k}\right)$ with spectral accuracy using Fast Fourier transform methods. Using this numerical approximation, we compute the $O\left(\varepsilon^{2}\right)$ asymptotic approximation for the close evaluation of the doublelayer potential in two dimensions through evaluation of

$$
\begin{equation*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right) \approx f\left(y^{\star}\right)+\varepsilon U_{1}^{N}\left(y^{\star}\right)+O\left(\varepsilon^{2}\right) \tag{5.5}
\end{equation*}
$$

To compute the $O\left(\varepsilon^{3}\right)$ asymptotic approximation, in addition to $\mathscr{U}_{1}$, we need to compute

$$
\begin{gather*}
\mathscr{U}_{2}\left(y^{\star}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} F_{2}\left(\varphi ; \varphi^{\star}\right) \mathrm{d} \varphi, \text { where }  \tag{5.6}\\
F_{2}\left(\varphi ; \varphi^{\star}\right)=K_{2}(\varphi) J(\varphi)\left[\tilde{\mu}(\varphi)-\tilde{\mu}\left(\varphi^{\star}\right)\right], \tag{5.7}
\end{gather*}
$$

and $K_{2}$ given in 3.21. By using the higher-order asymptotic expansion for $V^{\text {out }}$ (computed in the Mathematica notebook available on the GitHub repository $[19$ ), we apply the same method used for $\mathscr{U}_{1}\left(y^{\star}\right)$ and arrive at

$$
\begin{equation*}
\mathscr{U}_{2}\left(y^{\star}\right) \approx U_{2}^{N}=\frac{1}{N} \sum_{j \neq k} F_{2}\left(\varphi_{j} ; \varphi_{k}\right)-\frac{\ell^{2} \kappa^{\star} \tilde{\mu}^{\prime \prime}\left(\varphi_{k}\right)}{4 N J\left(\varphi_{k}\right)} \tag{5.8}
\end{equation*}
$$

with $\kappa^{\star}$ denoting the signed curvature at $y^{\star}$. Using this numerical approximation, we compute the $O\left(\varepsilon^{3}\right)$ asymptotic approximation for the close evaluation of the double-layer potential in two dimensions through evaluation of

$$
\begin{align*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right) \approx f\left(y^{\star}\right)+\varepsilon U_{1}^{N}\left(y^{\star}\right) & \\
& +\varepsilon^{2}\left[U_{2}^{N}\left(y^{\star}\right)-\frac{\ell^{2} y^{\prime}\left(\varphi^{\star}\right) \cdot y^{\prime \prime}\left(\varphi^{\star}\right)}{4 J^{4}\left(\varphi^{\star}\right)} \tilde{\mu}^{\prime}\left(\varphi^{\star}\right)+\frac{\ell^{2} \tilde{\mu}^{\prime \prime}\left(\varphi^{\star}\right)}{4 J^{2}\left(\varphi^{\star}\right)}\right]+O\left(\varepsilon^{3}\right) . \tag{5.9}
\end{align*}
$$

Since the boundary is given, we are able to compute $y^{\prime}(\varphi)$ and $y^{\prime \prime}(\varphi)$, explicitly. We use Fast Fourier transform methods to compute $\tilde{\mu}^{\prime}(\varphi)$ and $\tilde{\mu}^{\prime \prime}(\varphi)$ with spectral accuracy.

The numerical method we propose: (i) uses the asymptotic approximations as an alternative to a given quadrature rule (here PTR) when computing the solution for close evaluation points, and (ii) takes advantage of the integral splitting method to determine corrections of the quadrature rule used to numerically compute the asymptotic approximations. In the numerical examples that follow, we will study the error made by the numerical evaluation of the asymptotic approximations with respect to $\varepsilon$, not with respect to $N$. Nonetheless, let us make some comments about how the integral splitting affects the quadrature rule (point (ii)). It has been shown that PTR has an exponential rate of convergence, however for $\varepsilon<1 / N$ one always encounters an $O(1)$ error 9$]$. By splitting the integral as we have done, we disrupt this spectral convergence for close evaluation points, but maintain at least an $O\left(N^{-2}\right)$ convergence rate with the trapezoid rule if the peaked behavior of the integrand is addressed. This is precisely what happens with (5.4-5.8. Further, one could consider applying the integral splitting method over multiple quadrature points, i.e. $\delta=j 2 \pi / N$ for some $j>1$.

### 5.2 Three dimensions

Suppose we have parameterized $B$ by $y=y(\theta, \varphi)$ with $\theta \in[0, \pi]$ and $\varphi \in[-\pi, \pi]$ with $y^{\star}=y\left(\theta^{\star}, \varphi^{\star}\right)$. For that case, we seek to compute

$$
\begin{align*}
& \mathscr{U}_{1}\left(y^{\star}\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} F_{1}\left(\theta, \varphi ; \theta^{\star}, \varphi^{\star}\right) \sin (\theta) \mathrm{d} \theta \mathrm{~d} \varphi, \text { with }  \tag{5.10}\\
& F_{1}\left(\theta, \varphi ; \theta^{\star}, \varphi^{\star}\right)=K_{1}(\theta, \varphi) J(\theta, \varphi)\left[\tilde{\mu}(\theta, \varphi)-\tilde{\mu}\left(\theta^{\star}, \varphi^{\star}\right)\right], \tag{5.11}
\end{align*}
$$

where $K_{1}$ is given in 4.13. Just as with the two-dimensional case, the function $K_{1}$ is singular at $(\theta, \varphi)=\left(\theta^{\star}, \varphi^{\star}\right)$, so any attempt to apply a quadrature rule to compute $\mathscr{U}_{1}$ will be limited in its accuracy even though $F_{1}$ vanishes identically at $\left(\theta^{\star}, \varphi^{\star}\right)$ due to the factor of $\tilde{\mu}(\theta, \varphi)-\tilde{\mu}\left(\theta^{\star}, \varphi^{\star}\right)$.

To numerically evaluate (5.10), we apply a three-step method developed by the authors [13]. This method has been shown to be effective for computing layer potentials in three dimensions. We first rotate this integral to another spherical coordinate system in which $y^{\star}$ is aligned with the north pole (see Appendix B). This leads to $\theta=\theta(s, t)$ and $\varphi=\varphi(s, t)$ with $s \in[0, \pi]$ and $t \in[-\pi, \pi]$ where $\theta^{\star}=\theta(0, \cdot)$ and $\varphi^{\star}=\varphi(0, \cdot)$. We apply this rotation and find that

$$
\begin{equation*}
\mathscr{U}_{1}\left(y^{\star}\right)=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} \tilde{F}(s, t) \sin (s) \mathrm{d} s \mathrm{~d} t \tag{5.12}
\end{equation*}
$$

with $\tilde{F}(s, t)=F_{1}\left(\theta(s, t), \varphi(s, t) ; \theta^{\star}, \varphi^{\star}\right)$. Now $\tilde{K}_{1}(\theta(s, t), \varphi(s, t))$ is singular at the north pole of this rotated coordinate system corresponding to $s=0$. To improve the accuracy of a numerical evaluation of (5.12), we revisit the asymptotic expansion obtained for $V^{\text {out }}\left(y^{\star} ; \varepsilon\right)$ in (4.19). By rewriting that result for the present context, we find

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\delta}\left[\frac{1}{2 \pi} \int_{-\pi}^{\pi} \tilde{F}(s, t) \mathrm{d} t\right] \sin (s) \mathrm{d} s=\int_{0}^{\delta}\left[-\frac{\ell J(0, \cdot)}{8\left|y_{s}(0, \cdot)\right|^{3}} \Delta_{S^{2}} \mu\left(y^{\star}\right)\right] \mathrm{d} s+O(\varepsilon) \tag{5.13}
\end{equation*}
$$

where $\delta$ is a chosen constant (for numerical purposes one can set $\delta$ to be the discretization step size). Suppose we compute

$$
\begin{equation*}
\bar{F}(s)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \tilde{F}(s, t) \mathrm{d} t \tag{5.14}
\end{equation*}
$$

The result in 5.13 suggests that $\bar{F}(s)$ smoothly limits to a finite value as $s \rightarrow 0$. Although we could use this result to evaluate $\bar{F}(s)$ in a numerical quadrature scheme, it will suffice to consider an open quadrature rule for $s$ that does not include the point $s=0$ such as the Gauss-Legendre quadrature. This result suggests the following three-step method to compute $\mathscr{U}_{1}\left(y^{\star}\right)$ numerically.

Let $t_{k}=-\pi+\pi(k-1) / N$ for $k=1, \cdots, 2 N$, and let $z_{j}$ and $w_{j}$ for $j=1, \cdots, N$ denote the $N$-point Gauss-Legendre quadrature abscissas and weights, respectively, such that

$$
\begin{equation*}
\int_{-1}^{1} f(x) \mathrm{d} x \approx \sum_{j=1}^{N} f\left(z_{j}\right) w_{j} \tag{5.15}
\end{equation*}
$$

We perform the mapping: $s_{j}=\pi\left(z_{j}+1\right) / 2$ for $j=1, \cdots, N$, and make appropriate adjustments to the weights as is shown below. For the first step, we rotate the spherical coordinate system so that $y^{\star}$ is aligned with its north pole as described in Appendix B. For the second step, we compute

$$
\begin{equation*}
\bar{F}\left(s_{j}\right) \approx \bar{F}_{j}^{N}=\frac{1}{2 N} \sum_{k=1}^{2 N} \tilde{F}\left(s_{j}, t_{k}\right), \quad j=1, \cdots, N \tag{5.16}
\end{equation*}
$$

For the third step, we compute the numerical approximation

$$
\begin{equation*}
\mathscr{U}_{1}\left(y^{\star}\right) \approx U_{1}^{N}\left(y^{\star}\right)=\frac{\pi}{4} \sum_{j=1}^{N} \bar{F}_{j}^{N} w_{j} . \tag{5.17}
\end{equation*}
$$

In (5.17), a factor of $\pi / 2$ is introduced to scale the quadrature weights due to the mapping from $z_{j}$ to $s_{j}$, and a factor of $1 / 2$ remains from the factor of $1 / 4 \pi$ in (5.10.

Using the numerical approximation $U_{1}^{N}$, we compute the $O\left(\varepsilon^{2}\right)$ asymptotic approximation for the close evaluation of the double-layer potential in three dimensions through evaluation of

$$
\begin{equation*}
u\left(y^{\star}-\varepsilon \ell \nu^{\star}\right) \approx f\left(y^{\star}\right)+\varepsilon U_{1}^{N}\left(y^{\star}\right)+O\left(\varepsilon^{2}\right) \tag{5.18}
\end{equation*}
$$

The integral operator in the asymptotic approximation in three dimensions is better behaved than those in two dimensions. As a result, using an open quadrature rule for $s$ circumvents the need to explicitly perform the integral splitting method. Nonetheless, the integral splitting method gives the insight needed to derive the three-step method described above. In the numerical examples that follow, we will study the error made by the numerical evaluation of the asymptotic approximation with respect to $\varepsilon$ for close evaluation points, not with respect to $N$.

## 6 Numerical results

We present results that show the accuracy and efficiency of the numerical methods based on the asymptotic approximations for the close evaluation of the double-layer potential. For all of the examples shown, we prescribe Dirichlet data corresponding to a particular harmonic function. With that Dirichlet data, we solve the boundary integral equation 2.4 numerically to obtain the density, $\mu$. We use that density to compute the double-layer potential using different methods, for comparison. The results below show the error made in computing the harmonic function at close evaluation points. The Matlab codes used to compute all of the following examples are available in a GitHub repository 19 .

When the boundary integral equation for $\mu$ is resolved with limited resolution, then standard numerical methods to compute the double-layer potential will inherit the error. How that error interacts with the error in the asymptotic approximation must then be considered. We will consider such an example for the three-dimensional case.

### 6.1 Two dimensions

For the two-dimensional examples, we use the harmonic function,

$$
\begin{equation*}
u(x)=-\frac{1}{2 \pi} \log \left|x-x_{0}\right| \tag{6.1}
\end{equation*}
$$

with $x_{0} \in \mathbb{R}^{2} \backslash \bar{D}$ and prescribe Dirichlet data by evaluating this function on the boundary (the Dirichlet data is then $\mathcal{C}^{\infty}$ ). We solve the boundary integral equation (2.4) using the Nyström method with the $N$-point periodic trapezoid rule (PTR) resulting in the numerical approximation for the density, $\tilde{\mu}_{j} \approx \tilde{\mu}\left(\varphi_{j}\right)$ with $\varphi_{j}=-\pi+2(j-1) \pi / N$ for $j=1, \cdots, N$. We compute the close evaluation of the double-layer potential at points, $x=y^{\star}-\varepsilon \nu^{\star}$ (from now on we set $\ell=1$ ), using the following four methods:

1. PTR method - Compute the double-layer potential,

$$
u\left(y^{\star}-\varepsilon \nu^{\star}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\nu_{y} \cdot\left(y^{\star}-\varepsilon \nu^{\star}-y\right)}{\left|y^{\star}-\varepsilon \nu^{\star}-y\right|^{2}} \mu(y) \mathrm{d} \sigma_{y}
$$

using the same $N$-point PTR used to solve (2.4) .
2. Subtraction method - Compute the modified double-layer potential,

$$
u\left(y^{\star}-\varepsilon \nu^{\star}\right)=-\mu\left(y^{\star}\right)+\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\nu_{y} \cdot\left(y^{\star}-\varepsilon \nu^{\star}-y\right)}{\left|y^{\star}-\varepsilon \nu^{\star}-y\right|^{2}}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y}
$$

using the same $N$-point PTR used to solve 2.4 .
3. $O\left(\varepsilon^{2}\right)$ asymptotic approximation - Compute the $O\left(\varepsilon^{2}\right)$ asymptotic approximation given by (3.18) using the new numerical method given in 5.5 using the same $N$-point PTR used to solve 2.4. 4. $O\left(\varepsilon^{3}\right)$ asymptotic approximation - Compute the $O\left(\varepsilon^{3}\right)$ asymptotic approximation given by (3.22) using the new numerical method given in (5.9) using the same $N$-point PTR used to solve 2.4). We consider two different domains, $D$ :

- A kite domain whose boundary, $B$, is given by

$$
\begin{equation*}
y(t)=(\cos t+0.65 \cos 2 t-0.65,1.5 \sin t), \quad-\pi \leq t \leq \pi \tag{6.2}
\end{equation*}
$$

- A star domain whose boundary, $B$, is given by

$$
\begin{equation*}
y(t)=r(t)(\cos t, \sin t), \quad r(t)=1+0.3 \cos 5 t, \quad-\pi \leq t \leq \pi . \tag{6.3}
\end{equation*}
$$

For both examples we pick $x_{0}=(1.85,1.65)$ which lies outside the domains. We consider $N$ fixed, $N=128$, and study the dependence of the error on $\varepsilon$ as $\varepsilon \rightarrow 0^{+}$.

In Fig. 3 we show results for the kite domain. The error, using a log scale, is presented for each of the four methods described above. The results show that the PTR method exhibits an $O(1)$ error as $\varepsilon \rightarrow 0^{+}$. The subtraction method and the asymptotic approximations all show substantially smaller errors.

To compare the four methods more quantitatively, in Fig. 4 we plot the errors made by the four methods at $y_{A}-\varepsilon \nu_{A}$ (left) and $y_{B}-\varepsilon \nu_{B}$ (right) with $10^{-6} \leq \varepsilon \leq 10^{-1}$ where $\nu_{A}$ and $\nu_{B}$ are the unit outward normals at $y_{A}=(-1.3571,-1.0607)$, and $y_{B}=(0.0571,1.0607)$, respectively. The points $y_{A}$ and $y_{B}$ are shown in each plot of Fig. 3. From the results in Fig. 4 we observe that, the error when using the PTR method increases as $\varepsilon \rightarrow 0^{+}$, while the error in the other three methods decreases. The errors made by the asymptotic approximations are monotonically decreasing as $\varepsilon \rightarrow 0^{+}$. However, the error made by the subtraction method presents a different behavior: it reaches a maximum at $\varepsilon \approx 10^{-2}$ after which it decreases as $\varepsilon$ increases. For larger values of $\varepsilon$, the double-layer potential is no longer nearly singular, so the $N$-point PTR (and therefore methods 1 and 2) become more accurate. The error is at a maximum for the subtraction method when $\varepsilon=O(1 / N)$, which is why we observe the maximum error occuring at $\varepsilon \approx 10^{-2}$. The results in Fig. 4 show a clear difference in the rate at which the errors vanish as $\varepsilon \rightarrow 0^{+}$between the subtraction method and the asymptotic approximation methods. The $O\left(\varepsilon^{3}\right)$ asymptotic approximation decays the fastest, followed by the $O\left(\varepsilon^{2}\right)$ asymptotic approximation, and then the subtraction method. For $\varepsilon<10^{-4}$, the error incurred by the $O\left(\varepsilon^{3}\right)$ asymptotic approximation levels out at machine precision. We estimate the rate at which the subtraction method and the asymptotic approximation methods decay with respect to $\varepsilon$ from the slope of the best fit line through the $\log -\log$ plot of the error versus $\varepsilon$ in Fig. 5. We compute the


Figure 3: Plots of $\log _{10}$ of the error for the evaluation of the double-layer potential in the kite domain defined by 6.2 using four methods: the PTR method (upper left), the subtraction method (upper right), the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method (lower left), and the $O\left(\varepsilon^{3}\right)$ asymptotic approximation method (lower right). In each of these plots, boundary points $y_{A}=(-1.3571,-1.0607)$ and $y_{B}=(0.0571,1.0607)$ are plotted as red $\times$ 's.


Figure 4: Log-log plots of the errors made in computing the double-layer potential by the four methods shown in Fig. 3 at $y_{A}-\varepsilon \nu_{A}$ (left) and at $y_{B}-\varepsilon \nu_{B}$ (right) for $10^{-6} \leq \varepsilon \leq 10^{-1}$.
slope for each evaluation point $y\left(t_{j}\right)-\varepsilon \tilde{\nu}\left(t_{j}\right)$ where $t_{j}=-\pi+2(j-1) \pi / N$ for $j=1, \cdots, N$, and we vary $\varepsilon$. For the subtraction method, we consider $\varepsilon$ values such that $10^{-6} \leq \varepsilon \leq 10^{-2}$, and for the
$O\left(\varepsilon^{2}\right)$ and $O\left(\varepsilon^{3}\right)$ asymptotic approximation methods, we consider the same range but only include values where the error is greater than $10^{-15}$. The results shown in Fig. 5 indicate that the subtraction method decays linearly with $\varepsilon$, and the rates of the asymptotic approximations are consistent with the analysis presented in Section 3 .


Figure 5: Estimated order of accuracy in computing the double-layer potential in the kite domain when using the subtraction method (blue $\circ$ ), the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method (red $\times$ ), and the $O\left(\varepsilon^{3}\right)$ asymptotic approximation method (yellow + ) for varying values of $t$.

For the second example of computing the double-layer potential in the star domain, Figures 6, 7, and 8 are analogous to Figures 3, 4, and 5 for the kite domain. The characteristics of the errors for this second domain are exactly the same as described for the kite domain.

## Summary of the results

In the case of two dimensional-problems, the subtraction method yields a method whose error decays linearly with the distance away from the boundary. The $O\left(\varepsilon^{2}\right)$ and $O\left(\varepsilon^{3}\right)$ asymptotic approximations methods are much more accurate for close evaluation points. Moreover, only relatively modest resolution is required for these asymptotic approximations to be effective. However, the error for these asymptotic approximations are monotonically increasing with the distance to the boundary, so they are not accurate for points further away from the boundary. The results given by the asymptotic analysis provide guidance on where to apply these asymptotic approximations effectively. For all of these reasons, we find that the asymptotic approximations and corresponding numerical methods are useful for two-dimensional problems.

### 6.2 Three dimensions

Let $\left(x_{1}, x_{2}, x_{3}\right)$ denote an ordered triple in a Cartesian coordinate system. To study the computation of the double-layer potential in three dimensions, we consider the harmonic function,

$$
\begin{equation*}
u\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{\sqrt{\left(x_{1}-5\right)^{2}+\left(x_{2}-4\right)^{2}+\left(x_{3}-3\right)^{2}}} \tag{6.4}
\end{equation*}
$$

in the domain whose boundary is given by, for $\theta \in[0, \pi], \varphi \in[-\pi, \pi]$,

$$
\begin{equation*}
y(\theta, \varphi)=\left[2-\frac{1}{1+100(1-\cos \theta)^{2}}\right](\sin \theta \cos \varphi, 2 \sin \theta \sin \varphi, \cos \theta) \tag{6.5}
\end{equation*}
$$

This boundary surface is shown in Fig. 9 (left) along with its intersection with the vertical $x_{1} x_{3}$-plane (center) and the horizontal $x_{1} x_{2}$-plane (right). We solve boundary integral equation 2.4 using the


Figure 6: Plots of $\log _{10}$ of the error for the evaluation of the double-layer potential in the star domain defined by 6.3) using four methods: the PTR method (upper left), the subtraction method (upper right), the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method (lower left), and the $O\left(\varepsilon^{3}\right)$ asymptotic approximation method (lower right). In each of these plots, boundary points $y_{A}=(-1.3571,-1.0607)$ and $y_{B}=(0.0571,1.0607)$ are plotted as red $\times$ 's.


Figure 7: Log-log plots of the errors made in computing the double-layer potential by the four methods shown in Fig. 6 at $y_{A}-\varepsilon \nu_{A}$ (left) and at $y_{B}-\varepsilon \nu_{B}$ (right) for $10^{-6} \leq \varepsilon \leq 10^{-1}$.

Galerkin method 4-7]. The Galerkin method approximates the density according to

$$
\begin{equation*}
\tilde{\mu}(\theta, \varphi) \approx \tilde{\mu}^{N}(\theta, \varphi)=\sum_{n=0}^{N-1} \sum_{m=-n}^{n} \hat{\mu}_{n m} Y_{n m}(\theta, \varphi) \tag{6.6}
\end{equation*}
$$



Figure 8: Estimated order of accuracy in computing the double-layer potential in the star domain when using the subtraction method (blue $\circ$ ), the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method (red $\times$ ), and the $O\left(\varepsilon^{3}\right)$ asymptotic approximation method (yellow $*$ ) for varying values of $t$.
with $\left\{Y_{n m}\right\}$ denoting the orthonormal set of spherical harmonics. For these results, we have set $N=48$. We have computed the close evaluation of the double-layer potential at points $x=y^{\star}-\varepsilon \nu^{\star}$, using the


Figure 9: The boundary surface defined by (6.5 that is used to exemplify the evaluation of the double layer potential in three dimensions (left), and the intersections of this boundary with the $x_{1} x_{3}$-plane (center), and $x_{1} x_{2}$-plane (right).
following two different methods for comparison.

1. Numerical approximation - Compute the modified double-layer potential,

$$
u\left(y^{\star}-\varepsilon \nu^{\star}\right)=-\mu\left(y^{\star}\right)+\frac{1}{4 \pi} \int_{B} \frac{\nu_{y} \cdot\left(y^{\star}-\varepsilon \nu^{\star}-y\right)}{\left|y^{\star}-\varepsilon \nu^{\star}-y\right|^{3}}\left[\mu(y)-\mu\left(y^{\star}\right)\right] \mathrm{d} \sigma_{y}
$$

using the three-step numerical method described in $\sqrt{13}$. For the first step, the modified double-layer potential is written in spherical coordinates that has been rotated so that $y^{\star}$ is aligned with the north pole. For the second step, the $2 N$-point PTR is used to compute the integral in the azimuthal angle. For the third step, the $N$-point Gauss-Legendre quadrature rule mapped to $[0, \pi]$ is used to compute the integral in the polar angle.
2. $O\left(\varepsilon^{2}\right)$ Asymptotic approximation - Compute the asymptotic approximation given by 4.22 using the method given in 5.18) (with $N=48$ ).
The error of the numerical method has been shown to decay quadratically with $\varepsilon$ when $\varepsilon \ll 1 / N 13$. This quadratic error decay occurs because, in the rotated coordinate system, the azimuthal integration
acts as an averaging operation yielding a smooth function of the polar angle that is computed to high order using Gaussian quadrature. However, this asymptotic error estimate is valid only when the numerical approximation of the density is sufficiently resolved. If $N$ in $\sqrt{6.6}$ is not sufficiently large that $\left|\hat{\mu}_{n m}\right|$ for $n>N$ is negligibly small, then the truncation error associated with (6.6) may interrupt this quadratic error decay. For the domain here, with $N=48$, we find that the estimated truncation error for 6.6 is approximately $10^{-8}$. While this error is relatively small, it is not small enough to observe the error's quadratic rate of decay. We would have to consider a much larger value of $N$ to observe that decay rate. However, computing the numerical solution of boundary integral equation (2.4) with $N>48$ becomes restrictively large. For this case, a question emerges about how well the asymptotic approximations perform when one has limited resolution for the density. In what follows, we evaluate what the subtraction method and the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method do in this limited resolution situation.

Error results for the computation of the double-layer potential in this domain for each of the two methods described above appear in Fig. 10 . The top row shows the error on the slice of the domain through the vertical $x_{1} x_{3}$-plane for the numerical method (left) and the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method (right).The point $y_{A}=(1.7830,0,0.8390)$ is plotted as a red $\times$ symbol in both plots. The bottom row shows the errors of the same methods (left for the numerical method, right for the $O\left(\varepsilon^{2}\right)$ asymptotic approximation method) on the slice of the domain through the horizontal $x_{1} x_{2}$-plane. The point $y_{B}=(1.7439,1.19175,0)$ is plotted as a red $\times$ symbol in both plots.

In Fig. 11, we show the errors computed at $y_{A}-\varepsilon \nu_{A}$ (left) and $y_{B}-\varepsilon \nu_{B}$ (right) for varying $\varepsilon$, where $\nu_{A}$ and $\nu_{B}$ are the unit outward normals at $y_{A}$, and $y_{B}$, respectively. In contrast to the twodimensional results, we find that the error for the numerical method is approximately $10^{-8}$ for all values of $\varepsilon$. This error is due to the truncation error made by the Galerkin method. Because the truncation error dominates at this resolution, we are not able to see its quadratic decay as $\varepsilon \rightarrow 0^{+}$. If a higher resolution computation was used to solve the boundary integral equation, the error of the numerical method would exhibit a similar behavior to that made by the subtraction method for the two-dimensional examples. In particular, the error would have a maximum at $\varepsilon=O(1 / N)$ about which the error decays. We observe that the $O\left(\varepsilon^{2}\right)$ asymptotic method decays monotonically with $\varepsilon$ even when $N=48$.

We estimate the order of accuracy in Fig. 12. The results for the estimated order of accuracy over the points intersecting the vertical $x_{1} x_{3}$-plane are shown in the left plot of Fig. 12 . For those results we determine the estimated order of accuracy by determining the best fit line through the log-log plot of the error versus $\varepsilon$ for several values of the extended polar angle, $s_{0} \in[0,2 \pi]$. This extended polar angle parameterizes the circle on the unit sphere lying on the $x_{1} x_{3}$-plane that starts and ends at the north pole. The results for the estimated order of accuracy over the points intersecting the horizontal $x_{1} x_{2}$-plane are shown in the right plot of Fig. 12 For those results we determine the estimated order of accuracy by determining the best fit line through the log-log plot of the error versus $\varepsilon$ for several values of the azimuthal angle, $t_{0} \in[0,2 \pi]$. Because of the resolution limitation in the Galerkin method, we are not able to see that the order of accuracy for the numerical method is two. In fact, the error is nearly uniform with respect to $\varepsilon$ because it is the truncation error of 6.6 that is dominating. Despite the resolution limitation in the Galerkin method, we find that the $\bar{O}\left(\varepsilon^{2}\right)$ asymptotic approximation has an order accuracy of nearly two. These results suggest that the asymptotic approximation offers an effective alternative when the resolution of the boundary integral equation is limited.

## Summary of the results

For three-dimensional problems, the subtraction method is more effective when computed in an appropriate rotated coordinate system than for two-dimensional problems. The subtraction method is more effective in three dimensions because in this rotated coordinate system, integration with respect to the azimuthal angle is a natural averaging operation that regularizes the integral thereby allowing for the use of a high-order quadrature rules for integration with respect to the polar angle. Provided that the density is sufficiently resolved, the subtraction method has been shown to decay quadratically


Figure 10: Plots of $\log _{10}$ of the error made in computing the double-layer potential by the numerical approximation (left column) and the $O\left(\varepsilon^{2}\right)$ asymptotic approximation (right column) in the domain whose boundary is shown in Fig. 9. The top row of plots show the error on the $x_{1} x_{3}$-plane, and the bottom row of plots show the error on the $x_{1} x_{2}$-plane. In the top row of plots, the point $y_{A}=(1.7830,0,0.8390)$ is plotted as a red $\times$, and in the bottom row of plots, the point $y_{B}=(1.7439,1.19175,0)$ is plotted as a red $\times$.


Figure 11: Log-log plots of the errors made by the two methods shown in Fig. 10 at $y_{A}-\varepsilon \nu_{A}$ (left) and at $y_{B}-\varepsilon \nu_{B}$ (right) for $10^{-6} \leq \varepsilon \leq 0.5$.
with the distance away from the boundary 13 . The $O\left(\varepsilon^{2}\right)$ asymptotic approximation also decays


Figure 12: Estimated order of accuracy for the numerical approximation (blue o), and the $O\left(\varepsilon^{2}\right)$ asymptotic approximation (red $\times$ ) on the $x_{1} x_{3}$-plane (left plot) and on the $x_{1} x_{2}$-plane (right plot). Results on the $x_{1} x_{3}$-plane are given in terms of the extended polar angle, $s_{0} \in[0,2 \pi]$, which parameterizes the circle on the unit sphere lying on the $x_{1} x_{3}$-plane that starts and ends at the north pole. Results on the $x_{1} x_{2}$-plane are given in terms of the azimuthal angle, $t_{0} \in[0,2 \pi]$.
quadratically. However, it is not as sensitive to the accuracy of the density. For this reason, we find that the asymptotic approximation is a good alternative for three-dimensional problems, especially when the density is not highly resolved.

## 7 Conclusion

We have evaluated the leading-order asymptotic behavior for the close evaluation of the double-layer potential in two and three dimensions. By developing new numerical methods using these asymptotic approximations, we obtain accurate and effective methods for computing double-layer potentials at close evaluation points. Our numerical examples demonstrate the effectiveness of these asymptotic approximations and corresponding numerical methods.

The key to this methodology of using the asymptotic analysis is the insight it provides. The leading-order asymptotic behavior of the close evaluation of the double-layer potential is given by its local Dirichlet data plus a correction that is nonlocal. It is this nonlocal term that makes the close evaluation problem challenging to address using only numerical methods. It is consistent with the fact that solutions of boundary value problems for elliptic partial differential equations have a global dependence on their boundary data. By explicitly computing this correction using asymptotic analysis, we have been able to develop an effective numerical method for the close evaluation problem. Moreover, the asymptotic error estimates provide guidance on where to apply these approximations, namely, for evaluation points closer to the boundary than the boundary mesh spacing. The result of this work is an accurate and efficient method for computing the close evaluation of the double-layer potential.

Future work includes rigorously proving the assumptions we have made in the asymptotic analysis conjectures. Then, the asymptotic approximation method can be extended to other layer potentials and other boundary value problems. Future work will include extending these methods to applications of Stokes flow, plasmonics, and others.

## A Uniform bounds for nonuniform asymptotic expansions

In this section we provide justification for the order of the asymptotic expansions after integration
for (3.8), (3.15), 4.12), 4.19). Throughout the paper we assume that the general boundary $B$ is an analytic closed boundary that can be mapped to $S^{n-1}, n=2,3$ (with an analytic diffeomorphism). Therefore, we establish the result for the unit circle (where calculations are explicit), and for the integrand of 3.5 . To obtain (3.15, 4.12, 4.19 one proceeds similarly. One can check that in this case the integrand of 3.5 becomes:

$$
\begin{equation*}
F(t ; \varepsilon)=\frac{\ell(\varepsilon \ell-2)}{2} \frac{1}{2+\varepsilon \ell(\varepsilon \ell-2)+2(\varepsilon \ell-1) \cos (t)}(\mu(t)-\mu(0)) \tag{A.1}
\end{equation*}
$$

with the abuse of notation $\mu(t)=\mu(y(t))$.
Lemma A. 1 (Nonuniform expansion with uniform bounds on the unit circle). $\int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}} F(t ; \varepsilon) d t=$ $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon F(\varepsilon T ; \varepsilon) d T=\sum_{k=0}^{N} \varepsilon^{k} a_{k}+O\left(\varepsilon^{N}\right)$, for $F$ given by A.1), with $\left(a_{k}\right)_{k}$ depending on $\mu$ and its derivatives at 0 .

Proof. The proof is divided in three steps.
Step 1: Write $F(\varepsilon T ; \varepsilon)=\sum_{k=-1}^{N} \varepsilon^{k} F_{k}(T)+O\left(\varepsilon^{N+1}\right)$ and provide an explicit expression for $F_{k}(T)$. We define $G(t ; \varepsilon):=2+\varepsilon \ell(\varepsilon \ell-2)+2(\varepsilon \ell-1) \cos (t)$. By substituting $t=\varepsilon T$ and expanding about $\varepsilon=0$ we get

$$
\begin{aligned}
& G(\varepsilon T ; \varepsilon)=2+\varepsilon^{2} \ell^{2}-2 \varepsilon \ell+2(\varepsilon \ell-1)\left[1-\frac{\varepsilon^{2} T^{2}}{2}+\frac{\varepsilon^{4} T^{4}}{4!}+\ldots\right] \\
& =\varepsilon^{2}\left(\ell^{2}+T^{2}\right)\left[1-\varepsilon \frac{\ell T^{2}}{\ell^{2}+T^{2}}+\varepsilon^{2} P(\varepsilon, T)\right]
\end{aligned}
$$

where $P(\varepsilon, T)$ is a polynomial in $\varepsilon$ and a sum of rational functions in $T$. Then, after expanding and rearranging the terms we have

$$
\begin{aligned}
& \frac{1}{G(\varepsilon T ; \varepsilon)}=\frac{1}{\varepsilon^{2}\left(\ell^{2}+T^{2}\right)}\left[1+\sum_{m=1}^{N}\left[-\varepsilon \frac{\ell T^{2}}{\ell^{2}+T^{2}}+\varepsilon^{2} P(\varepsilon, T)\right]^{m}\right] \\
& =\frac{1}{\varepsilon^{2}} \frac{1}{\left(\ell^{2}+T^{2}\right)}+\sum_{\substack{m=-1 \\
2 m+4 \\
\sum^{2 m+4} \alpha_{j} T^{j}}}^{N-2} \varepsilon^{m} P_{m}(T)+\ldots
\end{aligned}
$$

where $P_{m}(T)=\frac{\sum_{j=m+1} \alpha_{j} T^{j}}{\left(\ell^{2}+T^{2}\right)^{m+3}}$, with $\alpha_{j} \in \mathbb{R}, j \in \mathbb{N}$ polynomial coefficients. From here on after we will still denote $\alpha_{j}$ while the value can change after each operation.
Plugging this expansion into $F$ and expanding the density, $\mu(t)$, we obtain, again after combining terms

$$
\begin{aligned}
F(\varepsilon T ; \varepsilon) & =\frac{\ell(\varepsilon \ell-2)}{2}\left[\frac{1}{\varepsilon^{2}} \frac{1}{\left(\ell^{2}+T^{2}\right)}+\sum_{m=-1}^{N-2} \varepsilon^{m} P_{m}(T)+\ldots\right]\left[\sum_{k=1}^{N} \varepsilon^{k} T^{k} \mu^{(k)}(0)+\ldots\right] \\
& =-\frac{\ell T \mu^{\prime}(0)}{\varepsilon\left(\ell^{2}+T^{2}\right)}+\sum_{k=0}^{N} \varepsilon^{k} F_{k}(T)+O\left(\varepsilon^{N+1}\right)=\sum_{k=-1}^{N} \varepsilon^{k} F_{k}(T)+O\left(\varepsilon^{N+1}\right),
\end{aligned}
$$

with $F_{k}(T)=\frac{\sum_{j=k+1}^{3(k+1)} \alpha_{j}(\mu) T^{j}}{\left(\ell^{2}+T^{2}\right)^{k+2}}, k \geq 2$, and $\alpha_{j}(\mu) \in \mathbb{R}$ coefficients depending on $\mu$ and its derivatives at 0 . $F_{0}$ and $F_{1}$ can be found in the Mathematica notebook 19].
Step 2: Prove that $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon^{k+1} F_{k}(T) d T=O\left(\varepsilon^{k}\right)$, for all $k \geq 0$. One can check that $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} F_{-1}(T) d T=$

0 , and a straightforward computation gives that $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon^{k+1} F_{k}(T) d T=O\left(\varepsilon^{k}\right), k=0,1$. Details of calculations can be found in the Mathematica notebook 19]. Note that some of the integrals are treated as a Cauchy principal value. For $k \geq 2$, one has

$$
\left|F_{k}(T)\right| \leq \sum_{j=k+1}^{3(k+1)}\left|\alpha_{j}(\mu)\right| T^{j-2 k-4} \leq \sum_{j=-k-3}^{k-1}\left|\alpha_{j}(\mu)\right| T^{j}
$$

It follows that

$$
\left|\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon^{k+1} F_{k}(T) d T\right| \leq \sum_{j=1}^{2 k+3}\left|\alpha_{j}(\mu)\right| \varepsilon^{\frac{2 k+1-j}{2}} \leq M_{k} \varepsilon^{k}, M_{k}=2(k+1) \max _{j \in \llbracket 1,2 k+3 \rrbracket}\left|\alpha_{j}(\mu)\right|,
$$

leading to $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon^{k+1} F_{k}(T) d T=O\left(\varepsilon^{k}\right)$, for all $k \geq 0$.
Step 3: Establish uniform convergence. We have

$$
\int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}} F(t ; \varepsilon) d t=\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon F(\varepsilon T ; \varepsilon) d T=\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}}\left(\sum_{k=0}^{N} \varepsilon^{k+1} F^{k}(T)+O\left(\varepsilon^{N+2}\right)\right) d T .
$$

Using Tonelli's theorem it follows that

$$
\begin{aligned}
& \left|\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon F(\varepsilon T ; \varepsilon)-\sum_{k=0}^{N} \varepsilon^{k+1} F^{k}(T) d T\right|=\left|\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}}\left(\sum_{k=N+1}^{\infty} \varepsilon^{k+1} F^{k}(T)\right) d T\right| \\
& \leq \sum_{k=N+1}^{\infty}\left|\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}} \varepsilon^{k+1} F^{k}(T) d T\right| \leq \sum_{k=N+1}^{\infty} M_{k} \varepsilon^{k} \leq M_{N+1} \varepsilon^{N+1}\left(1+\sum_{k=1}^{\infty} \tilde{M}_{k} \varepsilon^{k}\right)
\end{aligned}
$$

leading to $\int_{-1 / \sqrt{\varepsilon}}^{1 / \sqrt{\varepsilon}}\left(\varepsilon F(\varepsilon T ; \varepsilon)-\sum_{k=0}^{N} \varepsilon^{k+1} F^{k}(T)\right) d T=O\left(\varepsilon^{N+1}\right)$.

## B Rotations on the sphere

We give the explicit rotation formulas over the sphere used in the numerical method for the asymptotic approximation in three dimensions. Consider $y, y^{\star} \in S^{2}$. We introduce the parameters $\theta \in[0, \pi]$ and $\varphi \in[-\pi, \pi]$ and write

$$
\begin{equation*}
y=y(\theta, \varphi)=\sin \theta \cos \varphi \hat{\imath}+\sin \theta \sin \varphi \hat{\mathrm{\jmath}}+\cos \theta \hat{\mathrm{k}} \tag{B.1}
\end{equation*}
$$

The parameter values, $\theta^{\star}$ and $\varphi^{\star}$, are set such that that $y^{\star}=y\left(\theta^{\star}, \varphi^{\star}\right)$. We would like to work in the rotated, uvw-coordinate system in which

$$
\begin{align*}
\hat{\mathrm{u}} & =\cos \theta^{\star} \cos \varphi^{\star} \hat{\mathrm{\imath}}+\cos \theta^{\star} \sin \varphi^{\star} \hat{\mathrm{j}}-\sin \theta^{\star} \hat{\mathrm{k}} \\
\hat{\mathrm{v}} & =-\sin \varphi^{\star} \hat{\mathrm{\imath}}+\cos \varphi^{\star} \hat{\mathrm{j}}  \tag{B.2}\\
\hat{\mathrm{w}} & =\sin \theta^{\star} \cos \varphi^{\star} \hat{\mathrm{\imath}}+\sin \theta^{\star} \sin \varphi^{\star} \hat{\mathrm{j}}+\cos \theta^{\star} \hat{\mathrm{k}}
\end{align*}
$$

Notice that $\hat{\mathrm{w}}=y^{\star}$. For this rotated coordinate system, we introduce the parameters $s \in[0, \pi]$ and $t \in[-\pi, \pi]$ such that

$$
\begin{equation*}
y=y(s, t)=\sin s \cos t \hat{\mathrm{u}}+\sin s \sin t \hat{\mathrm{v}}+\cos s \hat{\mathrm{w}} \tag{B.3}
\end{equation*}
$$

It follows that $y^{\star}=y(0, \cdot)$. By equating B.1 and B.3 and substituting B.2 into that result, we obtain

$$
\left[\begin{array}{c}
\sin \theta \cos \varphi  \tag{B.4}\\
\sin \theta \sin \varphi \\
\cos \theta
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta^{\star} \cos \varphi^{\star} & -\sin \varphi^{\star} & \sin \theta^{\star} \cos \varphi^{\star} \\
\cos \theta^{\star} \sin \varphi^{\star} & \cos \varphi^{\star} & \sin \theta^{\star} \sin \varphi^{\star} \\
-\sin \theta^{\star} & 0 & \cos \theta^{\star}
\end{array}\right]\left[\begin{array}{c}
\sin s \cos t \\
\sin s \sin t \\
\cos s
\end{array}\right]
$$

We rewrite B. 4 compactly as $\hat{y}(\theta, \varphi)=R\left(\theta^{\star}, \varphi^{\star}\right) \hat{y}(s, t)$ with $R\left(\theta^{\star}, \varphi^{\star}\right)$ denoting the $3 \times 3$ orthogonal rotation matrix. We now seek to write $\theta=\theta(s, t)$ and $\varphi=\varphi(s, t)$. To do so, we introduce

$$
\begin{align*}
& \xi\left(s, t ; \theta^{\star}, \varphi^{\star}\right)=\cos \theta^{\star} \cos \varphi^{\star} \sin s \cos t-\sin \varphi^{\star} \sin s \sin t+\sin \theta^{\star} \cos \varphi^{\star} \cos s,  \tag{B.5}\\
& \eta\left(s, t, \theta^{\star}, \varphi^{\star}\right)=\cos \theta^{\star} \sin \varphi^{\star} \sin s \cos t+\cos \varphi^{\star} \sin s \sin t+\sin \theta^{\star} \sin \varphi^{\star} \cos s,  \tag{B.6}\\
& \zeta\left(s, t, \theta^{\star}, \varphi^{\star}\right)=-\sin \theta^{\star} \sin s \cos t+\cos \theta^{\star} \cos s . \tag{B.7}
\end{align*}
$$

From B.4, we find that

$$
\begin{equation*}
\theta=\arctan \left(\frac{\sqrt{\xi^{2}+\eta^{2}}}{\zeta}\right), \text { and } \varphi=\arctan \left(\frac{\eta}{\xi}\right) \tag{B.8}
\end{equation*}
$$

With these formulas, we can write $\theta=\theta(s, t)$ and $\varphi=\varphi(s, t)$.

## C Spherical Laplacian

In this Appendix, we establish the result given in 4.10). We first seek an expression for $\left.\partial_{s}^{2}[\cdot]\right|_{s=0}$ in terms of $\theta$ and $\varphi$. By the chain rule, we find that

$$
\begin{equation*}
\left.\frac{\partial^{2}}{\partial s^{2}}[\cdot]\right|_{s=0}=\left.\left[\left(\frac{\partial \theta}{\partial s}\right)^{2} \frac{\partial^{2}}{\partial \theta^{2}}+\left(\frac{\partial \varphi}{\partial s}\right)^{2} \frac{\partial^{2}}{\partial \varphi^{2}}+2 \frac{\partial \theta}{\partial s} \frac{\partial \varphi}{\partial s} \frac{\partial^{2}}{\partial \theta \partial \varphi}+\frac{\partial^{2} \theta}{\partial s^{2}} \frac{\partial}{\partial \theta}+\frac{\partial^{2} \varphi}{\partial s^{2}} \frac{\partial}{\partial \varphi}\right]\right|_{s=0} \tag{C.1}
\end{equation*}
$$

Using $\theta$ and $\varphi$ defined in B.8, we find that

$$
\begin{align*}
& \left.\frac{\partial \theta(s, t)}{\partial s}\right|_{s=0}=\cos t,\left.\quad \frac{\partial^{2} \theta(s, t)}{\partial s^{2}}\right|_{s=0}=\frac{\cos \theta^{\star}}{\sin \theta^{\star}} \sin ^{2} t  \tag{C.2}\\
& \left.\frac{\partial \varphi(s, t)}{\partial s}\right|_{s=0}=\frac{\sin t}{\sin \theta^{\star}},\left.\quad \frac{\partial^{2} \varphi(s, t)}{\partial s^{2}}\right|_{s=0}=-\frac{\cos \theta^{\star}}{\sin ^{2} \theta^{\star}} \sin 2 t \tag{C.3}
\end{align*}
$$

Note that at $s=0$, we have $\theta^{\star}=\theta$. Substituting C.2 - C.3 into C.1 and replacing $\theta^{\star}$ by $\theta$, we obtain

$$
\begin{align*}
&\left.\frac{\partial^{2}}{\partial s^{2}}[\cdot]\right|_{s=0}=\cos ^{2} t \frac{\partial^{2}}{\partial \theta^{2}}+\sin ^{2} t \frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}+2 \cos t \sin t \frac{1}{\sin \theta} \frac{\partial^{2}}{\partial \theta \partial \varphi} \\
&+\sin ^{2} t \frac{\cos \theta}{\sin \theta} \frac{\partial}{\partial \theta}-\sin 2 t \frac{\cos \theta}{\sin ^{2} \theta} \frac{\partial}{\partial \varphi} \tag{C.4}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
\left.\frac{1}{\pi} \int_{0}^{\pi} \frac{\partial^{2}}{\partial s^{2}}[\cdot]\right|_{s=0} \mathrm{~d} t=\frac{1}{2}\left[\frac{\partial^{2}}{\partial \theta^{2}}+\frac{\cos \theta}{\sin \theta} \frac{\partial}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}\right]=\frac{1}{2} \Delta_{S^{2}} \tag{C.5}
\end{equation*}
$$

which establishes the result.
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