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Abstract. The value of data-driven healthcare is the possibility to de-
tect new patterns for inpatient care, treatment, prevention, and compre-
hension of disease or to predict the duration of hospitalization, its cost
or whether death is likely to occur during the hospital stay.

Modeling precise patients phenotype representation from clinical data
is challenging over its high-dimensionality, noisy and missing data to
be processed into a new low-dimensionality space. Likewise, processing
unsupervised learning models into a growing clinical data raises many
issues, in terms of algorithmic complexity, such as time to model conver-
gence and memory capacity.

This paper presents DiagnoseNET framework to automate patient phe-
notype extractions and apply them to predict different medical targets.
It provides three high-level features: a full-workflow orchestration into
stage pipelining for mining clinical data and using unsupervised feature
representations to initialize supervised models; a data resource manage-
ment for training parallel and distributed deep neural networks.

As a case of study, we have used a clinical dataset from admission and
hospital services to build a general purpose inpatient phenotype repre-
sentation to be used in different medical targets, the first target is to
classify the main purpose of inpatient care.

The research focuses on managing the data according to its dimensions,
the model complexity, the workers number selected and the memory
capacity, for training unsupervised staked denoising auto-encoders over
a Mini-Cluster Jetson TX2.

Therefore, mapping tasks that fit over computational resources is a key
factor to minimize the number of epochs necessary to model converge,
reducing the execution time and maximizing the energy efficiency.

Keywords: Health Care Decision-Making · Unsupervised Representa-
tion Learning · Distributed Deep Neural Networks
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1 Introduction

A critical step of personalized medicine is to develop accurate and fast artificial
intelligence systems with lower rates of energy used for tailoring medical care
(e.g. treatment, therapy and usual doses) to the individual patient and predict
the length and cost of the hospital stay. In this context, inferring common patient
phenotype patterns that could depict disease variations, disease classification and
patient stratification, requires massive clinical datasets and computationally in-
tensive models [1, 2]. Thus, the complex structure, noisy and missing data from
large Electronic Health Records (EHR) data became a core computational task
to automated phenotype extractions [3].

In this paper, we describe the unsupervised learning method for mining her
data and build low-dimensional phenotype representations using a mini-cluster
with 14 Jetson TX2 in order to distribute training and to obtain a patient pheno-
type representation. This representation could be used as an input of supervised
learning algorithms to predict the main purpose of inpatient care.

We present an application-framework called DiagnoseNET that provides three
high-level features: The first allows the construction of a processing workflow to
select and extract the data to be processed, to construct a binary representation,
to reduce its dimensions through unsupervised learning and to process the data
through supervised learning; the second is a data resource management to feed-
ing the clinical dataset into the Jetson TX2 according to their memory capacity,
while multiple replicas of a model are used for minimizing the loss function and
third, an energy-monitoring tool for scalability analyses impact of using differ-
ent batch size factor to minimize the number of epochs needed to converge and
projected the energy efficiency measures.

2 Related work

In the past century, health research models were traditionally designed to identify
patient patterns given a single target disease, where domain experts supervised
definitions of the feature scales for that particular target and usually worked
with small sample size, which was collected for research purpose [4, 5]. Never-
theless, in general, clinical data are noisy, irregular and unlabeled to directly
discover the underlying phenotypes. This is supposed to be a limitation for this
approach. Nowadays, computer science has facilitated the design and the imple-
mentation of emerging frameworks and practical approaches, offering different
ways to extract valuable information as phenotypes [6].

To derive patients’ phenotypes, it is necessary to extract the occurrence of
their medical data (demographics, medical diagnoses, procedures performed, cog-
nitive status, etc.). Although possibly the evolution of this information over time
must be able to be extracted. A used method is vector based representation in
which, for each medical target is constructed a matrix correlation between pa-
tients and medical group features [7], The generation of the different vectors
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generally takes an important time. A couple of other possibilities are nonnegative
matrix factorisation and nonnegative tensor factorisation for extracting pheno-
types as a set of matrices, tensor candidates that show patients clusters linked
on specific medical features and their date [8–10]. Other approaches use non-
negative vectors for embedding the clinical codes and use word representations
as (skip-gram or Glove) to generate the corresponding visit representation [11].

Nevertheless, after the success of unsupervised feature learning for training
unlabeled data to dimensionality reduction and learn good general features rep-
resentations and used either as input for a supervised learning algorithm [12], the
application of employ it to produce patient phenotype representations can signif-
icantly improve predictive clinical model for a diverse array of clinical conditions
as it was shown in deep patient approach [13].

Other derivative approaches use a record into a sequence of discrete elements
separated by coded time, in which uses the unsupervised embedding Word2Vec
to pre-detected the continuous vector space, them uses a convolution operation
which detects local co-occurrence and pooled to build a global feature vector,
which is passed into a classifier [14].

Another approach train a recurrent neural network with attention mecha-
nism to embed patients visit vector to visit the representation, which is then fed
to a neural network model to make the final prediction [15].

However, these approaches to derive patients’ phenotypes algorithms demand
considerable effort in deploying preprocessing pipelines and data transformation,
in which are built without taking into account the response time.

In this perspective, a large number of authors have explored scaling up deep
learning networks, training well-known datasets focused on the impact of syn-
chronization protocol and state gradient updates [16–18]. At the same time,
other groups have been working on high-level frameworks to easily scale out to
multiple machines to extend libraries for parameter management to allow more
agile development, faster and fine tuning hyper-parameter exploration [19, 20].
All these developments are not applied to medical care and do not consider
energy consumption.

Our aim is to construct a completed framework for scaling deep learning
techniques in direction of extracting effective patient phenotype representations
on low-power platforms for empowering the hospitals and medical centers their
ability to monitor health, to early disease detection and manage to personalize
treatments to specific patient profiles.

3 Material and Methods

Figure 1 shows the workflow implemented in the DiagnoseNET application. It
highlights the different steps needed to build the phenotype whose goal is to cre-
ate an equivalent but smaller representation for more effective clinical or medico-



4 GARCÍA H. John A et al.

administrative prediction. The first stage is to focus mining EHR data to drive
a binary matrix of patient term documents from the clinical document architec-
ture. The second stage unsupervised representation maps the patient’s binary
representation via an unsupervised stacked denoising auto-encoder to obtain a
new latent space and identify the patient’s phenotypic representations. And the
third stage focuses on supervised learning, we use the latent representation of
patients as an input for a random forest classifier, and as an initialiser for deep
neural networks. The different results are compared to the binary representation
of the patient.

Fig. 1: Workflow scheme to automate patient phenotype extractions and apply them
to predict different medical targets.
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Mining EHR Data

The growing health-wide research is largely due to the clinical dataset is com-
posed of a secondary usage of patient records collected in admission and hospital
process [21]. Therefore the EHR is not a direct reflection of patient and their
physiology but is a reflection of recording process inherent in healthcare with
noise and feedback loops [22]. A data mining library has been built as a collection
of functions to feature extraction and to build a patient document-term matrix
from a clinical dataset composed of discrete objects as diagnosis in ICD-10 codes,
medical acts in French CCAM codes and other derived objects as admission hos-
pital details represented in codes established by the French agency ATIH and
generated by the PMSI system to standardize the information contained in the
patient’s medical record. The collection functions are:

1. Clinical Document Architecture (CDA): identifies the syntax for clinical
records exchange between the system PMSI and DiagnoseNET, through the
new versions generate by the agency ATIH. The CDA schema basically con-
sists of a header and body:

– Header: Includes patient information, author, creation date, document
type, provider, etc.

– Body: Includes clinical details, demographic data, diagnosis, procedures,
admission details, etc.

2. Features Composition: Serialize each patient record and get the CDA object
for processing all patient attributes in a record object.

3. Vocabulary Composition: Enables dynamic or custom vocabulary for select-
ing and crafting the right set of corresponding patient attributes by medical
entities.

4. Label Composition: This function gets the medical target selected from the
CDA schema to build a one-hot or vector representation.

5. Binary Record: Mapping the features values from record object with the
corresponding terms in each feature vocabulary, to generate a binary corpus
using Term-document Matrix.

Unsupervised Representation Learning

After the significant success of representation learning to encode audio, images
and text with rich, high-dimensional datasets [?, 23–25]. In this work we extend
the deep patient approach [13], in which all the clinical descriptors are grouped in
patient vectors and each patient can be described by a high-dimensional vector
or by a sequence of vectors computed in a predefined temporal window.

The vector collection is used to derive the latent representation of the patient
via an unsupervised encoder network. At each step of the network, the coding
matrix and the associated latent representation of a smaller dimension are ob-
tained simultaneously as shown in Figure 2.
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Fig. 2: Unsupervised encoder network for mapping binary patient representation x to
latent patient phenotype representation z.

This unsupervised encoder network is composed of an Unsupervised Stacked
Denoising Autoencoders: a deterministic mapping from cleaning partially cor-
rupted input x̃ (denoising) to obtain a hidden features representation y = fθ(x̃)
by layer. Therefore, each stacked layer is independently trained to reconstruct
a clean input x from a corrupted version of it z = gθ′(y), this approach was
introduced by [26].

Previously each encoder was pre-trained to get a semantics representation
parameters θ′ by denoising autoencoder which was trained before, to obtain a
robust representation y = fθ(x̃) from a corrupted input x̃. This is represented
by the next steps:

1. Applied dropout to corrupting the initial input x into x̃ the stochastic map-
ping x ∼ qD(x|x).

2. The corrupted input is mapped as traditional autoencoders to get a hidden
representation y = fθ(x̃) = s(Wx̃+ b).

3. Reconstruct a schematic representation of the procedure z = gθ′(y) =
s(W ′y + b′).

4. Where the parameters θ∧θ′ are trained to minimize the average reconstruc-
tion error over training set, to have z as close as possible to the uncorrupted
input x.
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5. And this share the new semantic representation parameters θ′ to next layer
as new initial input x2 and corrupting it into x̃2 by stochastic mapping
x2 ∼ qD(x2|x2) and repeat steps.

Supervised Learning

It is well known that the general performance of machine learning algorithms -
convergence time but also accuracy - generally depends on data representations.
For this reason, the result of the unsupervised representation obtained in the
previous step can be used as input of a standard supervised machine learning
algorithms [12]. We therefore thought it relevant to compare the performances
obtained by a random forest approach and a perceptron multi-layer approach for
the different tasks allocated using either a latent representation of the phenotype
or the binary representation at its origin.

Parallel and Distributed Processing for Traning DNN

To implement these different algorithms and in particular, the stage of construc-
tion of the latent representation at the heart of this paper, we used the high level
framework provided by the Tensorflow library. It enables learning algorithms to
be deployed in parallel or distributed architectures, enabling the necessary com-
puting resources to be optimized.

It is necessary to adjust the granularity of the tasks according to the memory
capacity of the host machine, the complexity of the model and the size of the
datasets. Figure 3 describes the different hardware architectures and software
stacks used in different experiments.

Fig. 3: Data resource management for training parallel and distributed deep neural
networks and energy-monitoring tool.



8 GARCÍA H. John A et al.

To exploit the computing resources and SSD memory capacity available on
Jetson TX2, the data to be processed is distributed according to the number of
Jetson cards used. On each Jetson card, the data that has been assigned is also
divided in batch to take into account the available RAM memory space on the
Jetson cards GPU.

Then, once the data is distributed on each Jetson and the mini-batch consti-
tuted on each one, the work is distributed in the form of identical tasks. In this
first approach, all task replicas read the same model’s values to be built from
a host machine, calculate the gradients in parallel with their assigned data and
return the new gradients to the host machine using the synchronous approach
described in [27].

Dataset

The clinical dataset from admission and hospital services have an average of
85.801 inpatients records by year, with records of hospitals activities in South
French Region (PACA Region: from Marseille to Nice). It contains information
on morbidity, medical procedures, admission details and other variables, recorded
retrospectively at the end of each week observed. This information may vary
from one week to the next, depending on the evolution of the patient’s clinical
condition and management. As a case of study the clinical dataset taken 100.000
inpatients records by the year 2008 divided in 85.000 for training, 4.950 for
validation and 10.050 for test with 11.466 features or clinical descriptors.

Medical Target: Classification of Care Inpatient Purpose

The first medical target, used for this paper, is to classify the main purpose of
inpatient care, as Clinical Major Category (CMC), represented as 23 label coded
in ICD-10 codes. The PMSI system can be assigned ICD-10 codes of the Care
Inpatient Purpose as a high-level entry called Clinical Major Category used for
billing procedures. Table 1 presents two examples of hospitalization that should
be classified under the same CMC.

1.

Of course we are conducting further analysis of this dataset. Among these we
can quote: the prediction of the duration of a hospital stay and the risk of death
of the patient during this stay. The need to perform several analyses on the same
dataset fully justifies the use of a latent representation provided that this allows
the same analytical accuracy to be maintained. This is why, in an exploratory
phase, all analyses are systematically made from the latent representation and
from the binary representation. In the same way, all classifications or regressions
are made using several supervised algorithms including random forest and RNN.
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Table 1: Hierarchisation of diagnosis-related group to select the clinical major category
as labels linked with the care inpatient purpose.

Diagnosis-related Group ICD-10 Codes Definition

Patient 1 Morbidity Principal R402 Unspecified coma
Etiology I619 Nontraumatic intracerebral hemorrhage, unspecified

Medical Target Care Purpose Z515 Encounter for palliative care

Label used Clinical Major Category 20 Palliative care

Patient 2 Morbidity Principal R530 Neoplastic (malignant) relate fatigue
Etiology C20 Malignant neoplasm of rectum

Medical Target Care Purpose Z518 Encounter for other specified aftercare

Label used Clinical Major Category 60 Other disorders

4 Experiments and Results

We have carried out various experiments using different batch sizes to examine
the relationship between the convergence time of a network, its energy consump-
tion and its ability to translate a patient’s phenotype into a smaller latent space.

The last experiment carried out the possible characterization of the workload
during the execution of a DNN network, which runs on a variable number of
Jetson TX2 according to different batch sizes.

To estimate the efficiency (in terms of accuracy and energy consumption) we
measure: the loss, the accuracy, the time and the number of gradient updates by
epochs, as well, is recording the power consumption, GPU SM frequency, GPU
memory frequency and is stipulated the minimum loss value as convergence point
to stop the training process.

According to examine how fast can be trained, the DNN network and the
minimum energy consumption require to arrive at the convergence point, gives
a variable computational resources. We define three factors to evaluate the exe-
cution time and their energy efficiency:

1. The number of gradient updates as a factor to early model convergence.
2. The Model Dimensionality as a factor to generate quality latent representa-

tion.
3. The number of workers and task granularity as a factor to early model con-

vergence on synchronous distributed processing.

The number of gradient updates as a factor to early model
convergence:

To illustrate the impact of processing more gradient updates as a factor to
fast convergence, consider the traditional fully connected autoencoders (AE),
parametrized with 3-hidden layers of [2000, 1000, 500] neurons per layer, relu is
used as activation function, Adam such as optimizer and sigmoid cross entropy
as loss function. The clinical dataset uses 84.999 records for training and 4.950
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records for validation.

The same AE model has been executed using three different data batch par-
titions of 20.000, 1.420, 768 records by batch to measure the number of epochs
needed to arrive at the convergence point, characterized by the minimum loss
value of 0.6931 as shown in Figure ??. We can observe that the largest batch
partition of data requires, to reach the convergence point, a greater number
of epochs. The 20.000 batch size partition reach the convergence point in 100
epochs for 36.21 minutes for each batch, the 1.420 in 20 for 7.9 MN/batch and
the last batch size (768) in 10 epochs for 4.3 MN/batch. Thus, it is possible to
estimate that the consumption required to build the model has an average con-
sumption of [63.35, 86.61, 82.21] watts respectively with an energy consumption
of [137.65, 41.26, 21.87] kilojoules. For the dataset and model considered, a 768
item batch size is the most energy efficient for generating batch gradient updates.

The low power consumption presented in the largest data batch partition
(20.000) is generated by idle status on the GPU with a SM frequency of 847.49
MHz when the large data batch is transferred from the host memory to the
device memory. We do not observe this idle phenomenon for the others batch
size with a GPU SM frequency of 1071.97 and 1015.49 MHz. To illustrate the
impact of the idle status on the GPU, generated by large data batch partition,
we can observe the same window of 6 minutes shown in the Figure 6a. This
window is extracted of the training of the AE model when it is executed using
three different batch partitions.

The Model dimensionality as a factor to generate quality latent
representation

This subsection studies the relationship between model complexity, network con-
verge time and its reliance to generate a low-dimensional space as a latent patient
phenotype representation.

Specifically the experiment comparison using an established-set of hyperpa-
rameters on three model variations for each network to compare the sigmoid
vs. relu as activation function to generate the latent representation, using three
variations of number of neurons per layer as [4086, 2048, 768], [2000, 1000, 500]
and [500, 500, 500].

The evaluation of accuracy is measured comparing the latent representation
generated by each network model and used as input for random forest classifi-
cation of the clinical major category on 23 labels and their energy efficiency.

1. The first network selected was a traditional fully connected autoencoders
with three hidden layers to generate the latent representation.

2. The second is an End to End network using three hidden fully connected
autoencoders to generate the latent representation as input for the next four
hidden multilayer perceptron.
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3. Encoder network using three hidden unsupervised stacked denoising autoen-
coders to initialize the next three hidden layers to encode and generate the
latent representation.

The Number of workers and task granularity as a factor to early
model convergence

The experiment analyzes the scalability for training a traditional autoencoders
using different numbers of workers using an established-set of hyperparameters
in two variations of the number of neurons per layer as [2000, 1000, 500] and
[2048, 1024, 768]. The different number of Jetson-TX2 Groups are:

1. 1 P. Server and 3 workers − > Batch size: [768, 1024]
2. 1 P. Server and 6 workers − > Batch size: [1024, 1420]
3. 1 P. Server and 8 workers − > Batch size: [1066]

In this case is shown 1 PS and 8 workers processing in data parallelism
and training the unsupervised encoder network for mapping binary patient rep-
resentation x to latent patient phenotype representation z. Where shows the
synchronous cooperation of going to converge points in the Figure.

Table 2: Preliminary results for processing the unsupervised patient phenotype repre-
sentation on the mini-cluster Jetson TX2.

AE Network 1 PS and 3 Workers 1 PS and 6 Workers 1 PS and 8 Workers 1 CPU and 1 GPU
Batch Fc. Converge Time Batch Fc. Converge Time Batch Fc. Converge Time Batch Fc. Converge Time

Model 1 768 13.49 mins 1024 9.95 mins 1066 10.18 mins

Model 1 1024 11.90 mins 1420 10.51 mins

Model 2 768 14.50 mins 1024 11.40 mins 1066 11.76 mins 768 3.97 mins

Model 2 1024 12.50 mins 1420 12.48 mins 1420 5.96 mins

5 Conclusions

The work carried out so far has allowed us to highlight that the use of a well-
chosen latent representation instead of the initial binary representation could
make it possible to significantly improve processing times (up to 41%) while
maintaining the same precision.

Minimizing the execution time of a perceptron multi-layer on a Jetson TX2
cluster, whether to perform an auto-encoder or to perform a classification, de-
pends on the application’s ability to efficiently distribute data for analysis to
the various Jetsons based on the available SSD memory space and then cut that
data into a mini-batch based on the available memory space on the GPUs.

Using hundreds of gradient updates by epochs with synchronous data par-
allelism offer an efficient distributed DNN training to early convergence and
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minimize the bottleneck of data transfer from host memory to device memory
reducing the GPU idle status.

The current work on the platform aims to reinforce these main elements by
comparing the performance that can be obtained for the other tasks obtained
on various platforms.

The first platform is a standard computer with a GPU, the second platform is
a 24 Jetson TX cluster connected by an Ethernet switch and the third platform
is an array server consisting of 24 Jetson TX all connected via a Gigabit Ethernet
through a specialized managed Ethernet Switch and marketed to Connect Tech.

The performance concerns the precision that can be obtained, the execution
time of the model and the energy consumption necessary to obtain it.
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Fig. 4: Network convergence using batch partitions of [20000, 1420, 768] records to gen-
erate [4, 59, 110] gradient updates by epoch respectively.

Fig. 6: Impact of GPU idle status generated by large data batch partition, consider the
power consumption in a window of 6 minutes for the previous experiment.

63.35 Watts on average
to process 68 gradient up-
dates in 17 epochs.

86.61 Watts on average to
process 885 gradient up-
dates in 15 epochs.

82.21 Watts on average to
process 1540 gradient up-
dates in 14 epochs.



16 GARCÍA H. John A et al.

Fig. 7: Comparison of different model dimensionality using sigmoid as function to gen-
erate the latent representation.

Fig. 9: Comparison of different model dimensionality using relu as function to generate
the latent representation

Fig. 10: Evaluation between network epoch time and their accuracy to classify 23 labels,
using the latent representation as input for training random forest classifiers.
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Fig. 11: Early convergence comparison between different groups of workers and task
granularity for distributed training with 10.000 records and 11.466 features.

1.30 MN in average for processing one
epoch on 1 PS & 3 workers.

1 MN in average for processing one
epoch on 1 PS & 6 workers.

50.6 Sec in average for processing one
epoch on 1 PS & 8 workers.

25.75 Sec in average for processing one
epoch on 1CPU and 1GPU Titan X.


