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Abstract—In this paper, we study the statistical dis-
tribution of the OFDM time-domain signal amplitude to
which the optimal tone reservation (TR) PAPR reduction
solution is applied. This study comes as a major step
towards the derivation of the analytical expression of
the error vector magnitude (EVM) metric on OFDM
waveforms when non-linear amplification is used. We
demonstrate through simulations that this distribution
has a bimodal behavior and can be tightly modeled as a
superposition of two probability density functions whose
expressions are given and whose parameters are obtained
through proper estimation. From such analysis, we pro-
vide the complete distribution expression of the PAPR-
reduced OFDM signal, which can be further exploited for
the derivation of performance bounds of the TR PAPR
reduction strategy.

Index Terms—PAPR reduction, Tone Reservation,
Clipping, EVM, Probability distribution

I. INTRODUCTION

Over the last decades, multi-carrier modulations and
especially Orthogonal Frequency Division Multiplex-
ing (OFDM) have been recognized as a key transmis-
sion scheme allowing for high transmission data rates
over dispersive channels. However, a major problem
of multi-carrier modulations remains the high peak to
average power ratio (PAPR) of the generated time-
domain signal, which translates into potentially strong
power efficiency losses when amplifying the signal
with High Power Amplifiers (HPA).

The power efficiency issue related to the ampli-
fication of multicarrier signals brings challenges to
researchers which can essentially be categorized as
follows. A first strategy is to linearize the HPA itself
by means of predistortion techniques with the aim of
benefiting from a larger linear zone. HPA linearization
is today a quite mature technique and is already widely
implemented. A second solution, which can be viewed
as complementary to the former, is to process the
baseband signal so as to reduce its dynamic range, i.e.
reduce its PAPR. Since the introduction of the OFDM
concept, numerous algorithms have been introduced for

PAPR reduction indeed. The simplest one is clipping
[1] but it yields signal distortion, whereas advanced
approaches such as active constellation extension [2] or
tone reservation (TR) [3] can be used. TR offers a high
potential gain, downward compatible method and was
adopted by standards like Digital Video Broadcasting
- Second Generation Terrestrial (DVB-T2) [4].

Despite a large number of available algorithms
for PAPR reduction, analytical performance of these
algorithms has not been enough studied. Moreover,
the overall question of the efficiency of the PAPR
reduction operation suffers a lack of theoretical (not al-
gorithmic) analysis. Indeed, the analytical evaluation of
the performance metrics such as error vector magnitude
(EVM) and adjacent channel power ratio (ACPR) is of
high interest to predict the expected power efficiency
gains brought by a given PAPR reduction algorithm.
Besides, such evaluation would allow to precisely
determine the optimal parameters of the selected PAPR
reduction algorithm and optimally set the operating
point of the HPA.

In this context, a recent study aimed at evaluating the
analytical performance of the clipping PAPR reduction
method by analytical derivations of the EVM and
ACPR [5]. Nowadays, none of the advanced PAPR
reduction techniques such as TR has been analytically
evaluated. In that perspective, we propose in this paper
to model the statistical distribution of the amplitude of
OFDM signals when a TR PAPR reduction scheme is
activated. This work is an essential first step to further
derive the analytical expression of EVM for instance.
To envision the computation of performance bounds,
our study focuses on the optimal TR PAPR reduction
solution, called Quadratic Constraint Quadratic Prob-
lem (QCQP). In this paper, we investigate the statistical
effect of the QCQP on the OFDM signal amplitude
and propose an accurate statistical model for such
signal amplitude, reflecting the modifications brought
by the QCQP algorithm. Our main contribution, is to



introduce, through an in-depth analysis, an analytical
expression of the distribution of the amplitude of TR-
based PAPR-reduced OFDM signals, and then derive
the signal EVM. This will definitely open the door to
tune the TR-QCQP PAPR solution.

The rest of this paper is organized as follows. In
section II we describe the system model and detail the
PAPR reduction block in the case of clipping and of
TR with mathematical notations. We also detail the
considered HPA model and define EVM for the case
of clipping and tone reservation. In section III we
summarize the steps taken in [5] in order to evaluate
the EVM. We then move in section IV to TR technique
and show how we evaluate signal distribution in this
case. Section VI concludes this work.

II. SYSTEM MODEL

IFFT
PAPR

reduction HPA FFT
X x s z Z

Fig. 1: System model

Let us consider an OFDM transmission chain as
depicted in Fig. 1 where the time domain baseband
signal is subject to PAPR reduction operation and then
amplified by a non-linear HPA. In the sequel, the con-
sidered PAPR reduction methods will be clipping and
TR. The DVB-T2 frequency domain frame structure
[4] is considered with N subcarriers along with the
positions of the reserved tones in case of TR algorithm.

Let X ∈ CN be the original frequency domain
symbol vector and x ∈ CN its corresponding time
domain symbol vector. s is the so obtained symbol
vector after peak reduction and z that obtained af-
ter high power amplification. Z is the corresponding
frequency domain symbol vector representing the sig-
nal after demodulation at the receiver side. Without
loss of generality, we will consider in the following
an OFDM signal with N = 1024 sub-carriers with
16-QAM constellation. Our aim is to derive EVM
expression between the original and the transmitted
signal, depending on the implemented PAPR reduction
algorithm. In the following sections, we detail the
PAPR reduction block model for both clipping and TR
methods, the model used for the HPA and the general
EVM definition.

A. PAPR Reduction
1) Clipping: After clipping, the obtained time do-

main signal is simply given by:

s(k) =

{
x(k) if |x(k)| ≤ Vclip
Vclipe

j∠x(k) if |x(k)| > Vclip ,
(1)

where s(k) (resp. x(k)) stands for the kth element of
vector s (resp. x). Vclip is the clipping amplitude level
and ∠x(k) is the phase of sample x(k).

2) Tone Reservation: Let us consider c the time
domain peak cancellation signal added to x using the
TR principle:

s = x + c (2)

Vector c is built upon the R peak reduction tones
(PRT) according to a subset of subcarriers β as defined
in the DVB-T2 specifications for instance. Let C be
the vector containing the PRTs at positions β and
zeros elsewhere. C and X lie in disjoint frequency
subspaces, i.e. Xk = 0, ∀k ∈ β and Ck = 0, ∀k ∈ βc,
which ensures that TR is an in-band distortion-less
method 1. Basically, C is calculated from the optimiza-
tion problem proposed by Tellado in [3] as:

min τ

subject to ||x + QC||2∞ 6 τ
(3)

where Q is the inverse fast Fourier transform (IFFT)
matrix and ||.||∞ denotes infinity norm. As some
standards such as DVB-T2 add a power constraint to
the maximum power of a PRT, the following condition
holds:

||C||2∞ 6 Pmax + Px (4)

where Px is the power of the input signal x and Pmax
is the maximum allowed power (in dB) above the
signal power. The problem is thus a convex optimiza-
tion problem of type quadratically constraint quadratic
program (QCQP) [7]. The QCQP problem formulation
is the optimal solution for TR and gives the upper-
bound of PAPR reduction level using TR. However,
QCQP is complex and introduces high latency due to
its computation time. To solve the QCQP problem,
several sub-optimal methods have been proposed in the
literature. This is usually done by linear operations on
the kernel signal c.
In this paper we consider the QCQP algorithm aiming
to find the theoretical limits of EVM in the case of TR.

B. Power Amplifier

We consider the memoryless amplitude to amplitude
characteristic of the HPA by the following polynomial
model [8]:

HPA(r) =

Lp−1∑
l=0

b2l+1r
2l+1 (5)

where Lp is the order of the HPA polynomial model
and b2l+1 its odd indexed coefficients.

C. EVM Expression

EVM is a metric that measures the in-band distortion
level of a signal. It is the amount of deviation of the
constellation points of Z with respect to the original
signal X. Considering an N -point IFFT at nominal

1it is worth mentioning that the HPA includes however an in-band
and out-of-band distortion



sampling rate, EVM can be evaluated on the time
domain samples. Let sref be the reference signal vector
to which the final signal vector z is compared for EVM
evaluation. We have then:

EVM =

√
E{|z(k)− sref (k)|2}

E{|sref (k)|2}
(6)

The denominator is simply equal to the reference
signal power. Depending whether the PAPR reduction
algorithm is distortion-less or not, sref will be taken
as x or s in the following. Using the polar coordinates
with amplitude r and phase φ of each signal sample,
the expectation in the numerator becomes:∫ ∞
−∞

∫ 2π

0

|z(r, φ)− sref (r, φ)|2fref (r, φ) drdφ (7)

where fref (r, φ) is the probability density function
(PDF) governing the random amplitude and phase of
the reference signal samples. Then, since φ follows a
uniform distribution over [−π, π], the expectations can
be simplified yielding the general EVM expression:

EVM =

√√√√∫∞−∞|z(r)− r|2fref (r) dr∫∞
−∞r

2fref (r) dr
(8)

It follows that computing the EVM relies on the
knowledge of the amplitude PDF in the reference
signal fref (r). The level of distortion captured by the
EVM measurement depends on the HPA non-linearity
but can be introduced at the PAPR reduction level
depending on the used technique. Indeed, if clipping is
used, distortion is introduced to the signal whereas TR
does not bring any data modification due to the use of
orthogonal PRT.

Thus, in the following, when computing the EVM
in the case of clipping, we will have to consider the
signal x as the reference signal. In the case of TR,
the reference signal will rather be chosen as s since
distortions will only be produced by the HPA. In other
words, for the former case we will have fref (r) =
fx(r), and fref (r) = fs(r) for the latter.

III. EVM EXPRESSION IN THE CASE OF CLIPPING

In case of clipping, EVM has to be evaluated from
(8) using the amplitude distribution of signal samples
x(k).

A. Time Domain Amplitude Distribution

Due to the central limit theorem, if the number of
subcarriers N is large, real and imaginary parts of
the time domain OFDM signal can be approximated
by a centered normal distribution. Thus, the amplitude
of the time domain OFDM signal follows a Rayleigh
distribution:

fx(r) =
2r

Px
e−

r2

Px , r ≥ 0 (9)
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Fig. 2: PDF of the amplitude of the time domain signal
with and without clipping at Vclip = 2

and 0 elsewhere. The amplitude distribution after the
clipping operation is easily obtained from the expres-
sion of s in (1) as:

fs(r) =

{
fx(r) if r < Vclip

P{r ≥ Vclip}δ(r − Vclip) if r ≥ Vclip ,

where δ(r) is the Dirac impulse and P{r ≥ Vclip} is
the probability of r, the amplitude of x(k) to be higher
than Vclip:

P{r ≥ Vclip} =

∫ ∞
Vclip

fx(r)dr = e
−V 2

clip
Px − 1 (10)

Both PDFs, with and without clipping, are depicted in
Fig. 2. It is observed that fs(r) contains a strong peak
instead of a long tail as is the case with fx(r).

B. EVM computation

To derive the EVM computation from (8), it is clear
to consider the output signal z(r), accounting for the
HPA and clipping effects. The sample z(r) is the
amplified version of s(r), this latter being the clipped
version of x(r). Hence, we have:

z(r) =

{
HPA(x(r)) if r < Vclip

HPA(Vclip) if r ≥ Vclip ,
(11)

The expectation in (8) can thus be expressed as:∫ Vclip

0

|r−HPA(r)|2fx(r)dr+

∫ ∞
Vclip

|r−HPA(Vclip)|2fx(r)dr

Using (5), it is then possible to lead the integral
computation and obtain the EVM as [5]:[

1 +

Lp−1∑
l=0

Lp−1∑
l′=0

vll′
(
γ(l + l′ + 2,Λ) + Λl+l

′+1 e−Λ
)

− ul
(
γ(l + 2,Λ) + Λl+

1
2 Γ
(

3
2 ,Λ

)) ] 1
2

(12)

with ul = 2P lxR{b2l+1} and vll′ = b2l+1b
∗
2l′+1P

l+l′

x ,
Λ the clipping ratio Vclip/Px, and where γ(x, s) and
Γ(x, s) stand for the lower and upper incomplete
gamma functions, respectively.
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Fig. 3: Simulated PDF of the amplitude of the Time
domain signal without TR, with TR without constraint,
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IV. EVM EXPRESSION WITH QCQP-TR
ALGORITHM

As already explained, in case of TR algorithm, EVM
is expressed from (8) but now substituting fref (r) with
fs(r). A major step is hence to evaluate the distribution
of the signal amplitude s(r) after TR. However, the
amplitude of the time domain signal after TR is not as
simple as in the case of clipping. Indeed, note that x(k)
and c(k) follow a Gaussian complex distribution due
to central limit theorem whereas central limit theorem
can’t be applied to s(k) due to the dependence between
x(k) and c(k) brought by the QCQP computation.

A thorough statistical analysis has to be led to
attempt to properly model fs(r). As a first step, the
empirical PDF of the amplitude of the simulated time
domain signal after applying TR is shown in Fig. 3.
The different empirical PDFs are plotted for the cases
without power constraints and with a power constraint
of Pmax = 10dB on the PRT. It turns out that the
amplitude of this signal follows a bimodal distribution,
depending on the power constraint Pmax, with a main
mode in the low signal amplitudes and a second mode
in the high values. In the sequel, we aim at analyzing
such bimodal distribution and deriving a model in
terms of Pmax.

A. Single Symbol Distribution

To understand the origin of the second mode in the
distribution, let us represent the amplitude distribution
for one OFDM symbol, as proposed in Fig. 4. The
bottom figure gives the amplitude of a single symbol
after TR algorithm, and the upper figure depicts the
corresponding amplitude histogram. It turns out that
each symbol is composed of two subsets of samples.
The first is the set of samples at the maximum am-
plitude value ||s||∞ = Amax forming a peak in the
histogram at Amax and the second is the set of the
samples at a value less than Amax corresponding to the
rest of the distribution. Differently from the clipping
approach, for each symbol the value of the maximum
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Fig. 4: Time domain representation of the amplitude
of one symbol after optimal TR using QCQP solution,
and related histogram.
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Fig. 5: Empirical distributions for fs1(r) and fs2(r)
separately, QCQP applied (no power constraint)

Amax is different depending on the solution of the
QCQP program to converge to the optimal minimum
||s||∞. Also, note that the observed distribution does
not correspond to an actual clipping of the symbol
amplitude; in fact, TR modifies the whole signal dis-
tribution and each sample can take a new value.

B. Separated Distributions

From the above observations, let us pursue the
analysis by separating the distributions of the two
described parts of each symbol. Let us model the
bimodal distribution as a superposition of two different,
though not independent, PDFs, that is

fs(r) = (1− p)fs1(r) + pfs2(r) (13)

where
{
fs1(r) = P{|sk| = r | r 6= ||s||∞}
fs2(r) = P{|sk| = r | r = ||s||∞}

where p is the expected value of the ratio between
the number of samples at Amax and the total number
of samples. Fig. 5 shows an example of the obtained



amplitude distribution for the two parts that form fs(r).
Hereafter, we are interested in giving an expression to
each of these PDFs.

C. Model of the distribution fs2(r)

From the observed shape of the simulated fs2(r)
for different values of Pmax, a convenient model for
fs2(r) can be found by a generalized extreme value
(GEV) distribution of parameters µ2, σ2 and k2:

fs2(r) = fGEV (r;µ2, σ2, k2) (14)

where,

fGEV (r;µ, σ, k) =

{
1
σ t(r)k+1 e−t(r) if r ∈ D
0 elsewhere

with t(r) =

{ (
1 + k ( r−µσ )

)−1/k
if k 6= 0

e−(x−µ)/σ if k = 0

where D is the support of the GEV distribution defined
as:

D =

 [µ− σ/k; +∞) if k > 0
(−∞; +∞) if k = 0
(−∞;µ− σ/k] if k < 0

and µ, σ and k are the location, scale and shape
parameters of the distribution, respectively. The GEV
distribution has been selected as it is the typical distri-
bution that models the maximum of i.i.d sequences.
We computed these parameters for each value of
Pmax using the probability weighted moment (PWM)
estimation method [9], [10]. Fig. 6 shows the obtained
variations of the GEV parameters in function of Pmax,
along with an example of the GEV fitting fs2(r) with
and without power constraint. These curves will be
taken as reference for the parameter setting of our
model.

D. Model of the distribution fs1(r)

Coming back to the observation of Fig. 4, we
can understand that for a particular maximum value
Amax = ||s||∞ the distribution of the samples in
one OFDM symbol follows a Rayleigh distribution
that is truncated (not clipped) at Amax. Hence, it is
convenient to introduce the following conditional PDF:

fs1(r|Amax) = fRay(r;σr)(1− u(r −Amax)) (15)

where fRay(r;σr) denotes the Rayleigh PDF of pa-
rameter σr and u(r) is the Heaviside unit step function.
Note that the Rayleigh distribution is truncated for each
symbol at an eventually different amplitude Amax.
Thus, a marginal PDF is obtained as:

fs1(r) =

∫ ∞
−∞

fs1(r|Amax) fAmax
(A) dA (16)

fAmax
(A) is the PDF of the maximum amplitude of

each time-domain symbol:

fAmax(A) = P{||s||∞ = A}. (17)
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Fig. 6: Comparison between the empirical and GEV-
based PDFs for fs2(r). Skewness, position and scale
parameters of the GEV distribution fitted to fs2(r) in
function of Pmax

Then, integrating (15) in (16) leads to:

fs1(r) = fRay(r;σr1) ×(
1−

∫ ∞
−∞

u(r −A) fAmax(A) dA

)
(18)

The latter integral can further be derived as:∫ r

−∞
fAmax

(A) dA (19)

which can be identified as the Cumulative Density
Function (CDF) of random variable Amax. We thus
finally obtain:

fs1(r) = qfRay(r;σr1) (1− FAmax(r) ) (20)

where q is a normalization factor that ensures∫
fs1(r)dr = 1. Accordingly, the parameter σr1 has to

be found for PDF fRay(r;σr1) and fAmax(r) should
be modeled in terms of Pmax. Fig. 7 shows an example
of fAmax

(r) with and without the power constraint of
Pmax = 10. As shown in this figure, and with a similar
study of fs2(r), fAmax(r) can be modeled by a GEV
distribution with parameters µ1, σ1 and k1 estimated
from the PWM method. Finally, the form of fs1(r)
and the corresponding Rayleigh fitting can easily be
found as presented in Fig. 8. Eventually, the values of
σr1 , µ1, σ1, k1 can be used as reference in the global
statistical model.



EVM =

√ ∫∞
−∞

∣∣∣r−∑Lp−1

l=0 b2l+1r2l+1
∣∣∣2 ((1−p) q fRay(r;σr1

)(1−FGEV (r;µ1,σ1,k1))+p fGEV (r;µ2,σ2,k2)
)

dr∫∞
−∞ |r|2

(
(1−p) q fRay(r;σr1

)(1−FGEV (r;µ1,σ1,k1))+p fGEV (r;µ2,σ2,k2)
)

dr
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E. EVM expression for the TR method

From the so obtained model of fs(r) as a bi-
modal distribution composed of a GEV and a modified
Rayleigh distribution, we obtain the EVM expression
given on top of the page.

V. CONCLUSION

In this paper, we have led a thorough analysis on
the amplitude distribution of OFDM signals with PAPR
reduction based on clipping and TR. We have provided
the statistical model for each of the cases allowing for
deriving the EVM of the signal at the output of the
non-linear HPA. A major contribution of the paper has
been to introduce and propose a novel distribution to
model the amplitude of the OFDM signal using the
optimal QCQP solution for TR PAPR reduction. The
proposed distribution has been shown to tightly model
the statistical behavior of the signal. This strong result
represents an essential first step for further analytical
derivation of the EVM of OFDM signals with PAPR
reduction. In particular, the provided model is expected
to allow a derivation of the TR-based PAPR reduction
methods performance.
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