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# Modeling of the counter-examples and association rules interestingness measures behavior 

Benoît Vaillant and Stéphane Lallich and Philippe Lenca


#### Abstract

Association rules discovery is one of the most important tasks in Knowledge Discovery in Data Bases. Since the initial APRIORI algorithm, many efforts have been done in order to develop efficient algorithms. It is well known that APRIORI-like algorithms within the (unsatisfying) support/confidence framework may produce huge amounts of rules and thus one of the most important steps in association rules discovery is nowadays the evaluation and interpretation of their interestingness. Thus there has been substantial works that addressed the problem of association rules interestingness and many interestingness measures have been defined and used in order to find the best rules in a post-processing step. Measures provide numerical information on the quality of a rule and a rule $A \rightarrow B$ is said "of quality" if its evaluation by a measure is greater than a user defined threshold. These measures can be studied as functions of the number of counter-examples of rules. In this paper we present three modelings of counter-examples and examine the consequences of such modelizations on two important desired properties of association rules interestingness measures, that are the decrease with the number of counterexamples and the tolerance to the apparition of the first counterexamples. We here present results for ten well known measures.


## I. Introduction

Association rule discovery is one of the most important tasks in Knowledge Discovery in Data Bases. Since the initial work presented in [1] and the APRIORI algorithm, many efforts have been done in order to develop efficient algorithms, as in [2], [3], [4], [5] and [6] for example. It is well known that APRIORI-like algorithms may produce huge amounts of rules and thus an essential step in association rules discovery is nowadays the evaluation and interpretation of their interestingness ([7], [8], [9]). Initially, when discovering associations with algorithms such as APRIORI, the interestingness of a rule was measured through its support and its confidence. Unfortunately, measuring the interestingness of rules only within the support and confidence framework is not satisfying [10], [11], [12].

Thus there has been substantial works that addressed the problem of association rules interestingness and many interestingness measures have been defined and used in order to find the best rules in a post-processing step [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25] and [26], for example.

[^0]Measures provide numerical information on the quality of a rule, and a rule $A \rightarrow B$ is said "of quality" if its evaluation by a measure is greater than a user defined threshold. In this paper we focus on objective measures [27]. Such measures only take into account the rules cardinalities (see table I and figure 1):

- $p_{a}$, the proportion of transactions (or cases) in the database matching the condition of the rule,
- $p_{b}$, the proportion of transactions matching the conclusion of the rule,
- $p_{a b}$ the proportion of transactions matching the condition and the conclusion of the rule (i.e. examples to the rule: cases of $A \cap B$, also written $A B$ ),
- $\mathrm{n}=|\mathrm{E}|$ the total number of transactions.

For such given quantities, all cells of table I are known since the contingency table has only three degrees of freedom. In particular, $p_{a \bar{b}}$ the proportion of transactions matching the condition but not the conclusion of the rule (i.e. cases of $\mathrm{A} \overline{\mathrm{B}}$, also to be seen as the counter-examples of the rule) can be deduced using the following expression: $p_{a \bar{b}}=p_{a}-p_{a b}$. Similar expressions can be used to fill in the entire table. For example, $p_{\bar{a}}=1-p_{a}$ and $p_{\bar{a} \bar{b}}=p_{\bar{a}}-p_{\bar{a} b}=p_{\bar{b}}-p_{a \bar{b}}$.

TABLE I
RELATIVE CHARACTERISTICS OF A $\rightarrow B$

| $\mathrm{A} \backslash \mathrm{B}$ | 0 | 1 | total |
| :---: | :---: | :---: | :---: |
| 0 | $p_{\bar{a} \bar{b}}$ | $p_{\bar{a} b}$ | $p_{\bar{a}}$ |
| 1 | $p_{a \bar{b}}$ | $p_{a b}$ | $p_{a}$ |
| total | $p_{\bar{b}}$ | $p_{b}$ | 1 |



Fig. 1. Relative characteristics of $A \rightarrow B$
The different works mentioned above mainly focused on desired properties of measures. In [28], [29] we studied measures that are decreasing functions of the number of counter-examples of the rule. Our studies were based on eight other formal contextual properties of the measures, and an
eligibility property. Among these properties, two of them are strongly related to the number of counter-examples:

- Property $P_{1}$, eligibility: association rules interestingness measures should be decreasing functions of the number of counter-examples of the rules. This is an eligibility property [20], based on the assumption that adding counter-examples to a rule should result in a worse evaluation by interestingness measures.
- Property $P_{2}$, curve form with the apparition of few counter-examples: the user may tolerate or not the apparition of few counter-examples without significant loss of rule interest. This property imposes a constraint on the shape of the curve of a measure when the first counter-examples appear [30]. Measures are then classified between concave, linear or convex ones. Through the analysis of this property, we intend to give better hints to the user towards which measure should fit his needs or not.

In common studies, the behavior of interestingness measures is assessed using constant marginal frequency counts. The number of cases matching either the condition or the conclusion of a rule is fixed, and only the inner cells of the contingency table I are altered. This means that adding counter-examples to a rule can be seen as less overlapping sets in figure 1 , each set A and B being of constant size.

As a consequence, by adding counter-examples to a rule (i.e. increasing the value of $p_{a \bar{b}}$ ), we also alter the three other values of the inner cells of the contingency table. The added counter-examples are taken from the examples, not from any of the other potential sets. This is imposed by the relation $p_{a \bar{b}}=p_{a}-p_{a b}$. This is what we will refer to as the first modeling.

It seems reasonable to think that a rule may be altered through the correction of errors in the database, or the addition of new cases. In such cases, there is no reason why such modifications should result in only moving examples towards or from counter-examples, for fixed values of $p_{a}$ and $p_{b}$. On the contrary, counter-examples may be generated in various ways. We will hence investigate the impact of such an addition of counter-examples with respect to different modelings, each of them being based on the selection of a possible source of new counter-examples, and see that the properties previously defined may reveal different aspects, depending on the modeling considered.

Our proposal will be illustrated with some classical association rule interestingness measures.

The paper is organized as follows. After a brief presentation of the interestingness measures on which we will focus, we list the three different modelings we shall study, as well as others that could have been considered but seeming of lesser pertinence in our context. This being listed, we then study the measures with respect to each of the three modelings retained, and summarize our results. Finally, we conclude and present the new perspectives that arise.

## II. Measures

## A. Measures

We studied the following well known interestingness measures: confidence (CONF), conviction (CONV), the rate of examples and counter-examples (ECR), Jaccard (JAC), least contradiction (LC), lift (LIFT), the information gain (IG), Loevinger (LOE), Piatetsky-Shapiro (PS) and support (SUP). This set of measures well shows the various situations which appear according to the modeling that will be used. Table II presents the relative definition of these measures.

TABLE II
Interestingness Measures

|  | Relative definitions | References |
| :--- | :--- | :--- |
| CONF | $p_{b / a}$ | $[1]$ |
| CONV | $\frac{p_{a} p_{\bar{b}}}{p_{a \bar{b}}}$ | $[4]$ |
| ECR | $1-\frac{p_{a \bar{b}}}{p_{a b}}$ |  |
| JAC | $\frac{p_{a b}}{p_{a}+p_{b}-p_{a b}}$ | $[31]$ |
| LC | $\frac{p_{a b}-p_{a \bar{b}}}{p_{b}}$ | $[32]$ |
| LIFT | $\frac{p_{b / a}}{p_{b}}$ | $[33]$ |
| IG | $\log \frac{p_{a b}}{p_{a} p_{b}}$ | $[34]$ |
| LOE | $\frac{p_{b / a}-p_{b}}{1-p_{b}}$ | $[35]$ |
| PS | $n\left(p_{a b}-p_{a} p_{b}\right)$ | $[7]$ |
| SUP | $p_{a b}$ | $[1]$ |

The behavior of the measures with respect to counterexamples is studied by expressing their first and second order derivatives. By knowing the sign of the first derivative, we can hence evaluate the measures on property $P_{1}$. The sign of the second derivative is then used to evaluate property $P_{2}$. The measures being defined as functions of the various quantities presented in table I, which is a three degrees of freedom contingency table, we need to clearly identify the source from which counter-examples are taken in order to compute the derivatives. In order to specify this, we propose various modelings, presented in the next session.

## III. Counter-EXAMPLES MODELINGS

Various modelings of the variations of counter-examples can be proposed. Amongst these, three appear as relevant in the context of association rule evaluation. For each of them, we specify the provenance of counter-examples, thus identifying which quantities remain constant and which one are not in the contingency table. For clarity reasons, we denote by $x$ the proportion of counter-examples (i.e. the cell corresponding to $A \bar{B}$ ), and express the various and changing quantities with respect to this variable for each modeling.

## A. Modeling 1: $p_{a}$ and $p_{b}$ are fixed

In the usual modeling (which we will refer to as $M_{1}$ ), $p_{a}$ and $p_{b}$ are considered as fixed. This is the classical approach when considering property $P_{1}$ [20], [28], [30].

This modeling was also used by [36] in order to study the effect of noisy data in rule extraction systems, by [37] in order to study the reference to indetermination, and by [23] in order to study the reference to independence.

In $M_{1}$, all the inner cell frequencies depend on $x$. This situation is summarized in table III and figure 2.

TABLE III
Contingency Table for Modeling 1

| $\mathrm{A} \backslash \mathrm{B}$ | 0 | 1 | total |
| :---: | :---: | :---: | :---: |
| 0 | $p_{\bar{b}}-x$ | $p_{\bar{a}}-p_{\bar{b}}+x$ | $p_{\bar{a}}$ |
| 1 | $x$ | $p_{a}-x$ | $p_{a}$ |
| total | $p_{\bar{b}}$ | $p_{b}$ | 1 |



Fig. 2. Modeling 1
When considering this first modeling:

- all the studied measures are decreasing functions of the number of counter-examples (since property $P_{1}$ is a requirement [20]),
- results for property $P_{2}$ are presented in table XVI, and are developed in [38] for 20 classical measures, including those studied in this paper.
B. Modeling 2 : new counter-examples come from the examples AB

In [39], we assessed the issue of evaluating the maximal proportion of counter-examples that a rule may lose, while remaining of quality (i.e. still being evaluated by a given quality measure above a user defined threshold).

In this previous work, we introduced an alternate modeling, in which counter-examples are taken from the examples, which we will refer to as modeling $2\left(M_{2}\right)$. This modeling differs from the previous one since here only $p_{a}$ is fixed, whereas $p_{b}$ is not. This situation is summarized in table IV and figure 3 .

TABLE IV
Contingency Table for Modeling 2

| $\mathrm{A} \backslash \mathrm{B}$ | 0 | 1 | total |
| :---: | :---: | :---: | :---: |
| 0 | $p_{\bar{a} \bar{b}}$ | $p_{\bar{a} b}$ | $p_{\bar{a}}$ |
| 1 | $x$ | $p_{a}-x$ | $p_{a}$ |
| total | $p_{\bar{a} \bar{b}}+x$ | $p_{\bar{a} b}+p_{a}-x$ | 1 |



Fig. 3. Modeling 2

## C. Modeling 3: new counter-examples come from $\overline{\mathrm{A}} \overline{\mathrm{B}}$

In modeling $3\left(M_{3}\right)$, new counter-examples come from the cases not matching neither the condition nor the conclusion of the rule, i.e. from the set $\bar{A} \bar{B}$.

Here, the situation is reversed as this time $p_{b}$ is fixed, and $p_{a}$ depends on $x$. This situation is summarized in table V and figure 4.

TABLE V
Contingency Table for Modeling 3

| $\mathrm{A} \backslash \mathrm{B}$ | 0 | 1 | total |
| :---: | :---: | :---: | :---: |
| 0 | $p_{\bar{b}}-x$ | $p_{\bar{a} b}$ | $p_{\bar{b}}+p_{\bar{a} b}-x$ |
| 1 | $x$ | $p_{a b}$ | $p_{a b}+x$ |
| total | $p_{\bar{b}}$ | $p_{b}$ | 1 |



Fig. 4. Modeling 3

## D. Other Modelings

Other modelings could be investigated:

- new counter-examples come from $\overline{\mathrm{A}} \mathrm{B}$ : in this modeling, both $p_{a}$ and $p_{b}$ shall vary, since modifications affect A and $B$, by increasing the first set while decreasing the second, and retaining their intersection constant.
- new counter-examples come from new cases and thus $n$ is changed, this time. As a result, both $p_{a}$ and $p_{b}$ will once again vary. Similarly to the previous modeling, the set A will be increased. The set B will be kept constant. Still, since we are adding new cases, the proportion $p_{b}$ will decrease.

We believe these modelings are less realistic than the three initial ones, and will hence not develop them in this paper.

TABLE VI
Confidence case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a}-x}{p_{a}}$ | $\frac{p_{a b}}{x+p_{a b}}$ |
| $\mu^{\prime}$ | $-\frac{1}{p_{a}}$ | $-\frac{p_{a b}}{\left(x+p_{a b}\right)^{2}}$ |
| $\mu^{\prime \prime}$ | 0 | $\frac{2 p_{a b}}{\left(x+p_{a b}\right)^{3}}$ |

TABLE VII
Conviction case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a}\left(x+p_{\bar{a} \bar{b}}\right)}{x}$ | $\frac{p_{\bar{b}}\left(p_{a b}+x\right)}{x}$ |
| $\mu^{\prime}$ | $-\frac{p_{a} p_{\bar{a} \bar{b}}}{x^{2}}$ | $-\frac{p_{a b} p_{\bar{b}}}{x^{2}}$ |
| $\mu^{\prime \prime}$ | $2 \frac{p_{a} p_{\bar{a} \bar{b}}}{x^{3}}$ | $2 \frac{p_{a b} p_{\bar{b}}}{x^{3}}$ |

## IV. Results

For each measure listed in table II, we have expressed the first and second order derivatives, for the two new modelings considered, results for the first modeling being classical and summarized in [38].

These results are presented in tables VI to XV , and summarized for all three modelings with regard to $P_{2}$ in table XVI.

For the information gain, the logarithmic constant is not of interest in order to study the derivative of the measure. For clarity reasons, we hence present results for $\mathrm{IG} \times \ln (10)$ in table XII, the conclusions being equivalent in both cases.

First of all, apart from the SUP, all measures have a negative derivative, for any of the considered modeling. These measures hence respect the eligibility property $P_{1}$, corresponding to the common belief that the more counterexamples of a rule there are, the worse its quality should be.

Still, results differ when considering the second property $P_{2}$. Some measures do not behave in the same manner when counter-examples are added: the origin of the counterexamples will have an impact on the decrease of the measure, in some cases being initially slow, or not.

In the usual modeling, CONF is linear with respect to $p_{a \bar{b}}$, which is also the case in the second modeling. In the third modeling, it is not the case anymore, since Conf becomes an hyperbolic convex function of the counter-examples.
$\mathrm{J}_{\mathrm{AC}}$ is linear for modeling 2 and convex for modeling 3.

TABLE VIII
RATE OF EXAMPLES AND COUNTER-EXAMPLES CASE

$$
\begin{array}{|c|c|c|}
\hline & \text { modeling 2 } & \text { modeling 3 } \\
\hline \mu & 1-\frac{x}{p_{a}-x} & 1-\frac{x}{p_{a b}} \\
\mu^{\prime} & -\frac{p_{a}}{\left(p_{a}-x\right)^{2}} & -\frac{1}{p_{a b}} \\
\mu^{\prime \prime} & -2 \frac{p_{a}}{\left(p_{a}-x\right)^{3}} & 0 \\
\hline
\end{array}
$$

TABLE IX
Jaccard Case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a}-x}{p_{\bar{a} b}+p_{a}}$ | $\frac{p_{a b}}{x+p_{b}}$ |
| $\mu^{\prime}$ | $-\frac{1}{p_{\bar{a} b}+p_{a}}$ | $-\frac{p_{a b}}{\left(x+p_{b}\right)^{2}}$ |
| $\mu^{\prime \prime}$ | 0 | $\frac{2 p_{a b}}{\left(x+p_{b}\right)^{3}}$ |

TABLE X
Least Contradiction case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a}-2 x}{p_{\bar{a} b}+p_{a}-x}$ | $\frac{p_{a b}-x}{p_{b}}$ |
| $\mu^{\prime}$ | $-\frac{p_{a}+p_{\bar{a} b}}{\left(p_{\bar{a} b}+p_{a}-x\right)^{2}}$ | $-\frac{1}{p_{b}}$ |
| $\mu^{\prime \prime}$ | $-2 \frac{p_{a}+p_{\bar{a} b}}{\left(p_{\bar{a} b}+p_{a}-x\right)^{3}}$ | 0 |

The LIFT is the most interesting measure of this study. Indeed, it is seen as linear in the usual modeling. However, when considering the second modeling, it turns out to be a concave homographic function, and an hyperbolic convex function with respect to the third modeling.

As previously said, all measures are decreasing functions of $p_{a \bar{b}}$ for all modelings, save the SUP whose value is not affected by the introduction of counter-examples in the third modeling. This adds up to the already known poor interest in using SUP when assessing the quality of a rule. Yet Sup remains a heavily used measure, since its antimonotonicity property plays a major role, simplifying the exploration of a lattice, in the APRIORI-like algorithms [1], [40]. It also is a straightforward measure: its value is easy to grasp.

As reported in table XVI, it is interesting to note that most measures behave differently, depending on the model, the most fluctuating one being the Lift. Only Conv (convex) and PS (linear) behave in a similar manner for the three modelings. When considering the use of a interestingness

TABLE XI
LIft CASE

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a}-x}{p_{a}\left(p_{\bar{a} b}+p_{a}-x\right)}$ | $\frac{p_{a b}}{p_{b} x+p_{b} p_{a b}}$ |
| $\mu^{\prime}$ | $-\frac{p_{\bar{a} b}}{p_{a}\left(p_{\bar{a} b}+p_{a}-x\right)^{2}}$ | $-\frac{p_{a b}}{p_{b}\left(x+p_{a b}\right)^{2}}$ |
| $\mu^{\prime \prime}$ | $-\frac{2 p_{\bar{a} b}}{p_{a}\left(p_{\bar{a} b}+p_{a}-x\right)^{3}}$ | $\frac{2 p_{a b}}{p_{b}\left(x+p_{a b}\right)^{3}}$ |

TABLE XII
InFormation gain case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu \times \ln (10)$ | $\ln \left(\frac{p_{a}-x}{p_{a}\left(p_{\bar{a} b}+p_{a}-x\right)}\right)$ | $\ln \left(\frac{p_{a b}}{p_{b}\left(x+p_{a b}\right)}\right)$ |
| $\mu^{\prime} \times \ln (10)$ | $\frac{-p_{\bar{a} b}}{\left(p_{\bar{a} b}+p_{a}-x\right)\left(p_{a}-x\right)}$ | $\frac{-1}{\left(x+p_{a b}\right)}$ |
| $\mu^{\prime \prime} \times \ln (10)$ | $\frac{-p_{\bar{a} b}\left(p_{\bar{a} b}+2\left(p_{a}-x\right)\right)}{\left(p_{a}-x\right)^{2}\left(p_{\bar{a} b}+p_{a}-x\right)^{2}}$ | $\frac{1}{\left(x+p_{a b}\right)^{2}}$ |

TABLE XIII
LoEvinger case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $\frac{p_{a} p_{\bar{a} \bar{b}}-p_{\bar{a}} x}{p_{a} p_{\bar{a} \bar{b}}+p_{a} x}$ | $\frac{p_{a b} p_{\bar{b}}-p_{b} x}{p_{a b} p_{\bar{b}}+p_{\bar{b}} x}$ |
| $\mu^{\prime}$ | $-\frac{p_{\bar{a} \bar{b}}}{p_{a}\left(p_{\bar{a} \bar{b}}+x\right)^{2}}$ | $-\frac{p_{a b}}{p_{\bar{b}}\left(x+p_{a b}\right)^{2}}$ |
| $\mu^{\prime \prime}$ | $2 \frac{p_{\bar{a} \bar{b}}}{p_{a}\left(p_{\bar{a} \bar{b}}+x\right)^{3}}$ | $2 \frac{p_{a b}}{p_{\bar{b}}\left(x+p_{a b}\right)^{3}}$ |

TABLE XIV
PS CASE

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $n\left(p_{a} p_{\bar{a} \bar{b}}\right)+n x\left(p_{a}-1\right)$ | $n p_{a b} p_{\bar{b}}-n p_{b} x$ |
| $\mu^{\prime}$ | $n\left(p_{a}-1\right)$ | $-n p_{b}$ |
| $\mu^{\prime \prime}$ | 0 | 0 |

TABLE XV
Support case

|  | modeling 2 | modeling 3 |
| :---: | :---: | :---: |
| $\mu$ | $p_{a}-x$ | $p_{a b}$ |
| $\mu^{\prime}$ | -1 | 0 |
| $\mu^{\prime \prime}$ | 0 | 0 |

measure, knowing which kind of counter-examples are the worst ones in an applicative context, such a study may then hint towards which measure will fit best a user's needs.

## V. Conclusions

In this paper, we have defined three alternate modelings of the addition of counter-examples to a rule, in the context of the evaluation of the quality of association rules. For each of these modelings, through the study of derivatives, we have analyzed the behavior of ten interestingness measures. The results show that measures globally do not behave similarly, depending on the modeling chosen. It is then of high importance that the final end user should take some time considering the probable counter-examples which he/she will face, and the ways they should be taken into account when assessing the quality of a rule. By doing so, the synthetic table we propose may guide his/her choice of interestingness measure retained in order to evaluate the quality of extracted rules, depending on the tolerance he/she has towards the different kind of counter-examples.
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